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#### Abstract

Let $\lfloor x\rfloor$ be the largest integer not exceeding $x$. For $0<\theta \leq 1$, let $\pi_{\theta}(x)$ denote the number of integers $n$ with $1 \leq n \leq x^{\theta}$ such that $\lfloor x / n\rfloor$ is prime. Recently, Ma , Chen and Wu obtained the following interesting asymptotic formula $$
\pi_{\theta}(x)=\frac{x^{\theta}}{(1-\theta) \log x}+O\left(x^{\theta}(\log x)^{-2}\right)
$$ provided that $\frac{23}{47}<\theta<1$. They further conjectured that this asymptotic formula can be extended to all $0<\theta<1$. In this paper, we give an improvement of their result by showing that $\frac{9}{19}<\theta<1$ is admissible.


## 1. Introduction

The investigations of the summations related to rounding up certain arithmetic functions are quite popular in recent years. It seems that this new term wave of enthusiasm starts from the paper of Bordellès, Dai, Heyman, Pan and Shparlinski 4], where the following asymptotic formula

$$
\sum_{n \leq x} f(\lfloor x / n\rfloor)=x \sum_{n=1}^{\infty} \frac{f(n)}{n(n+1)}+O_{f}\left(x^{1 / 2+\varepsilon}\right)
$$

is given, provided that $f$ satisfies a broad condition involving the growth of the magnitude of it. Here, as usual $\varepsilon$ denotes an arbitrary small positive number. As an application, Bordellès, Dai, Heyman, Pan and Shparlinski obtained that

$$
\begin{equation*}
\sum_{n \leq x} \frac{\varphi(\lfloor x / n\rfloor)}{\lfloor x / n\rfloor}=\kappa x+O\left(x^{1 / 2}\right) \tag{1.1}
\end{equation*}
$$

where $\varphi(n)$ is the Euler totient function and $\kappa=\sum_{n \leq x} \frac{\varphi(n)}{n^{2}(n+1)}$. As Bordellès, Dai, Heyman, Pan and Shparlinski commented that the study of the above asymptotic formula is partially motivated by the Beatty $\lfloor\alpha n+\beta\rfloor$ sequences and Piatetski-Shapiro $\left\lfloor n^{c}\right\rfloor$ sequences which are surely well-known research objects in number theory (see for example [2, 6, [13, 14]). However, since the growth of $\varphi$ is out of control regarding the magnitude condition assumed to $f$, they failed to offer the corresponding asymptotic formula of $\varphi$ but only got a slightly weaker result, namely,

$$
c_{1} x \log x \leq \sum_{n \leq x} \varphi(\lfloor x / n\rfloor) \leq c_{2} x \log x
$$

[^0]with two explicitly given constants $c_{1}$ and $c_{2}$. Bordellès, Dai, Heyman, Pan and Shparlinski then conjectured that
$$
\sum_{n \leq x} \varphi(\lfloor x / n\rfloor) \sim \zeta(2)^{-1} x \log x, \quad \text { as } \quad x \rightarrow \infty
$$

Their conjecture was once considered to be out of reach at the present day but confirmed by Zhai [17] later. Another example of particular interest is the one for $f=\Lambda$. In [7], Liu, Wu and Zhang proved the following elaborate asymptotic formula

$$
\sum_{n \leq x} \Lambda(\lfloor x / n\rfloor)=x \sum_{n=1}^{\infty} \frac{\Lambda(n)}{n(n+1)}+O\left(x^{9 / 19+\varepsilon}\right)
$$

The growth conditions required by Bordellès, Dai, Heyman, Pan and Shparlinski or the corresponding error terms in their formulae are improved extensively in a large number of subsequent articles, see [1, 3, 7, 29, 10, 11, 15, 16, 17, 18].

In an other direction, the work of Bordellès, Luca, Moree and Shparlinski [5] about the Bernoulli polynomials has led to the consideration of truncated distribution of the primes represented by $\lfloor x / n\rfloor$. Let $0<\theta \leq 1$ be a real number and $\pi_{\theta}(x)$ be the number of integers $n$ with $1 \leq n \leq x^{\theta}$ such that $\left\lfloor\frac{x}{n}\right\rfloor$ is prime. In [8], Ma, Chen and Wu proved

$$
\pi_{\theta}(x)=\left\{\begin{array}{l}
\sum_{k=1}^{L} \frac{(-1)^{k-1}(k-1)!}{(1-\theta)^{k}} \frac{x^{\theta}}{(\log x)^{k}}+O\left(\frac{x^{\theta}}{(\log x)^{L+1}}\right), \quad \frac{23}{47}<\theta<1,  \tag{1.2}\\
\tau x+O\left(x^{\frac{26}{53}}(\log x)^{\frac{119}{53}}\right), \quad \theta=1,
\end{array}\right.
$$

where $\frac{23}{47}=0.489361 \cdots, L \geq 1$ is any given integer and

$$
\tau=\sum_{p \text { prime }} \frac{1}{p(p+1)}
$$

For $\theta=1$, their result reduces to an example of the theorem established by Bordellès, Dai, Heyman, Pan and Shparlinski (equation (1.1) with $f$ being the character function of the primes). It is amazing that the leading term in the asymptotic formula of $\pi_{\theta}(x)$ is not continuous at the point $\theta=1$ when $x$ is a given large number. Ma, Chen and Wu further proposed the following conjecture:

Conjecture 1.1. For any $0<\theta<\frac{1}{2}$ and given integer $L \geq 1$, we have

$$
\pi_{\theta}(x)=\sum_{k=1}^{L} \frac{(-1)^{k-1}(k-1)!}{(1-\theta)^{k}} \frac{x^{\theta}}{(\log x)^{k}}+O\left(\frac{x^{\theta}}{(\log x)^{L+1}}\right) .
$$

In this article, we shall give an improvement of the result obtained by Ma, Chen and Wu by extending the scope of $\theta$. Now, let's state our main result as the following theorem.

Theorem 1. Let $\theta$ be a number with $\frac{9}{19}(=0.4736842 \cdots)<\theta<1$ and $L \geq 1$ be a given integer. Then

$$
\pi_{\theta}(x)=\sum_{k=1}^{L} \frac{(-1)^{k-1}(k-1)!}{(1-\theta)^{k}} \frac{x^{\theta}}{(\log x)^{k}}+O\left(\frac{x^{\theta}}{(\log x)^{L+1}}\right)
$$

where the implied constant depends on $\theta, L$ and the real number $\varepsilon>0$ which is contained in Lemma 1 .

## 2. Proof of Theorem 1

From now on, let $x$ be a large positive number. Let $\varepsilon>0$ be an arbitrary small positive number which may not be the same throughout our paper. Let $\mathbb{N}$ and $\mathcal{P}$ be the set of positive integers and prime numbers, respectively. The notation $p$ will always denote a prime number. Let $\pi(x)$ be the number of primes up to $x$ and

$$
\Lambda(n)= \begin{cases}\log p & \text { if } n=p^{\alpha} \\ 0 & \text { otherwise }\end{cases}
$$

be the Mangoldt function. For any real number $t$, let

$$
\rho(t)=t-\lfloor t\rfloor-1 / 2 .
$$

For $0<D \leq x, D<t \leq 2 D$ and $\delta \notin-\mathbb{N}$, let

$$
\Sigma_{\delta}(x, D, t)=\sum_{D<d \leq t} \Lambda(d) \rho\left(\frac{x}{d+\delta}\right)
$$

We need some auxiliary results before the proof of Theorem 1 .
Lemma 1. Let $\delta \notin-\mathbb{N}$ be a fixed constant. For $D<t \leq 2 D$ and $D<x^{2 / 3}$, we have

$$
\Sigma_{\delta}(x, D, t)<_{\varepsilon} \begin{cases}x^{1 / 2+\varepsilon} D^{-1 / 6} & \text { if } D<x^{3 / 7} \\ x^{1 / 3+\varepsilon} D^{2 / 9} & \text { if } x^{3 / 7} \leq D<x^{6 / 13} \\ x^{1 / 6+\varepsilon} D^{7 / 12} & \text { if } x^{6 / 13} \leq D<x^{2 / 3}\end{cases}
$$

Proof. From [7, Proposition 4.1] with $(\kappa, \lambda)=\left(\kappa^{\prime}, \lambda^{\prime}\right)=(1 / 2,1 / 2)$, we have

$$
\Sigma_{\delta}(x, D, 2 D)<_{\varepsilon} x^{\varepsilon}\left(x^{1 / 6} D^{7 / 12}+D^{5 / 6}+x^{1 / 3} D^{2 / 9}+x^{1 / 2} D^{-1 / 6}\right)
$$

for $D<x^{3 / 4}$. In fact, by carefully checking the proof of [7, Proposition 4.1], we still have

$$
\Sigma_{\delta}(x, D, t)<_{\varepsilon} x^{\varepsilon}\left(x^{1 / 6} D^{7 / 12}+D^{5 / 6}+x^{1 / 3} D^{2 / 9}+x^{1 / 2} D^{-1 / 6}\right)
$$

for $D<x^{3 / 4}$. The lemma then follows from direct discussions.
For $D \leq x$ and $\delta \notin-\mathbb{N}$, let

$$
\mathscr{S}_{\delta}(x, D)=\sum_{D<p \leq 2 D} \rho\left(\frac{x}{p+\delta}\right) .
$$

Lemma 2. Let $\delta \notin-\mathbb{N}$ be a fixed constant. For $D<x^{2 / 3}$, we have

$$
\mathscr{S}_{\delta}(x, D)<_{\varepsilon} \begin{cases}x^{1 / 2+\varepsilon} D^{-1 / 6}+D^{1 / 2} & \text { if } D<x^{3 / 7} \\ x^{1 / 3+\varepsilon} D^{2 / 9}+D^{1 / 2} & \text { if } x^{3 / 7} \leq D<x^{6 / 13} \\ x^{1 / 6+\varepsilon} D^{7 / 12}+D^{1 / 2} & \text { if } x^{6 / 13} \leq D<x^{2 / 3}\end{cases}
$$

Proof. For $0<D \leq x, D<t \leq 2 D$ and $\delta \notin-\mathbb{N}$, let

$$
\mathscr{G}_{\delta}(x, D, t)=\sum_{D<p \leq t} \vartheta(d) \rho\left(\frac{x}{p+\delta}\right),
$$

where

$$
\vartheta(n)= \begin{cases}\log p & \text { if } n=p \text { is a prime } \\ 0 & \text { otherwise }\end{cases}
$$

Note that

$$
\sum_{D<d \leq t} \Lambda(d) \rho\left(\frac{x}{d+\delta}\right)=\sum_{D<d \leq t} \vartheta(d) \rho\left(\frac{x}{d+\delta}\right)+O\left(t^{1 / 2}\right),
$$

so we have

$$
\begin{equation*}
\mathscr{G}_{\delta}(x, D, t)=\Sigma_{\delta}(x, D, t)+O\left(D^{1 / 2}\right) \tag{2.1}
\end{equation*}
$$

for any $D<t \leq 2 D$. Integrating by parts, we have

$$
\mathscr{S}_{\delta}(x, D)=\frac{\mathscr{G}_{\delta}(x, D, 2 D)}{\log 2 D}+\int_{D}^{2 D} \frac{\mathscr{G}_{\delta}(x, D, t)}{t(\log t)^{2}} d t .
$$

Our lemma follows from equation (2.1) and Lemma 1 by routine computations.
Lemma 3. [8, Lemma 2.3] Let $\beta<-1$ be a real number and let $L$ be a positive integer. For $x>3$, we have

$$
\sum_{p>x} p^{\beta}=-\sum_{k=1}^{L} \frac{(k-1)!}{(\beta+1)^{k}} \frac{x^{\beta+1}}{(\log x)^{k}}+O\left(\frac{x^{\beta+1}}{(\log x)^{L}}\right),
$$

where the implied constant depends only on $L$ and $\beta$.
Lemma 4. Let $\theta$ be a positive number with $0<\theta<1$ and $L \geq 1$ be a given integer. Then

$$
x \sum_{p \geq x^{1-\theta}} \frac{1}{p(p+1)}=\sum_{k=1}^{L} \frac{(-1)^{k-1}(k-1)!}{(1-\theta)^{k}} \frac{x^{\theta}}{(\log x)^{k}}+O\left(\frac{x^{\theta}}{(\log x)^{L+1}}\right),
$$

where the implied constant depends only on $L$ and $\theta$.
Proof. It is plain that

$$
\begin{aligned}
\sum_{p \geq x^{1-\theta}} \frac{1}{p(p+1)} & =\sum_{p>x^{1-\theta}} \frac{1}{p(p+1)}+O\left(x^{2 \theta-2}\right) \\
& =\sum_{p>x^{1-\theta}} \frac{1}{p^{2}}-\sum_{p>x^{1-\theta}} \frac{1}{p^{2}(p+1)}+O\left(x^{2 \theta-2}\right) \\
& =\sum_{p>x^{1-\theta}} \frac{1}{p^{2}}+O\left(x^{2 \theta-2}\right) .
\end{aligned}
$$

The lemma follows from the former one via substitutions of $x$ by $x^{1-\theta}$ and $\beta=-2$.

Lemma 5. [1, Proposition 3.1] Let $f$ be a positive-valued function on $\mathbb{N}$ and $D$ a parameter with $D \leq x$. Then,

$$
\sum_{D<n \leq x} f(\lfloor x / n\rfloor)=\sum_{d \leq x / D} f(d) \sum_{x /(d+1)<n \leq x / d} 1+O\left(f\left(\frac{x}{D}\right)\left(1+\frac{D^{2}}{x}\right)\right)
$$

Let's turn back to the proof of Theorem 1.
Proof of Theorem 1. For $\theta>9 / 19$, we spilt the sum $\pi_{\theta}(x)$ into the following two shorter sums

$$
\pi_{\theta}(x)=S_{1}+S_{2},
$$

where

$$
S_{1}=\sum_{\substack{n \leq x^{9 / 19} \\\lfloor x / n\rfloor \in \mathcal{P}}} 1 \text { and } S_{2}=\sum_{\substack{x^{9 / 19}<n \leq x^{\theta} \\\lfloor x / n\rfloor \in \mathcal{P}}} 1 .
$$

Trivial estimate leads to the bound

$$
S_{1} \leq \sum_{n \leq x^{9 / 19}} 1 \leq x^{9 / 19}
$$

By Lemma 5, we can rewrite $S_{2}$ as

$$
\begin{aligned}
S_{2} & =\sum_{x^{1-\theta} \leq p \leq x^{10 / 19}} \sum_{x /(p+1)<n \leq x / p} 1+O\left(x^{2 \theta-1}\right) \\
& =\sum_{x^{1-\theta} \leq p \leq x^{10 / 19}}\left\{\frac{x}{p}-\rho\left(\frac{x}{p}\right)-\frac{x}{p+1}+\rho\left(\frac{x}{p+1}\right)\right\}+O\left(x^{2 \theta-1}\right) \\
& =x \sum_{p \geq x^{1-\theta}} \frac{1}{p(p+1)}-x \sum_{p>x^{10 / 19}} \frac{1}{p(p+1)}+R_{1}(x)-R_{0}(x)+O\left(x^{2 \theta-1}\right),
\end{aligned}
$$

where

$$
R_{\delta}(x)=\sum_{x^{1-\theta} \leq p \leq x^{10 / 19}} \rho\left(\frac{x}{p+\delta}\right) \quad(\delta=0 \text { or } 1) .
$$

It is easy to see that $x^{2 \theta-1} \ll x^{\theta-\varepsilon}$ for any $\theta<1$ and it is clear that

$$
x \sum_{p>x^{10 / 19}} \frac{1}{p(p+1)} \leq x \sum_{n \geq x^{10 / 19}} \frac{1}{n(n+1)} \ll x^{9 / 19}
$$

From Lemma 4, we have

$$
x \sum_{p \geq x^{1-\theta}} \frac{1}{p(p+1)}=\sum_{k=1}^{L} \frac{(-1)^{k-1}(k-1)!}{(1-\theta)^{k}} \frac{x^{\theta}}{(\log x)^{k}}+O\left(\frac{x^{\theta}}{(\log x)^{L+1}}\right) .
$$

To complete the proof of our theorem, it remains to show that

$$
R_{\delta}(x) \ll x^{\theta}(\log x)^{-(L+1)}
$$

for $\delta=0$ and 1. For any positive integer $i$, let $D_{i}=x^{10 / 19} 2^{-i}$. Since $\theta>9 / 19$, then $D_{i} \leq x^{10 / 19}<x^{2 / 3}$ for all $1 \leq i \leq\left\lfloor\frac{\theta-9 / 19}{\log 2} \log x\right\rfloor+1$. By Lemma 2 ,

$$
\left|R_{\delta}(x)\right| \leq \sum_{1 \leq i \leq\left\lfloor\frac{\theta-9 / 19}{\log 2} \log x\right\rfloor+1} \mathscr{S}_{\delta}\left(x, D_{i}\right)
$$

$$
\begin{aligned}
& <_{\varepsilon} \sum_{1 \leq i \leq\left\lfloor\frac{\theta-9 / 19}{\log 2} \log x\right\rfloor+1}\left(x^{1 / 2+\varepsilon} D_{i}^{-1 / 6}+x^{1 / 3+\varepsilon} D_{i}^{2 / 9}+x^{1 / 6+\varepsilon} D_{i}^{7 / 12}+D_{i}^{1 / 2}\right) \\
& <_{\varepsilon} x^{(\theta+2 / 6)}+x^{9 / 19+\varepsilon}<_{\varepsilon, \theta} x^{9 / 19+\varepsilon}<_{\varepsilon, \theta} x^{\theta}(\log x)^{-(L+1)},
\end{aligned}
$$

valid for $9 / 19<\theta<16 / 19$. Combined with the effective range $\frac{23}{47}<\theta<1$ of Ma-ChenWu , we get the theorem.

## 3. A weighted summation

In this section, we shall give a weighted version of the results obtained by Ma, Chen and Wu . The asymptotic formulae of the sum below is investigated:

$$
\Lambda_{\theta}(x):=\sum_{n \leq x^{\theta}} \Lambda(\lfloor x / n\rfloor)
$$

Theorem 2. Let $\theta$ be a number with $\frac{9}{19}<\theta<1$. For any any integer $A \geq 1$, We have

$$
\Lambda_{\theta}(x)=x^{\theta}+O\left(x^{\theta}(\log x)^{-A}\right)
$$

where the implied constant depends on $\theta, L$ and the real number $\varepsilon>0$ which is contained in Lemma 1 .

It is worth mentioning that Theorem 2 cannot be derived by Theorem 1 directly via integration by parts. Parallel to Lemma 4, we have the following weighted one.
Lemma 6. Let $\theta$ be a positive number with $0<\theta<1$ and $A$ is any given positive number, we have

$$
x \sum_{d \geq x^{1-\theta}} \frac{\Lambda(d)}{d(d+1)}=x^{\theta}+O\left(x^{\theta}(\log x)^{-A}\right),
$$

where the implied constant depends only on $A$ and $\theta$.
Proof. Let $\psi(x)=\sum_{n \leq x} \Lambda(n)$. Then for any $A>0$ we have

$$
\psi(x)=x+O\left(x(\log x)^{-A}\right)
$$

via the prime number theorem. It is plain that

$$
\begin{align*}
x \sum_{d \geq x^{1-\theta}} \frac{\Lambda(d)}{d(d+1)} & =x \sum_{d>x^{1-\theta}} \frac{\Lambda(d)}{d(d+1)}+O\left(\frac{\log x}{x^{1-2 \theta}}\right) \\
& =x \sum_{d>x^{1-\theta}} \frac{\Lambda(d)}{d^{2}}-x \sum_{d>x^{1-\theta}} \frac{\Lambda(d)}{d^{2}(d+1)}+O\left(x^{2 \theta-1} \log x\right) \\
& =x \sum_{d>x^{1-\theta}} \frac{\Lambda(d)}{d^{2}}+O\left(x^{2 \theta-1} \log x\right) \tag{3.1}
\end{align*}
$$

We need to deal with the summation $\sum_{d>x^{1-\theta}} \frac{\Lambda(d)}{d^{2}}$. Integration by parts gives

$$
\begin{aligned}
\sum_{d>x^{1-\theta}} \frac{\Lambda(d)}{d^{2}} & =\left.\frac{\psi(t)}{t^{2}}\right|_{x^{1-\theta}} ^{\infty}+2 \int_{x^{1-\theta}}^{\infty} \frac{\psi(t)}{t^{3}} d t \\
& =-x^{\theta-1}+O\left(x^{\theta-1}(\log x)^{-A}\right)+2 \int_{x^{1-\theta}}^{\infty} \frac{1}{t^{2}} d t+O\left(\int_{x^{1-\theta}}^{\infty} \frac{1}{t^{2}(\log t)^{A}} d t\right)
\end{aligned}
$$

$$
\begin{align*}
& =x^{\theta-1}+O\left(x^{\theta-1}(\log x)^{-A}+(\log x)^{-A} \int_{x^{1-\theta}}^{\infty} \frac{1}{t^{2}} d t\right) \\
& =x^{\theta-1}+O\left(x^{\theta-1}(\log x)^{-A}\right) . \tag{3.2}
\end{align*}
$$

Now the lemma follows from equations (3.1) and (3.2) immediately.

Proof of Theorem 2. The proof of

$$
\begin{equation*}
\Lambda_{\theta}(x)=x^{\theta}+O\left(x^{\theta}(\log x)^{-A}\right) \tag{3.3}
\end{equation*}
$$

is similar to the proof of Theorem 1 by replacing Lemma 4 with Lemma 6 .
Acknowledgment The authors would like to thank the editor and referee for their time extended on the manuscript. We thank the referee for his/her valuable suggestions which significantly improved the quality of our paper. The authors would like to thank Dr. Yuchen Ding for his helpful comments.

## References

[1] S. Chern, Note on sums involving the Euler function, Bull. Aust. Math. Soc., 100 (2019), 194-200.
[2] W.D. Banks, I.E. Shparlinski, Prime numbers with Beatty sequences, Colloq. Math., 115 (2009), 147-157.
[3] O. Bordellès, On certain sums of number theory, 2020, arXiv:2009.05751v2 [math.NT].
[4] O. Bordellès, L. Dai, R. Heyman, H. Pan, I.E. Shparlinski, On a sum involving the Euler function, J. Number Theory, 202 (2019), 278-297.
[5] O. Bordellès, F. Luca, P. Moree, I.E. Shparlinski, Denominators of Bernoulli polynomials, Mathematika, 64 (2018), 519-541.
[6] D.R. Heath-Brown, The Pjateckiǐ-S̆apiro prime number theorem, J. Number Theory, 16 (1983), 242-266.
[7] K. Liu, J. Wu, Z. Yang, A variant of the prime number theorem, Indag. Math., (N.S.) 33 (2022), 388-396.
[8] W.X. Ma, Y.G. Chen, B.L. Wu, Distribution of the primes involving the ceiling function, Int. J. Number Theory 15 (2019), 597-611.
[9] J. Ma, J. Wu, On a sum involving the von Mangoldt function, Period. Math. Hungar., 83 (2021), 39-48.
[10] J. Ma, J. Wu, On a sum involving the von Mangoldt function, Period. Math. Hungar., 83 (2021), 185-191.
[11] J. Ma, J. Wu, F. Zhao, On a generalisation of Bordellès-Dai-Heyman-Pan-Shparlinski's conjecture, J. Number Theory, 236 (2022), 334-348.
[12] H.L. Montgomery, R.C. Vaughan, The large sieve, Mathematika, 20 (1973), 119-134.
[13] J. Rivat, J. Wu, Prime numbers of the forms [ $n^{c}$ ], Glasg. Math., 43 (2001), 237-254.
[14] I.I. Pjateckiī-S̆apiro, On the distribution of prime numbers in sequences of the form $[f(n)]$, Mat. Sb., 33 (1953), 559-566.
[15] J. Wu, Note on a paper by Bordellès, Dai, Heyman, Pan and Shparlinski, Period. Math. Hungar., 80 (2020), 95-102.
[16] J. Wu, On a sum involving the Euler totient function, Indag. Math., (N.S.) 30 (2019), 536-541.
[17] W. Zhai, On a sum involving the Euler function, J. Number Theory, 211 (2020), 199-219.
[18] F. Zhao, J. Wu, Note on a paper by Bordellès, Dai, Heyman, Pan and Shparlinski 2, Acta Arith., 202 (2022), 185-194.
(Guang-Liang Zhou) School of Mathematical Science, Tongji University, Shanghai 200092, People's Republic of China

E-mail address: guangliangzhou@126.com
(Ya-Fang Feng) School of Mathematical Science, Nanjing Normal University, Nanjing 210023, People's Republic of China

E-mail address: yafangf@126.com


[^0]:    2010 Mathematics Subject Classification. Primary 11N05; Secondary 11A41.
    Key words and phrases. Distribution of the primes; exponential pair; the floor function; Chebyshev estimate.
    *Corresponding author.

