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Abstract:
The aim behind this document is to present the ϑ−pseudo S-asymptotically (ω, E) periodic of class r
and its applications. Firstly, this document will introduce the new notion of ϑ−pseudo S-asymptotically
(ω, E) periodic functions. In addition, we study some of qualitative proprieties of this type, then we will
be interested in the existence and uniqueness of ϑ−pseudo-S-asymptotically (ω, E) type periodic mild
solutions for some differential equations with finite delay. In Section 5 , an application is presented to
demonstrate the effectiveness of the results. I end this work with a Conclusion in Section 6.
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1 Introduction

It is well known that existence problem of bounded solutions has been one of the most attractive topics
in qualitative theory of ordinary or functional differential equations due to its significance for physical
sciences. Functional differential equations have many applications in population dynamics. They can be
used to describe the evolution of many phenomena over the course of time.
After its definition by the physicist Bloch, the type of periodical functions bearing his name found in-
creasing interest. Indeed, applications of this type of periodicity can be found in many fields such as solid
state physics, condensed matter and quantum mechanics. It should be mentioned that periodicity and
anti-periodicity are two special cases of this kind. Periodic events are commonplace in nature. When
the earth orbits the sun and the moon orbits the earth, it is in a periodic movement. Then, does the
motion of the moon in relation to the sun turn periodically again. In mathematics, is the sum of the two
periodical functions always a periodical function? The answer is generally no. The sum of two periodic
functions is generally no longer periodic functions, but very close to the periodic function, which is called
the almost periodic function. Danish mathematician Harald Bohr revealed this for the first time in the
mid-twenties. After this, people made various generalizations to the almost periodic function, like almost
automorphy and pseudo almost periodic and automorphic functions with measure(see [1, 2, 13, 14, 15]).
Delayed differential equation arise in some models, of which the state at one given instant, is a function
that depends on its past.
We recall that delay equations were introduced to model phenomena in which there is a time lag between
the action on the system and the response of the system to this action, for example, in the birth processes
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of biological populations( cells, bacteria,....), which require certain threshold to reach before the system
is activated.
Many phenomena encountered in physics, biology, chemistry, study of networks neurons...
We call delay equation any equation in which the value of derivative at an instant of solution also depends
on the values taken before this instant.
A general class of delayed differential equations was originally introduced by V.Volterra(1928)[17], he
studied the predator-prey model. In the second half of the last century, the theory of delay equa-
tions experienced a great development notably, we find Bellman and Cooke (1963)[4], El’sgol’ts and
Norkin(1973)[8], Lunel and Walther(1995)[7]... In practice, some models may depend on certain param-
eters: temperature, voltage, resistance,....
Latterly, Hasler ans N’Gurkata introduced the concept of Bloch type periodicity in [11] which comprise
the ω periodicity, ω anti-periodicity as special cases.
In their work [16], Oueama-Guengai and N’Gurkata studied the existence and uniqueness of Bloch type
periodic mild solutions to semi-linear fractional differential equation in Banach space.
On the other hand, S-asymptotic ω -periodicity [10] is a significant extension of classical periodicity, for
more details about S-asymptotic ω periodicity, we refer to [12] and references cited therein.
In this document and after seeing the work of Miraoui et al. [9], who introduced the notion of doubly
weighted pseudo-almost periodicity, we investigated a new notion of ϑ− pseudo-S-asymptotically Bloch
type periodic functions (see [3]), denoted by PSABPω,E(R,L, ϑ, q) defined by for given ω ∈ R and q ≥ 0

lim
l→+∞

1

ϑ([−l, l])

∫ l

−l
sup

λ∈[t−q,t]
‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ) = 0.

The paper [6] is mainly concerned with the existence of pseudo S-asymptotically Bloch type periodic
solutions to damped evolution equations in Banach spaces. Some existence results for classical Cauchy
conditions and nonlocal Cauchy conditions are established through properties of pseudo S-asymptotically
Bloch type periodic functions and regularized families. In [5], the obtained results are applied to inves-
tigate the existence and uniqueness of pseudo S-asymptotically Bloch type periodic mild solutions for
some semi-linear integro-differential equations and semi-linear fractional differential equations in Banach
spaces.

The purpose behind this work is to develop some results on ϑ pseudo S-asymptotically (or(ω, E))
type periodic functions of class q ≥ 0 and give an application to differential equation with finite delay.
In this paper, we consider a generalization of the space of pseudo S-asymptotically Bloch type periodic
functions by the space of ϑ-Pseudo S-asymptotically (ω, E) periodic functions. If we take E(x) = eixk

where x, k ∈ R, the two spaces coincide.
Here, we selected the following differential equation:

{
d
dt [u(t)−F(t, ut)] = J [u(t)−F(t, ut)] + G(t, ut) t ≥ 0,

u0 = ϕ ∈ C,
(1.1)

where J is the infinitesimal generator of an uniformly exponentially stable analytic semigroup (Φ(t))t≥0
on Banach space L, ut ∈ C is defined by ut(α) = u(t+α) for α ∈ [−r, 0], r is a no-negative constant, C is
clarified in the later.
The rest of this article is given by: In Section 2, we recall some preliminary results. In Section 3, the
concepts of ϑ-Pseudo-S-asymptotically (ω, E) periodic function of class q is introduced and studied. In
section 4, we prove the existence and uniqueness of ϑ-Pseudo S-asymptotically (ω, E) periodic solution of
equation (1.1). In Section 5, we will use our theoretical results on the scalar reaction-diffusion equation
with finite delay. I end this work with a Conclusion in Section 6.
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2 Preliminaries

Let (L, ‖.‖), (W, ‖.‖) be two Banach spaces.
BC(R,L) denote the Banach space formed by all bounded continuous functions h : R→ L with sup-norm

‖h‖∞ = sup
α∈R
‖h(α)‖.

BC(R × L,W) denote the Banach space formed of bounded continuous functions from R × L to W.
C = C([−r, 0],L) the space of continuous functions from [−r, 0] to L with supremum norm.

Definition 2.1. [6] If we fixe ω, k ∈ R, a function h ∈ BC(R,L) is called to be Bloch (or (ω, k)) type
periodic if ∀α ∈ R, h(α+ ω) = eikωh(α).
We will symbolise this type of functions by BPω,k(R,L).

Lemma 2.1. [5] Let f, g ∈ BPω,k(R,L). Then BPω,k(R,L) is a Banach space under the supremum
norm.

Definition 2.2. [6] A function f ∈ BC(R,L) is said to be pseudo-S-asymptotically (or (ω, k)) type
periodic, if for given ω, k ∈ R,

lim
l→+∞

1

2l

∫ l

−l
‖f(α+ ω)− eikωf(α)‖dα = 0.

The type of its functions is denoted by PSABPω,k(R,L).

3 (ϑ)-Pseudo-S-asymptoticall(ω, E) type periodic function

In this part , we define the new notion of ϑ pseudo-S- asymptotically ω periodic function.
we denote ∆ the Lebesgue σ field of R and M the set of all measures on ∆ such that ϑ(R) = +∞,
moreover ϑ([a1, a2]) < +∞ , ∀(a1, a2) ∈ R2(a1 ≤ a2)

Definition 3.1. Let ϑ, χ ∈ M, we call that measures ϑ and χ are equivalent (ϑ ∼ χ) if there exist
(α, λ) ∈ R2 and a bounded interval J ⊂ R ( eventually ∅ ) such that:
αϑ(A) ≤ χ(A) ≤ λϑ(A), for all A ∈ ∆ satisfying A ∩ J = ∅.

For µ ∈ M, τ ∈ R, we denote ϑτ the measure on (R,∆) defined by: ϑτ (A) = ϑ(a+ τ, a ∈ A), for
all A ∈ ∆.

Now, we need the hypothese below:

(M1) Let ϑ ∈M such that for all τ ∈ R, there exist β > 0, and a bounded interval I such that:
ϑτ (A) ≤ βϑ(A), if A ∈ ∆ satisfies A ∩ J = ∅.

Lemma 3.1. [18] Let ϑ satisfies (M1) if and only if (ϑ ∼ ϑτ ) for any τ ∈ R.

Lemma 3.2. [18] If (M1) holds, then for all λ > 0,

lim sup
l→+∞

ϑ([−l − λ, l + λ]

ϑ([−l, l])
< +∞.
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Definition 3.2. Let ϑ ∈ M, ω ∈ R and a function E from R to C such that E(ω) 6= 0, A function
f ∈ BC(R,L) is said ϑ-pseudo-S-asymptotically (or (ω, E)) type periodic, if for given ω ∈ R,

lim
l→+∞

1

ϑ([−l, l])

∫ l

−l
‖f(t+ ω)− E(ω)f(t)‖dϑ(λ) = 0.

We will symbolise this type of functions by PSABPω,E(R,L, ϑ).

Definition 3.3. Let ϑ ∈ M, ω ∈ R and a function E from R to C such that E(ω) 6= 0 . A function
f ∈ BC(R,L) is called ϑ-pseudo-S-asymptotically ( or (ω, E)) type periodic of class q ≥ 0 if

lim
l→+∞

1

ϑ([−l, l])

∫ l

−l
sup

λ∈[t−q,t]
‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ) = 0.

We will symbolise this type of functions by PSABPω,E(R,L, ϑ, q) .

Theorem 3.3. Let J be a bounded interval (eventually J = ∅). If φ ∈ BC(R,L), then the statements
below are equivalent :

i) φ ∈ PSABPω,E(R,L, ϑ, q).

ii)We have

lim
l→+∞

1

ϑ([−l, l] \ J)

∫
[−l,l]\J

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ) = 0.

iii) ∀ ε > 0, we have

lim
l→+∞

ϑ(t ∈ [−l, l]\J ; supλ∈[t−q,t] ‖φ(λ+ ω)− E(ω)φ(λ)‖ > ε)

ϑ([−l, l] \ J)
= 0.

Proof. i)⇐⇒ ii)
We denote F =

∫
J

(supλ∈[t−q,t] ‖φ(λ+ ω)− E(ω)φ(λ)‖)dϑ(λ) and P = ϑ(J).

Since J is bounded and φ ∈ BC(R,L) then F and P are finite let l > 0 such that J ⊂ [−l, l] and
ϑ([−l, l] \ J) > 0 , we have

1

ϑ([−l, l] \ J)

∫
[−l,l]\J

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ)

=
1

ϑ([−l, l])− P
(

∫
[−l,l]

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ)− F)

=
1

ϑ([−l, l])− P
(

∫
[−l,l]

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ)− F)

=
ϑ([−l, l])

ϑ([−l, l])− P

[ 1

ϑ([−l, l])

∫ l

−l
sup

λ∈[t−q,t]
‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ)− F

ϑ([−l, l])

]
.

Due to ϑ(R) = +∞, we deduce that ii) is equivalent to i).
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ii) =⇒ iii)
Given ε > 0, we can denote by Aεl and Bεl the following sets

Aεl = {t ∈ [−l, l]\J : sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖ > ε}.

Bεl = {t ∈ [−l, l]\J : sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖ ≤ ε}.

We have∫
[−l,l]\J

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ) =

∫
Aε

l

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ)

+

∫
Bε

l

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ)

≥ εϑ(Aεl ).

Then
1

ϑ([−l, l] \ J)

∫
[−l,l]\J

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ) ≥ εϑ(Aεl )

ϑ([−l, l] \ J)
.

For l large enough, we obtain iii).

iii) =⇒ ii)
For l sufficiently large and ε > 0, we have

1

ϑ([−l, l] \ J)

∫
[−l,l]\J

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ) ≤ 1

ϑ([−l, l] \ J)

∫
Aε

l

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ)

+
1

ϑ([−l, l] \ J)

∫
Bε

l

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ)

≤ 2ϑ(Aεl )‖φ‖∞
ϑ([−l, l] \ J)

+
ϑ(Bεl )ε

ϑ([−l, l] \ J)

≤ 2ϑ(Aεl )‖φ‖∞
ϑ([−l, l] \ J)

+ ε.

Due to ϑ(R) = +∞, then for any ε > 0, we have

lim sup
l→+∞

1

ϑ([−l, l] \ J)

∫
[−l,l]\J

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ) ≤ ε.

Consequently ii) holds. 2

Proposition 3.4. Assume that (M1) holds. If ϑi ∈M (i = 1, 2) and ϑ1 ∼ ϑ2 , then

PSABPω,E(R,L, ϑ1, q) = PSABPω,E(R,L, ϑ2, q)

.
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Proof. since ϑ1 ∼ ϑ2 and ∆ is the Lebesgue σ field, then for all A ∈ ∆ satisfying A ∩ J = ∅, by
Definition 3.1, there exists ρ > 0, γ > 0 such that

For l sufficiently large, one has

ρ

γ

ϑ1(t ∈ [−l, l]\J ; supλ∈[t−q,t] ‖f(λ+ ω)− E(ω)f(λ)‖ > ε)

ϑ1([−l, l] \ J)

≤
ϑ2(t ∈ [−l, l]\J ; supλ∈[t−q,t] ‖f(λ+ ω)− E(ω)f(λ)‖ > ε)

ϑ2([−l, l] \ J)

≤ γ

ρ

ϑ1(t ∈ [−l, l]\J ; supλ∈[t−q,t] ‖f(λ+ ω)− E(ω)f(λ)‖ > ε)

ϑ1([−l, l] \ J)
.

Then by Theorem 3.3, PSABPω,E(R,L, ϑ1, q) = PSABPω,E(R,L, ϑ2, q). 2

Proposition 3.5. If (M1) holds and f ∈ PSABPω,E(R,L, ϑ, q), then f(.− ξ) ∈ PSABPω,E(R,L, ϑ, q),
for all ξ ∈ R.

Proof. For ϑ ∈ M, inasmuch as ϑ(R) = +∞, there exist l0 > 0 such that ϑ([−l− | ξ |, l+ | ξ |]) > 0,
∀l > l0. We consider

ξ+ = max(0, ξ); ξ− = max(0,−ξ).

Then one has | ξ | +ξ = 2ξ+ , | ξ | −ξ = 2ξ−; so [−l− | ξ | +ξ, l+ | ξ | +ξ] = [−l − 2ξ−, l + 2ξ+]
for l > l0 and ξ ∈ R, we have

1

ϑ([−l, l])

∫ l

−l
sup

λ∈[t−q,t]
‖f(λ− ξ + ω)− E(ω)f(λ− ξ)‖dϑ(λ)

≤ 1

ϑ([−l, l])

∫
[−l−2ξ−,l+2ξ+]

sup
λ∈[t−q,t]

‖f(λ− ξ + ω)− E(ω)f(λ− ξ)‖dϑ(λ)

≤ ϑ([−l − 2ξ−, l + 2ξ+])

ϑ([−l, l])
Υξ(l)

≤ ϑ([−l − 2 | ξ |, l + 2 | ξ |])
ϑ([−l, l])

Υξ(l),

where

Υξ(l) =
1

ϑ([−l − 2ξ−, l + 2ξ+])

∫
[−l−2ξ−,l+2ξ+]

sup
λ∈[t−q,t]

‖f(λ− ξ + ω)− E(ω)f(λ− ξ)‖dϑ(λ).

Then we have

Υξ(l) =
1

ϑ([−l− | ξ | +ξ, l+ | ξ | +ξ])

∫
[−l−|ξ|+ξ,l+|ξ|+ξ]

sup
λ∈[t−q,t]

‖f(λ− ξ + ω)− E(ω)f(λ− ξ)‖dϑ(λ)

=
1

ϑξ([−l− | ξ |, l+ | ξ |])

∫
[−l−|ξ|+ξ,l+|ξ|+ξ]

sup
λ∈[t−ξ−q,t−ξ]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ)

=
1

ϑξ([−l− | ξ |, l+ | ξ |])

∫
[−l−|ξ|,l+|ξ|]

sup
λ∈[t−q,t]

‖f(λ+ ω)− E(ω)f(λ)‖dϑξ(t).
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Note that ϑ ∼ ϑξ. By Lemma 3.1, we have f ∈ PSABPω,E(R,L, ϑξ, q). By proposition 3.4,

so liml→+∞Υξ(l) = 0. By Lemma 3.2, one has

lim
l→+∞

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ− ξ + ω)− E(ω)f(λ− ξ)‖dϑ(λ) = 0,

so f(.− ξ) ∈ PSABPω,E(R,L, ϑ, q) for all ξ ∈ R.
2

Remark 3.6. PSABPω,E(R,L, ϑ, 0) = PSABPω,k(R,L, ϑ).

Proposition 3.7. If (M1) holds.
i) PSABPω,E(R,L, ϑ, q) ⊂ PSABPω,E(R,L, ϑ)
ii) (PSABPω,E(R,L, ϑ, q),‖.‖∞) is a Banach space .

Proof.
i) According to this inequality

1

ϑ([−l, l])

∫
[−l,l]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ) ≤ 1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ),

we see that i ) holds.

ii) Let fn ∈ PSABPω,E(R,L, ϑ, q) and fn → f in BC(R,L). Then∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ) ≤
∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω)− fn(λ+ ω)‖dϑ(λ)

+ int[−l,l] sup
λ∈[t−q,t]

‖f(λ)− fn(λ)‖dϑ(λ)

+

∫
[−l,l]

sup
λ∈[t−q,t]

‖fn(λ+ ω)− E(ω)fn(λ)‖dϑ(λ).

Therefore

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ)

≤ 1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω)− fn(λ+ ω)‖dϑ(λ)

+
1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ)− fn(λ)‖dϑ(λ)

+
1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖fn(λ+ ω)− E(ω)fn(λ)‖dϑ(λ)

≤ 2‖f − fn‖∞ +
1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖fn(λ+ ω)− E(ω)fn(λ)‖dϑ(λ).

Then we have

lim
l→+∞

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ) ≤ 2‖f − fn‖∞,
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for all n ∈ N. Since ‖f − fn‖∞ −→ 0, we have

lim
l→+∞

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ) = 0.

2

Proposition 3.8. If (M1) holds and q1 > 0, q2 > 0 then

PSABPω,E(R,L, ϑ, q1) = PSABPω,E(R,L, ϑ, q2).

Proof. Let q > 0. Initially, we prove that

PSABPω,E(R,L, ϑ, q) ⊂ PSABPω,E(R,L, ϑ, 2q).

For f ∈ PSABPω,E(R,L, ϑ, q), one has

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−2q,t]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ) ≤ 1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−2q,t−q]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ)

+
1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ)

≤ 1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω − q)− E(ω)f(λ− q)‖dϑ(λ)

+
1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ).

By proposition 3.5, we have:

lim
l→+∞

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−2q,t]

‖f(λ+ ω)− E(ω)f(λ)‖dϑ(λ) = 0.

Then f ∈ PSABPω,E(R,L, ϑ, 2q).

Now let q1 > q2 , if f ∈ PSABPω,E(R,L, ϑ, χ, q1), then

1
ϑ([−l,l])

∫
[−l,l] supλ∈[t−q2,t] ‖f(λ+ω)−E(ω)f(λ)‖dϑ(λ) ≤ 1

ϑ([−l,l])
∫
[−l,l] supλ∈[t−q1,t] ‖f(λ+ω)−E(ω)f(λ)‖dϑ(λ),

so f ∈ PSABPω,E(R,L, ϑ, q2). Therefore

PSABPω,E(R,L, ϑ, q1) ⊂ PSABPω,E(R,L, ϑ, q2).

On the other hand since q1 > q2 there exists d ∈ N such that 2dq2 > q1, from the above we have

PSABPω,E(R,L, ϑ, q2) ⊂ PSABPω,E(R,L, ϑ, 2dq2) ⊂ PSABPω,E(R,L, ϑ, q1).

The proof is complete. 2
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Proposition 3.9. If (M1) holds and φ ∈ PSABPω,E(R,L, ϑ, , q), then φt ∈ PSABPω,E(R, C, ϑ, q).

Proof.
For ϑ ∈M, q ≥ 0, since ϑ(R) = +∞, there exist l0 such that ϑ([−l− q, l+ q]) > 0 for all l > l0. Hence

for l > l0, one has

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

sup
ς∈[−q,0]

‖φ(λ+ ς + ω)− E(ω)φ(λ+ ς)‖dϑ(λ)

≤ 1

ϑ([−l, l])

∫
[−l,l]

sup
ζ∈[t−2q,t−q]

‖φ(ζ + ω)− E(ω)φ(ζ)‖dϑ(t)

+
1

ϑ([−l, l])

∫
[−l,l]

sup
ζ∈[t−q,t]

‖φ(ζ + ω)− E(ω)φ(ζ)‖dϑ(t).

Then

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−2q,t−q]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ)

=
1

ϑ([−l, l])

∫
[−l−q,l−q]

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑq(t)

=
ϑq([−l − q, l + q])

ϑ([−l, l])
× 1

ϑq([−l − q, l + q])

∫
[−l−q,l+q]

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑq(t).

Since ϑ ∼ ϑq, then by Lemma 3.1 we have φ ∈ PSABPω,E(R,L, ϑq, ϑq, q). By proposition 3.4 so

lim
l→+∞

1

ϑq([−l − q, l + q])

∫
[−l−q,l+q]

sup
λ∈[t−q,t]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑq(t) = 0,

then

lim
l→+∞

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−2q,t−q]

‖φ(λ+ ω)− E(ω)φ(λ)‖dϑ(λ) = 0. (3.1)

Since φ ∈ PSABPω,E(R,L, ϑ, q) and (3.1) hold, then φt ∈ PSABPω,E(R, C, ϑ, q).
2

Theorem 3.10. Let f ∈ BC(R× L,W) satisfies the followings conditions
1) ∀ (%, z) ∈ R× L , f(%+ ω, z) = E(ω)f(%, E(ω)−1z).

2) ∃ L > 0 such that ∀(z, y) ∈ L2 and % ∈ R

‖f(%, z)− f(%, y)‖ ≤ L‖z − y‖.

Then ∀ χ ∈ PSABPω,E(R,L, ϑ, q), we have % 7−→ f(%, χ(%)) ∈ PSABPω,E(R,W, ϑ, q).
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Proof.
We have

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖f(λ+ ω, χ(λ+ ω))− E(ω)f(λ, χ(λ))‖dϑ(λ)

=
1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖E(ω)f(λ, E(ω)−1χ(λ+ ω))− E(ω)f(λ, χ(λ))‖dϑ(λ)

≤ L|E(ω)|
ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖E(ω)−1χ(λ+ ω)− χ(λ)‖dϑ(λ)

≤ L

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[t−q,t]

‖χ(λ+ ω)− E(ω)χ(λ)‖dϑ(λ).

Since χ ∈ PSABPω,E(R,L, ϑ, q), hence the proof is complete. 2

4 Partial functional differential equations with finite delay

In this part, We focus to the existence and uniqueness of ϑ−Pseudo S-asymptotically (ω, E) periodic so-
lution for neutral partial differential equation with finite delay. Now we need the following assumptions.

(A1) The operator J : D(J ) ⊂ L 7−→ L is the infinitesimal generator of an exponentially stable C0

Semi Group (Φ(w))w≥0, that is there exist constants K0, $ > 0, such that

‖Φ(w)‖ ≤ K0e
−$w, w ≥ 0.

(A2) F ∈ BC(R× C,W) and there exists LF > 0 such that

‖F(w, ξ1)−F(w, ξ2)‖ ≤ LF‖ξ1 − ξ2‖,

for every w ∈ R, and ξ1, ξ2 ∈ C. Moreover ∀(η, z) ∈ R× L,F(η + ω, z) = E(ω)F(η, E(ω)−1z).

(A3) G ∈ BC(R× C,W) and there exists LG > 0 such that

‖G(w, ξ1)− G(w, ξ2)‖ ≤ LG‖ξ1 − ξ2‖,

for every w ∈ R, and ξ1, ξ2 ∈ C. Moreover ∀(η, z) ∈ R× L,G(η + ω, z) = E(ω)G(η, E(ω)−1z).

Definition 4.1. A continuous function y : R 7−→ L is said to be a mild solution of Equation (1.1) if


y(t) = F(t, yt) + Φ(t)[ϕ(0)−F(0, ϕ)] +

∫ t

0

Φ(t− s)G(s, ys)ds for all t ≥ 0,

y0 = ϕ.

(4.1)
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Lemma 4.1. Let ϑ ∈M satisfies (M1) and u ∈ PSABPω,E(R,L, ϑ, q). If Ψ is the function defined by

Ψ(α) =

∫ α

−∞
Φ(α− s)u(s)ds; for all α ∈ R,

then Ψ ∈ PSABPω,E(R,L, ϑ, q).

Proof. We have

1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[α−q,α]

‖Ψ(λ+ ω)− E(ω)Ψ(λ)‖dϑ(α)

≤ 1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[α−q,α]

‖
∫ λ+ω

−∞
Φ(λ+ ω − s)u(s)ds− E(ω)

∫ λ

−∞
Φ(λ− s)u(s)ds‖dϑ(α)

≤ 1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[α−q,α]

‖
∫ λ

−∞
Φ(λ− s)u(s+ ω)ds− E(ω)

∫ λ

−∞
Φ(λ− s)u(s)ds‖dϑ(α)

≤ 1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[α−q,α]

∫ λ

−∞
‖Φ(λ− s)(u(s+ ω)− E(ω)u(s))‖dsdϑ(α)

≤ 1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[α−q,α]

∫ +∞

0

‖Φ(n)(u(λ+ ω − n)− E(ω)u(λ− n))‖dndϑ(α)

≤ 1

ϑ([−l, l])

∫
[−l,l]

sup
λ∈[α−q,α]

∫ +∞

0

‖Φ(n)‖‖(u(λ+ ω − n)− E(ω)u(λ− n))‖dndϑ(α)

≤ 1

ϑ([−l, l])

∫
[−l,l]

∫ +∞

0

sup
λ∈[α−q,α]

K0e
−$n‖(u(λ+ ω − n)− E(ω)u(λ− n))‖dndϑ(α)

≤
∫ +∞

0

K0

ϑ([−l, l])

∫
[−l,l]

e−$n sup
λ∈[α−q,α]

‖(u(λ+ ω − n)− E(ω)u(λ− n))‖dϑ(α)dn.

Since liml→+∞
1

ϑ([−l,l])
∫
[−l,l] e

−$n supλ∈[α−q,α] ‖(u(λ+ ω − n)− E(ω)u(λ− n))‖dϑ(α) = 0, then

K0

ϑ([−l,l])
∫
[−l,l] e

−$n supλ∈[α−q,α] ‖(u(λ+ ω − n)− E(ω)u(λ− n))‖dϑ(α) ≤ 2K0.cst.‖u‖∞e−$n := h(n).

Since h ∈ L1(R+), then, by the Lebesgue’s Dominated Convergence, we obtain Ψ ∈ PSABPω,E(R,L, ϑ, q).
2

Theorem 4.2. Suppose that (M1),(A1), (A2) and (A3) hold. If LF + K0

$ LG < 1, then our equation has
a unique mild solution u ∈ PSABPω,E(R,L, ϑ, r) that given by

u(t) = F(t, ut) +

∫ t

−∞
Φ(t− s)G(s, us)ds. (4.2)
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Proof. Suppose u satisfies (4.2), then

u(t) = F(t, ut) +

∫ t

−∞
Φ(t− s)G(s, us)ds

= F(t, ut) +

∫ 0

−∞
Φ(t− s)G(s, us)ds+

∫ t

0

Φ(t− s)G(s, us)ds

= F(t, ut) + Φ(t)

∫ 0

−∞
Φ(−s)G(s, us)ds+

∫ t

0

Φ(t− s)G(s, us)ds

= F(t, ut) + Φ(t)[u(0)−F(0, u0)] +

∫ t

0

Φ(t− s)G(s, us)ds

= F(t, ut) + Φ(t)[ϕ(0)−F(0, ϕ)] +

∫ t

0

Φ(t− s)G(s, us)ds,

then u(t) = F(t, ut) +
∫ t
−∞ Φ(t− s)G(s, us)ds verified equation (4.1).

Now on PSABPω,E(R,L, ϑ, r), we define the operator Λ from PSABPω,E(R,L, ϑ, r) to C(R,L)
by

Λu(t) = F(t, ut) +

∫ t

−∞
Φ(t− s)G(s, us)ds.

Λu is well defined and continuous : moreover from Lemma 4.2, Proposition 3.9 and Theorem 3.10
Λu ∈ PSABPω,E(R,L, ϑ, r) that is Λ : PSABPω,E(R,L, ϑ, r) 7−→ PSABPω,E(R,L, ϑ, r).

For y, z ∈ PSABPω,E(R,L, ϑ, r), we have

‖Λy(t)− Λz(t)‖ = ‖F(t, yt)−F(t, zt) +

∫ t

−∞
Φ(t− s)(G(s, ys)− G(s, zs))ds‖

≤ LF‖y − z‖∞ +

∫ t

−∞
LG‖Φ(t− s)‖‖y − z‖∞ds

≤ LF‖y − z‖∞ +

∫ t

−∞
LGK0e

−$(t−s)‖y − z‖∞ds

≤ LF‖y − z‖∞ +

∫ +∞

0

LGK0e
−$ξ‖y − z‖∞dξ

≤ (LF +
K0

$
LG)‖y − z‖∞

From the Fixed point Theorem of Picard, we infer that our equation admits a unique solution in
PSABPω,E(R,L, ϑ, r). 2

5 Application

In this Section, we discuss the existence and uniqueness of ϑ−pseudo S-asymptotically (ω, E) periodic
solution of the scalar reaction-diffusion equation with delay given by
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∂
∂t [u(t, x)− h1(t, u(t− p, x))] = ∂

∂x2 [u(t, x)− h1(t, u(t− p, x))]

+h2(t, u(t− p, x))for t ∈ R and x ∈ [0, π]

u(t, 0) = u(t, π) = 0for t ∈ R
u(θ, x) = u0(θ, x) for − p ≤ θ ≤ 0 and x ∈ [0, π]

(5.1)

where p > 0 , u0 ∈ C([−p, 0]× [0, π],R) , h1,h2 : R2 7−→ R are continuous functions.

We pick the space L = L2([0, π],R) equipped with the L2 norm ‖.‖2 and E(x) = eixk where k ∈ R,
we take the operator J : D(J ) ⊂ L 7−→ L is defined by

{
D(J ) = H2(0, π) ∩H1

0 (0, π),

Jχ = χ
′′
for χ ∈ D(J ).

(5.2)

Then the spectrum σ(J ) of J is equal to the point spectrum σp(J ) and is given by

σ(J ) = σp(J ) = {−d2; d ∈ N} and the associated eigenfunctions (vn)n≥1 are given by

vn(k) =
√

2
π sin(nk) for k ∈ [0, π] so J y = −

∑+∞
n=1 n

2(y, vn)vn for y ∈ D(J ).

We knew that J is the infinitesimal of an analytic semi group uniformly exponentially stable (Φ(t))t≥0
on L which is given by

Φ(t)x =

+∞∑
n=1

e−n
2t(x, vn)vn, for x ∈ L.

It follows that 0 ∈ ρ(A) and ‖Φ(%)‖ ≤ e−% for any % ≥ 0 , which give us the hypothesis (A1)
is verified . Now we select the measure ϑ where its Radon- Nikodym derivative of

%(w) =

{
ew if w ≤ 0,

1 if w > 0.
(5.3)

Then from [9], ϑ ∈M satisfies (M1). Let F and G two functions from R× C to L defined by

G(t, ζ)(x) = h2(t, ζ(−p)(x)) for ζ ∈ C and x ∈ [0, π];

F(t, ζ)(x) = h1(t, ζ(−p)(x)) for ζ ∈ C and x ∈ [0, π].

Let x(t) = u(t, .) for t ≥ 0 and ζ(κ) = u0(κ, .) for κ ∈ [−p, 0].

Now, we pick F(t, ζ)(x) = G(t, ζ)(x) = Υ(t)ζ(x), where ψ is a continuous ω periodic function, more-
over there exist Y ∈ R such that ‖ψ‖ ≤ Y. The functions F and G verified hypotheses (A1) and (A2),for
more precision, we can see Example 4.4 in [19].
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If Y < 1
2 ,then from theorem 4.2, we find a unique ϑ pseudo S-asymptotically (ω, E) periodic solution to

our equation.

6 Conclusion

We have investigated the existence and uniqueness of ϑ−pseudo-S-asymptotically (ω, E) type periodic
mild solutions for some differential equations with finite delay. In this case, we used the fixed point
theorem of Picard and several Lemmas of compositions to demonstrate the existence and uniqueness of
mild solutions. Last but not least, an example is provided to illustrate the obtained theoretical results.
Further research into stochastic differential equations with delay is planned in the future, and the results
obtained in this paper can be used to investigate the existence of optimal control for some stochastic
partial differential equations with variable delay.
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