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#### Abstract

In this work, we deal with initial value problems of coupled systems of nonlinear fractional differential equations with state deviating arguments and "maxima" on the half line. First we prove a useful estimate for fractional integrals involving maxima. Then, adequate pseudo-metrics on the solutions space using Bielecki's idea are introduced and via some Perov's type fixed point theorem in gauge spaces, a global existence-uniqueness result is obtained under Lipschitz condition on the nonlinearity with merely continuous arguments. Our approach allowed us to get rid of strict conditions imposed in some recent results in the literature. Furthermore, some generalized concept of uniform stability of solutions is also presented and proved under the same conditions.


## 1. Introduction

Differential equations with "maxima" form a special type of functional differential equations, which involve in addition of the current state of the unknown function, its maximum value over a certain past time interval. A typical example described by this type of equations and the most cited in the literature, is the system for regulating the voltage of a generator of constant current considered by E.P. Popov in 1966. Since then, differential equations with "maxima" appeared in the modeling of many real world processes, especially those arising in the automatic control theory of various technical systems [4, 23]. For some recent studies on the existence results and stability properties on this subject, we refer to $[8,13,14,15,21]$ and the references therein.

Fractional differential equations arise naturally when solving practical problems in many fields of science, for example in mechanics, physics, bio-chemistry, electrical engineering, medicine, etc. Therefore, an intensive development in the investigation of fractional differential systems has taken place in connection with the requirements of applied science [9, 16]. For some recent results on the topic, specially the question of existence and uniqueness of solutions under different forms of initial and boundary conditions, we refer to $[1,2,3,25,30]$.

As it is noted in [20], when treating systems of equations, Perov and Kibenko [22] and also Precup [24], pointed out that better results can be obtained when endowing the involved space with vectorvalued norms/metrics rather than norms/metrics of product spaces. In this direction, the authors in [20] presented Perov's type fixed point theorem for some contractive mappings in spaces endowed with a

[^0]family of vector-valued pseudo-metrics. As application, they proved also some existence results for systems of integral equations.

Recently, C.Guendouz et al. [12] studied the following coupled system of fractional differential equations with initial conditions

$$
\left\{\begin{array}{l}
{ }^{C} D^{\alpha} u(t)=f(t, u(t), v(t)), \\
\left.C_{D}{ }^{\beta} v(t)=g(t, u(t), v(t)), \quad t \in J=\right] 0, \infty[ \\
u(0)=u_{0}, \\
v(0)=v_{0},
\end{array}\right.
$$

where ${ }^{C} D^{\alpha}$ and ${ }^{C} D^{\beta}$ are the Caputo fractional derivatives, $\left.\alpha, \beta \in\right] 0,1\left[, f, g: J \times \mathbb{R}^{2} \longrightarrow \mathbb{R}\right.$ are given functions, $u_{0}, v_{0} \in \mathbb{R}$. Using Perov's type fixed point theorem in generalized Banach spaces, the authors give sufficient conditions for the existence of a unique solution of (1.1) in $C_{b}$ (the space of bounded continuous functions on $J$ ).

In 1956, A. Bielecki [6] initiated a new method of weighted norms for obtaining global existence results of ordinary differential equations. This method, known also as the equivalent norms/metrics method, which aims to optimize the use of Banach's type fixed point theorems, consists in choosing a suitable norm with respect to which the involved operator becomes a contraction. For a nice review of the obtained results and some extensions on the topic in the first 20 years, we refer to [7]. ElRaheem [11] employed this approach to one-term fractional differential equations on bounded intervals, satisfying Lipschitz condition with constant argument. Bălean and Mustafa [5] extended this idea, usually for one-term fractional differential equations but on unbounded intervals obeying to Lipschitz condition with variable argument. Up to now many papers make use of Bielecki's idea ([17, 26, 29] to cite only some of them), sometimes without mentioning this, for weakening the assumptions on the data's problem and (or) widening the class of the covered problems by their results.

Motivated by the above considerations about the advantage of the use of generalized gauge spaces in studying differential systems on one hand [20], and inspired by [5] on the other hand, we aim through this work to generalize and improve the existence-uniqueness result for (1.1) given in [12, Theorem 15]. More precisely, we consider the following nonlinear coupled system of fractional differential equations with state deviating arguments and "maxima":
subject of the following initial conditions

$$
\left\{\begin{array}{l}
u(t)=\varphi(t), \quad t \leq 0  \tag{1.3}\\
v(t)=\psi(t), \quad t \leq 0
\end{array}\right.
$$

where ${ }^{C} D^{\alpha}$ and ${ }^{C} D^{\beta}$ denote the Caputo fractional derivative operators of order $\alpha$ and $\beta$ in $] 0,1[$ respectively, $a, b$ and $\tau_{i}, i=1,2$ are real continuous functions defined on $\mathbb{R}_{+}=[0,+\infty[$ such that
$0 \leq a(t) \leq b(t) \leq t, f, g: \mathbb{R}_{+} \times \mathbb{R}^{4} \longrightarrow \mathbb{R}$ are nonlinear continuous functions, the initial conditions $\phi, \psi:]-\infty, 0] \longrightarrow \mathbb{R}$ are continuous functions.

Note that (1.2)-(1.3) is much more general than (1.1). In this study, we introduce useful vector-valued weighted pseudo-metrics on $X=\mathscr{C}(\mathbb{R}) \times \mathscr{C}(\mathbb{R})$, where $\mathscr{C}(\mathbb{R})$ denotes the set of all real continuous functions on $\mathbb{R}$. Then we reformulate (1.2)-(1.3) into a fixed point problem of generalized contractive mappings on $X$ (in the sens of Definition 2.6), on which we apply some fixed point theorem of Perov's type, given in Theorem 2.7. Using this approach, we obtain a global existence-uniqueness result for (1.2)-(1.3) under more less restrictive conditions in comparison with those imposed in [12], allowing a large class of nonlinearities to be covered by our result (For further details, see Remark 3.6). In fact, the existence-uniqueness results obtained in this paper are improved generalizations and partial complement of many other recent results in the literature, such as those in [19, 18, 28, 15] (see Remark 3.4 and Remark 3.8). Furthermore, we give and we prove some generalized concept of uniform stability of the solutions.

The rest of the paper is organized as follows. In the next section we recall some useful definitions and properties from fractional calculus. We introduce also the fixed point theorem in generalized gauge spaces, on which our existence-uniqueness result is based, as well as some related concepts. The main result concerning the global existence-uniqueness result for (1.2)-(1.3) is established in section 3. Finally, in section 4, we present and discuss some generalized concept of uniform stability of solutions.

## 2. Preliminaries

Let us recall the notion of the fractional derivatives. For further details on some essential related properties, we refer to [9, 16].

Let $n$ be a positive integer, $\alpha$ the positive real such that $n-1<\alpha \leq n$ and $d^{n} / d t^{n}$ the classical derivative operator of order $n$.

Definition 2.1. The Riemann-Liouville fractional integral, and the Riemann-Liouville fractional derivative, of a real function $u$ defined on $\mathbb{R}_{+}$of order $\alpha$, are defined respectively by

$$
\begin{gathered}
I_{0^{n}}^{\alpha} u(t):=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} u(s) d s, \quad t>0, \\
D_{0^{+}}^{\alpha} u(t):=\frac{d^{n}}{d t^{n}} I_{0^{+}}^{n-\alpha} u(t):=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{0}^{t}(t-s)^{n-\alpha-1} u(s) d s, \quad t>0,
\end{gathered}
$$

where $\Gamma($.$) is the Gamma function, provided that the right hand sides exist point wise.$
Definition 2.2. The Caputo fractional derivative of a real function $u$ defined on $\mathbb{R}_{+}$of order $\alpha$, denoted by ${ }^{C} D_{0^{+}}^{\alpha}$, is defined by

$$
{ }^{C} D_{0^{+}}^{\alpha} u(t):=\left(D_{0^{+}}^{\alpha}\left[u-\sum_{k=0}^{n-1} \frac{u^{(k)}(0)}{k!}(.)^{k}\right]\right)(t), \quad t>0,
$$

provided that the right hand side exists point wise.
We denote by $\mathscr{M}_{n}\left(\mathbb{R}_{+}\right)$, the set of all square matrices of order $n$ with positive real elements, $I$ the identity matrix of order $n$ and by $O$ the zero matrix of order $n$.

Definition 2.3. [27] A square real matrix $M$ of order $n$, is said to be convergent to zero, if $M^{k} \longrightarrow$ $O$, as $k \longrightarrow \infty$.

Definition 2.4. [27]Let $M \in \mathscr{M}_{n}\left(\mathbb{R}_{+}\right)$with eigenvalues $\lambda_{i}, 1 \leq i \leq n$, that is $\lambda_{i} \in \mathbb{R}$ such that $\operatorname{det}(M-$ $\left.\lambda_{i} I\right)=O$. Then

$$
\rho(M)=\max _{1 \leq i \leq n}\left|\lambda_{i}\right|
$$

is called the spectral radius of $M$.
Theorem 2.5. [27, Theorem 3.15] If $M \in \mathscr{M}_{n}\left(\mathbb{R}_{+}\right)$with $\rho(M)<1$, then $I-M$ is non singular, and

$$
(I-M)^{-1}=I+M+M^{2}+\ldots+M^{n}+\ldots
$$

the series on the right is converging. Conversely, if the series on the right converges, then $\rho(M)<1$.
We give now, the extension of Gheorghiu's theorem for generalized contractions on complete generalized gauge spaces introduced in [20].

Let $E$ be a generalized gauge space endowed with a complete gauge structure $\mathfrak{D}=\left\{D_{\nu}\right\}_{v \in \mathscr{N}}$, where $\mathscr{N}$ is an index set. For further details on gauge spaces and generalized gauge spaces we refer to [10, 20].

Definition 2.6. [20] (Generalized contraction) Let $(E, \mathfrak{D})$ be a generalized gauge space with $\mathfrak{D}=$ $\left\{D_{v}\right\}_{v \in \mathscr{N}}$. A map $T: D(T) \subset E \longrightarrow E$ is called a generalized contraction, if there exists a function $w: \mathscr{N} \longrightarrow \mathscr{N}$ and $M \in \mathscr{M}_{n}\left(\mathbb{R}_{+}\right)^{\mathscr{N}}, M=\left\{M_{v}\right\}_{v \in \mathscr{N}}$ such that

$$
\begin{equation*}
D_{v}(T(u), T(v)) \leq M_{v} D_{w(v)}(u, v), \quad \forall u, v \in D(T), \forall v \in \mathscr{N} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n=1}^{\infty} M_{v} M_{w(v)} M_{w^{2}(v)} \cdots M_{w^{n-1}(v)} D_{w^{n}(v)}(u, v)<\infty, \quad \forall u, v \in D(T), \forall v \in \mathscr{N} \tag{2.2}
\end{equation*}
$$

Theorem 2.7. [20, Theorem 2.1] Let $(E, \mathfrak{D})$ be a complete generalized gauge space and let $T: E \longrightarrow E$ be a generalized contraction. Then, $T$ has a unique fixed point in $E$, which can be obtained by successive approximations starting from any element of $E$.

Recall that $\mathscr{C}(\mathbb{R})$ denotes the set of all real continuous functions on $\mathbb{R}$. In all what follows, $\mathscr{C}(\mathbb{R}) \times \mathscr{C}(\mathbb{R})$ is denoted by $X$.

Following the proof of [19, Lemma 1] with a slight adaptation, we get the system of integral equations equivalent to (1.2)-(1.3) given by the following lemma.

Lemma 2.8. Let $f, g, a, b$ and $\tau_{i}($ with $i=1,2)$ be continuous functions. Then, $(u, v) \in X$ is a solution of (1.2)-(1.3) if and only if $(u, v)$ is a solution of the following system of integral equations

$$
\left\{\begin{array}{lll}
u(t)=\varphi_{0}+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f\left(s, \max _{\sigma \in[a(s), b(s)]} u(\sigma), \max _{\sigma \in[a(s), b(s)]} v(\sigma), u\left(\tau_{1}(s)\right), v\left(\tau_{2}(s)\right)\right) d s, & t>0 \\
v(t)=\psi_{0}+\int_{0}^{t} \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} g\left(s, \max _{\sigma \in[a(s), b(s)]} u(\sigma), \max _{\sigma \in[a(s), b(s)]} v(\sigma), u\left(\tau_{1}(s)\right), v\left(\tau_{2}(s)\right)\right) d s, & t>0 \\
u(t)=\varphi(t), & t \leq 0 \\
v(t)=\psi(t), & t \leq 0 .
\end{array}\right.
$$

For $i=1,2$, let $T_{i}: X \rightarrow \mathscr{C}(\mathbb{R})$ be the operators defined for every $W:=(u, v) \in X$ by

$$
\begin{align*}
& T_{1}(W)(t)=\left\{\begin{array}{lr}
\varphi_{0}+ \\
\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f\left(s, \max _{\sigma \in[a(s), b(s)]} u(\sigma), \max _{\sigma \in[a(s), b(s)]} v(\sigma), u\left(\tau_{1}(s), v\left(\tau_{2}(s)\right)\right) d s, t>0\right. \\
\varphi(t),
\end{array}\right.  \tag{2.4}\\
& T_{2}(W)(t)=\left\{\begin{array}{lr}
\psi_{0}+ \\
\int_{0}^{t} \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} g\left(s, \max _{\sigma \in[a(s), b(s)]} u(\sigma), \max _{\sigma \in[a(s), b(s)]} v(\sigma), u\left(\tau_{1}(s)\right), v\left(\tau_{2}(s)\right)\right) d s, t>0 \\
\psi(t), & t \leq 0 .
\end{array}\right.
\end{align*}
$$

Remark 2.9. According to Lemma 2.8, (1.2)-(1.3) is equivalent to $(u, v)=T(u, v)$ where $T: X \rightarrow X$ is the operator defined by $T(u, v)(t)=\left(T_{1}(u, v)(t), T_{2}(u, v)(t)\right)$ with $T_{1}$ and $T_{2}$ are given respectively by (2.4) and (2.5).

## 3. Existence-uniqueness results

The main purpose of this section, is to prove a global existence-uniqueness result for (1.2)-(1.3). To this end, we consider the following assumptions:
$\left(H_{1}\right)$ The functions $\tau_{i}: i=1,2$ are bounded respectively by $h_{1}$ and $h_{2}$.
$\left(H_{2}\right)$ There exist continuous positive real valued functions $L_{i}, M_{i}: i=1,2,3,4$ defined on $\mathbb{R}_{+}$, and satisfying

$$
\text { (i) } \begin{aligned}
\left|f\left(t, \xi_{1}, \eta_{1}, x_{1}, y_{1}\right)-f\left(t, \xi_{2}, \eta_{2}, x_{2}, y_{2}\right)\right| & \leq L_{1}(t)\left|\xi_{1}-\xi_{2}\right|+L_{2}(t)\left|\eta_{1}-\eta_{2}\right| \\
& +L_{3}(t)\left|x_{1}-x_{2}\right|+L_{4}(t)\left|y_{1}-y_{2}\right|
\end{aligned}
$$

(ii) $\left|g\left(t, \xi_{1}, \eta_{1}, x_{1}, y_{1}\right)-g\left(t, \xi_{2}, \eta_{2}, x_{2}, y_{2}\right)\right| \leq M_{1}(t)\left|\xi_{1}-\xi_{2}\right|+M_{2}(t)\left|\eta_{1}-\eta_{2}\right|$ $+M_{3}(t)\left|x_{1}-x_{2}\right|+M_{4}(t)\left|y_{1}-y_{2}\right|$
whenever the left hand sides are defined.

Let introduce the positive continuous function:

$$
\begin{equation*}
A_{\theta}(t)=e^{t+\frac{\theta}{q} \int_{0}^{t}\left[\max _{1 \leq i \leq 4}\left\{L_{i}(\tau), M_{i}(\tau)\right\}\right]^{q} d \tau} \tag{3.1}
\end{equation*}
$$

where $1<p<\min \left\{\frac{1}{\alpha}, \frac{1}{1-\alpha}, \frac{1}{\beta}, \frac{1}{1-\beta}\right\}, \frac{1}{p}+\frac{1}{q}=1, L_{i}, M_{i}: i=1,2,3,4$ are the functions given by $\left(H_{2}\right)$ and $\theta$ is a positive real number to be specified later.

Let $\mathfrak{D}=\left\{D_{v}\right\}_{v \in \mathscr{N}}$ be the complete generalized gauge structure on $X$ defined for $W_{1}=\left(u_{1}, v_{1}\right), W_{2}=$ $\left(u_{2}, v_{2}\right) \in X$ by:

$$
\begin{equation*}
D_{v}\left(W_{1}, W_{2}\right)=\binom{d_{v}\left(u_{1}, u_{2}\right)}{d_{v}\left(v_{1}, v_{2}\right)}, \tag{3.2}
\end{equation*}
$$

where $d_{v}$ is the weighted pseudo-metric on $\mathscr{C}(\mathbb{R})$ given by

$$
\begin{equation*}
d_{v}(u, v)=\max _{t \in v}\left\{\frac{|u(t)-v(t)|}{A_{\theta}(t)}\right\}, \forall u, v \in \mathscr{C}(\mathbb{R}), \tag{3.3}
\end{equation*}
$$

where $A_{\theta}(t)$ is defined in (3.1) and $\mathscr{N}$ denotes the set of all compact subsets of $\mathbb{R}$.
We start by an auxiliary lemma, which plays a key role in what follows.
Lemma 3.1. Let $F, r_{1}$ and $r_{2}$ be continuous positive functions on $\mathbb{R}_{+}$such that for every $t \geq 0$ :
$F(t) \leq \max _{1 \leq i \leq 4}\left\{L_{i}(t), M_{i}(t)\right\}$ and $r_{1}(t) \leq r_{2}(t)$.
Then, for every $u_{1}, u_{2} \in \mathscr{C}(\mathbb{R})$, the following inequality holds true:

$$
\begin{gather*}
\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} F(s) \max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right| d s \leq C_{p, \alpha}(\theta) A_{\theta}(t) \times \\
\max _{\sigma \in\left[r_{1}(t), r_{2}(t)\right]} \frac{\left|u_{1}(\sigma)-u_{2}(\sigma)\right|}{A_{\theta}(\sigma)}, \forall t>0 \tag{3.4}
\end{gather*}
$$

where

$$
\begin{equation*}
C_{p, \alpha}(\theta)=\frac{p^{(1-\alpha)-\frac{1}{p}} \Gamma^{\frac{1}{p}}(p(\alpha-1)+1)}{\Gamma(\alpha) \theta^{1-\frac{1}{p}}} . \tag{3.5}
\end{equation*}
$$

Proof. Let $t>0$, we have:

$$
\begin{gathered}
\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} F(s) \max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right| d s= \\
\frac{1}{\Gamma(\alpha)} \int_{0}^{t}\left[(t-s)^{\alpha-1} e^{s}\right]\left[\frac{F(s)}{e^{s}} \max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|\right] d s .
\end{gathered}
$$

- As a continuous function, any positive power of $\frac{F(.)}{e^{\cdot}} \max _{\sigma \in\left[r_{1}(.), r_{1}(.)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|$ is locally integrable. Thus, with $p$ and $q$ given in (3.1), Hölder's inequality leads to

$$
\begin{gathered}
\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} F(s) \max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right| d s \leq \\
\frac{1}{\Gamma(\alpha)}\left\{\int_{0}^{t}(t-s)^{p(\alpha-1)} e^{p s} d s\right\}^{\frac{1}{p}}\left\{\int_{0}^{t}\left[\left.\frac{F(s)}{e^{s}} \max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]} \right\rvert\, u_{1}(\sigma)-u_{2}(\sigma)\right]^{q} d s\right\}^{\frac{1}{q}} \\
\leq \frac{1}{\Gamma(\alpha)}\left\{\int_{0}^{t} s^{p(\alpha-1)} e^{p(t-s)} d s\right\}^{\frac{1}{p}}\left\{\int _ { 0 } ^ { t } \left[\frac{\left[\frac{\max _{1 \leq 4}\left\{L_{i}(s), M_{i}(s)\right\}}{e^{s}} \times\right.}{\left.\left.\max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]} \mid u_{1}(\sigma)-u_{2}(\sigma)\right]^{q} d s\right\}^{\frac{1}{q}}}\right.\right. \\
\leq \frac{e^{t}}{\Gamma(\alpha)}\left\{\int_{0}^{p t}\left(\frac{X}{p}\right)^{p(\alpha-1)} e^{-X} \frac{d X}{p}\right\}^{\frac{1}{p}}\left\{\int _ { 0 } ^ { t } \left[\frac{\max _{1 \leq i \leq 4}\left\{L_{i}(s), M_{i}(s)\right\}}{e^{s}} \times\right.\right. \\
\left.\left.\max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]} \mid u_{1}(\sigma)-u_{2}(\sigma)\right]^{q} d s\right\}^{\frac{1}{q}} .
\end{gathered}
$$

Note that

$$
\begin{equation*}
\left[\max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|\right]^{q} \leq \max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|^{q} \tag{3.7}
\end{equation*}
$$

Indeed, since $u_{1}$ and $u_{2}$ are continuous, then let $\sigma_{0} \in\left[r_{1}(s), r_{2}(s)\right]$ such that $\max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|=$ $\left|u_{1}\left(\sigma_{0}\right)-u_{2}\left(\sigma_{0}\right)\right|$, hence:

$$
\begin{aligned}
& {\left[\max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|\right]^{q}=\left|u_{1}\left(\sigma_{0}\right)-u_{2}\left(\sigma_{0}\right)\right|^{q}} \\
& \leq \max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|^{q} .
\end{aligned}
$$

On the other hand we have:

$$
\left[\max _{1 \leq i \leq 4}\left\{L_{i}(s), M_{i}(s)\right\}\right]^{q}=\frac{\frac{d}{d s}\left[\frac{1}{\theta} e^{\theta \int_{0}^{s}\left(\max _{1 \leq i \leq 4}\left\{L_{i}(\eta), M_{i}(\eta)\right\}\right)^{q} d \eta}\right.}{e^{\theta \int_{0}^{s}\left(\max _{1 \leq i \leq 4}\left\{L_{i}(\eta), M_{i}(\eta)\right\}\right)^{q} d \eta} .}
$$

Consequently, in view of (3.1), one gets:
$\left[\frac{\max _{1 \leq i \leq 4}\left\{L_{i}(s), M_{i}(s)\right\}}{e^{s}}\right]^{q}=\frac{\frac{d}{d s}\left[\frac{1}{\theta} e^{\theta \int_{0}^{s}\left(\max _{1 \leq i \leq 4}\left\{L_{i}(\eta), M_{i}(\eta)\right\}\right)^{q} d \eta}\right]}{\left[A_{\theta}(s)\right]^{q}}$.

Returning now to (3.6), using (3.7) together with (3.8), we obtain

$$
\begin{gathered}
\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} F(s) \max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right| d s \leq \\
\frac{e^{t}}{\Gamma(\alpha)}\left\{\int_{0}^{p t}\left(\frac{X}{p}\right)^{p(\alpha-1)} e^{-X} \frac{d X}{p}\right\}^{\frac{1}{p}} \times \\
\left\{\int_{0}^{t} \frac{d}{d s}\left[\frac{1}{\theta} e^{\left.\theta \int_{0}^{s}\left(\max _{1 \leq i \leq 4}\left\{L_{i}(\eta), M_{i}(\eta)\right\}\right)^{q} d \eta\right] \frac{\left.\max ^{\operatorname{serr}}(s), r_{2}(s)\right]}{}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|^{q}} d s\right\}_{\theta}(s)\right]^{q} \\
\leq \frac{e^{t}}{\Gamma(\alpha)}\left\{p^{p(1-\alpha)-1} \Gamma(p(\alpha-1)+1)\right\}^{\frac{1}{p}}\left\{\frac{\theta^{-\frac{1}{q}} A_{\theta}(t)}{e^{t}} \max _{\sigma \in\left[r_{1}(t), r_{2}(t)\right]} \frac{\left|u_{1}(\sigma)-u_{2}(\sigma)\right|}{A_{\theta}(\sigma)}\right\} .
\end{gathered}
$$

Which completes the proof.
Note that, similar arguments as those used in the proof of Lemma 3.1 and under the same conditions, lead to the following inequality:

$$
\begin{gather*}
\int_{0}^{t} \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} F(s) \max _{\sigma \in\left[r_{1}(s), r_{2}(s)\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right| d s \leq C_{p, \beta}(\theta) A_{\theta}(t) \times  \tag{3.9}\\
\max _{\sigma \in\left[r_{1}(t), r_{2}(t)\right]} \frac{\left|u_{1}(\sigma)-u_{2}(\sigma)\right|}{A_{\theta}(\sigma)}, \forall t>0 .
\end{gather*}
$$

Proposition 3.2. Let $\left(H_{1}\right)-\left(H_{2}\right)$ be satisfied. Then, there exists a map $w: \mathscr{N} \longrightarrow \mathscr{N}$ such that for every $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right) \in X$ and every $v \in \mathscr{N}$, the following inequality holds true:

$$
\begin{equation*}
D_{v}\left(T\left(u_{1}, v_{1}\right), T\left(u_{2}, v_{2}\right)\right) \leq M_{p, \alpha, \beta}(\theta) D_{w(v)}\left(\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)\right) \tag{3.10}
\end{equation*}
$$

with

$$
M_{p, \alpha, \beta}(\theta):=\left(\begin{array}{cc}
2 C_{p, \alpha}(\theta) & 2 C_{p, \alpha}(\theta)  \tag{3.11}\\
2 C_{p, \beta}(\theta) & 2 C_{p, \beta}(\theta)
\end{array}\right)
$$

Where $C_{p, \alpha}(\theta)$ is given by (3.5) $\left(C_{p, \beta}(\theta)\right.$ is also given by (3.5) with $\beta$ instead of $\left.\alpha\right)$.
Proof. Let us define $w: \mathscr{N} \longrightarrow \mathscr{N}$ as follows:

$$
w(v)= \begin{cases}v & \text { :if } \left.\left.v \subset \mathbb{R}_{-}=\right]-\infty, 0\right],  \tag{3.12}\\ {\left[\min \left\{-h_{1},-h_{2}\right\}, \max \left\{v_{m}, h_{1}, h_{2}\right\}\right]} & \text { :if no, }\end{cases}
$$

where $v_{m}=\sup v$ and $h_{1}, h_{2}$ are the constants given by $\left(H_{1}\right)$.
Note that according to (3.12), it follows that

$$
\begin{equation*}
\text { For every } v \in \mathscr{N}: w^{n}(v)=w(v), \quad \forall n \geq 2 \tag{3.13}
\end{equation*}
$$

Let $v \in \mathscr{N}$ such that $v \subset \mathbb{R}_{-}$. Thus, for every $t \in v$, we have:

$$
\left|T_{1}\left(u_{1}, v_{1}\right)(t)-T_{1}\left(u_{2}, v_{2}\right)(t)\right|=|\varphi(t)-\varphi(t)|=0 .
$$

Consequently, (3.10) holds true.
Let now $v \in \mathscr{N}$, where $v \cap \mathbb{R}_{+} \neq \emptyset$ and let $t \in v$ such that $t>0$. Using $\left(H_{2}(i)\right)$, we get:

$$
\begin{gathered}
\left|T_{1}\left(u_{1}, v_{1}\right)(t)-T_{1}\left(u_{2}, v_{2}\right)(t)\right| \leq \\
\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left\{L_{1}(s)\left|\max _{\sigma \in[a(s), b(s)]} u_{1}(\sigma)-\max _{\sigma \in[a(s), b(s)]} u_{2}(\sigma)\right|\right. \\
\left.+L_{2}(s)\left|\max _{\sigma \in[a(s), b(s)]} v_{1}(\sigma)-\max _{\sigma \in[a(s), b(s)]} v_{2}(\sigma)\right|\right\} d s \\
+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left\{L_{3}(s)\left|u_{1}\left(\tau_{1}(s)\right)-u_{2}\left(\tau_{1}(s)\right)\right|+L_{4}(s)\left|v_{1}\left(\tau_{2}(s)\right)-v_{2}\left(\tau_{2}(s)\right)\right|\right\} d s \\
\leq \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left\{L_{1}(s) \max _{\sigma \in[a(s), b(s)]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|+L_{2}(s) \max _{\sigma \in[a(s), b(s)]}\left|v_{1}(\sigma)-v_{2}(\sigma)\right|\right\} d s \\
+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left\{L_{3}(s) \max _{\sigma \in \tau_{1}([0, s])}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|+L_{4}(s) \max _{\sigma \in \tau_{2}[(0, s])}\left|v_{1}(\sigma)-v_{2}(\sigma)\right|\right\} d s
\end{gathered}
$$

Taking into account $\left(H_{1}\right)$, we obtain:

$$
\begin{aligned}
&\left|T_{1}\left(u_{1}, v_{1}\right)(t)-T_{1}\left(u_{2}, v_{2}\right)(t)\right| \leq \\
& \leq \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left\{L_{1}(s) \max _{\sigma \in[a(s), b(s)]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|+L_{2}(s) \max _{\sigma \in[a(s), b(s)]}\left|v_{1}(\sigma)-v_{2}(\sigma)\right|\right\} d s \\
&+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left\{L_{3}(s) \max _{\sigma \in\left[-h_{1}, h_{1}\right]}\left|u_{1}(\sigma)-u_{2}(\sigma)\right|+L_{4}(s) \max _{\sigma \in\left[-h_{2}, h_{2}\right]}\left|v_{1}(\sigma)-v_{2}(\sigma)\right|\right\} d s
\end{aligned}
$$

Note first that according to (3.12), together with the fact that $b(t) \leq t$, the compacts $[a(s), b(s)],\left[-h_{1}, h_{1}\right],\left[-h_{2}, h_{2}\right]$ are included in $w(v)$. Now, using (3.4) to estimate the four integrals above, it follows that:

$$
\left|T_{1}\left(u_{1}, v_{1}\right)(t)-T_{1}\left(u_{2}, v_{2}\right)(t)\right| \leq 2 C_{p, \alpha}(\theta) A_{\theta}(t)\left[d_{w(v)}\left(u_{1}, u_{2}\right)+d_{w(v)}\left(v_{1}, v_{2}\right)\right] .
$$

Dividing the previous inequality by $A_{\theta}(t)$, then taking the supremum on $v$, we get:

$$
\begin{equation*}
d_{v}\left(T_{1}\left(u_{1}, v_{1}\right), T_{1}\left(u_{2}, v_{2}\right)\right) \leq 2 C_{p, \alpha}(\theta)\left[d_{w(v)}\left(u_{1}, u_{2}\right)+d_{w(v)}\left(v_{1}, v_{2}\right)\right] . \tag{3.14}
\end{equation*}
$$

Similarly, by means of $\left(H_{1}\right)$ and $\left(H_{2}(i i)\right)$ together with (3.9) we prove that the following inequality holds true for every $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right) \in X$ and every $v \in \mathscr{N}$ :

$$
\begin{equation*}
d_{v}\left(T_{2}\left(u_{1}, v_{1}\right), T_{2}\left(u_{2}, v_{2}\right)\right) \leq 2 C_{p, \beta}(\theta)\left[d_{w(v)}\left(u_{1}, u_{2}\right)+d_{w(v)}\left(v_{1}, v_{2}\right)\right] . \tag{3.15}
\end{equation*}
$$

Now, (3.10) yields immediately from (3.14) and (3.15).
We are now ready to prove the following main result.

Theorem 3.3. Under hypotheses $\left(H_{1}\right)-\left(H_{2}\right)$, the system (1.2)-(1.3) admits a unique global solution in $X$.

Proof. Recall that, in view of Remark 2.9, the solutions of (1.2)-(1.3) are the fixed points of the operator $T$. Hence it is sufficient to show that $T$ is a generalized contraction in the sens of Definition 2.6, then deduce the result from Theorem 2.7.

In view of Proposition 3.2, (2.1) holds true with $M_{v}=M_{p, \alpha, \beta}(\theta)$ which is independent of $v$ and consequently the series (2.2) becomes

$$
\begin{equation*}
\sum_{n=0}^{\infty} M_{p, \alpha, \beta}^{n+1}(\theta) D_{w^{n}(v)}(u, v) . \tag{3.16}
\end{equation*}
$$

Note that using the property of convergent matrices given in Theorem 2.5, we see that sufficient conditions, so that (3.16) is convergent are:
and

$$
\begin{gather*}
\rho\left(M_{p, \alpha, \beta}(\theta)\right)<1  \tag{3.17}\\
\sup \left\{D_{w^{n}(v)}(u, v): n=0,1,2, \ldots\right\}<\infty . \tag{3.18}
\end{gather*}
$$

Let us calculate the eigenvalues of $M_{p, \alpha, \beta}(\theta)$ :

$$
\operatorname{det}\left(M_{p, \alpha, \beta}(\theta)-\lambda I_{2}\right)=\lambda\left[\lambda-\left(C_{p, \alpha}(\theta)+C_{p, \beta}(\theta)\right)\right] .
$$

That is (3.17) holds true, if and only if

$$
\begin{equation*}
C_{p, \alpha}(\theta)+C_{p, \beta}(\theta)<1 \tag{3.19}
\end{equation*}
$$

So, let us choose $\theta$ in (3.1) sufficiently large such that (3.19) is fulfilled.
On the other hand, and according to (3.13), we have:

$$
\sup \left\{D_{w^{n}(v)}(u, v): n=0,1,2, \ldots\right\}=\sup \left\{D_{v}(u, v), D_{w(v)}(u, v)\right\},
$$

which is clearly finite. This completes the proof.
Remark 3.4. When $f$ and $g$ in (1.2) are independent of the first and the second arguments and furthermore $\tau_{1}(t)=\tau_{2}(t)=t$, then we have the following observations:
(i) The assumptions of Theorem 3.3 are clearly much less restrictive than those of [12, Theorem 15]. Thus, as a special case of Theorem 3.3, Corollary 3.5 below, is an important improvement of [12, Theorem 15].
(ii) The problem considered in [28] for $a_{k}=\tilde{a}_{k}=0(k=1, \ldots, m)$ is extended in (1.2)-(1.3) to the half line. The assumptions of Theorem 3.3, even when the problem is considered on a bounded interval, are weaker than those of [28, Theorem 3.1] and [28, Theorem 3.2]. Thus, for some particular cases, Theorem 3.3 improves and complements the existence-uniqueness results of [28].

## Corollary 3.5. Suppose that the following hypothesis holds true

that: firstly, choosing generalized gauge spaces setting (instead of generalized Banach spaces) allows
us to get rid of hypotheses $\left(H_{1}(23)\right),\left(H_{2}\right)$ and replace $h_{i, \alpha}, h_{j, \beta} \in L^{1}\left(J, \mathbb{R}_{+}\right)$by $h_{i, \alpha}, h_{j, \beta} \in \mathscr{C}\left(J, \mathbb{R}_{+}\right)$, which is most suitable for applications. Secondly, by means of the Bielecki's idea, we included $h_{i, \alpha}, h_{j, \beta}$ in the definition of the generalized gauge structure. This make the matrix $M_{V}$ in (2.1), and consequently its convergence to zero, independent of these data. That is, the use of suitable vectorvalued weighted pseudo-metrics, allowed us also to get rid of the convergence to zero for the matrix (27) in [12, Theorem 15].

Applying the basic steps of the approach used in the study of the system (1.2)-(1.3) with appropriate adaptation, one acquires to a global existence-uniqueness result of the following initial value problem:

$$
\begin{cases}{ }^{C} D^{\alpha} u(t)=f\left(t, \max _{\sigma \in[a(t), b(t)]} u(\sigma), u\left(g_{1}(t)\right), u\left(g_{2}(t)\right), \ldots, u\left(g_{N}(t)\right)\right), & t>0  \tag{3.20}\\ u(t)=\varphi(t), & t \leq 0\end{cases}
$$

Theorem 3.7. Let the following conditions be satisfied:
$\left(C_{1}\right) g_{i}: i=1, \ldots, N$ are continuous functions and bounded respectively by $h_{1}, \ldots, h_{N}$.
$\left(C_{2}\right) f: \mathbb{R}_{+} \times \mathbb{R}^{N+1} \longrightarrow \mathbb{R}$ is a nonlinear continuous function, such that there exist continuous positive real valued functions $L_{i}: i=0, \ldots, N$, defined on $\mathbb{R}_{+}$, satisfying

$$
\left|f\left(t, \xi, x_{1}, \ldots, x_{N}\right)-f\left(t, \eta, y_{1}, \ldots, y_{N}\right)\right| \leq L_{0}(t)|\xi-\eta|+\sum_{i=1}^{N} L_{i}(t)\left|x_{i}-y_{i}\right|
$$

Then, (3.20) admits a unique global solution in $\mathscr{C}(\mathbb{R})$.
Proof. Transform first (3.20) to the equivalent fixed point problem $T(u)=u$, where $T$ is the operator defined on $\mathscr{C}(\mathbb{R})$ by:

$$
T(u)(t)= \begin{cases}\varphi_{0}+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f\left(s, \max _{\sigma \in[a(s), b(s)]} u(\sigma), u\left(g_{1}(s)\right), \ldots, u\left(g_{N}(s)\right)\right) d s, & t>0 \\ \varphi(t), & t \leq 0\end{cases}
$$

Let $d_{v}$ be the weighted pseudo-metric defined on $\mathscr{C}(\mathbb{R})$ by (3.3), where

$$
A_{\theta}(t)=e^{t+\frac{\theta}{q} \int_{0}^{t}\left[\max _{0 \leq i \leq N}\left\{L_{i}(\tau)\right\}\right]^{q} d \tau}, 1<p<\min \left\{\frac{1}{\alpha}, \frac{1}{1-\alpha}\right\}, \frac{1}{p}+\frac{1}{q}=1
$$

and $L_{i}: i=1, \ldots, N$ are the functions given by $\left(C_{2}\right)$.

Let $w: \mathscr{N} \longrightarrow \mathscr{N}$ be the mapping defined as follows:

$$
w(v):= \begin{cases}v & \left.\left.: \text { if } v \subset \mathbb{R}_{-}=\right]-\infty, 0\right], \\ {\left[\min _{0 \leq i \leq N}\left\{-h_{i}\right\}, \max \left\{v_{m}, h_{1}, \ldots, h_{N}\right\}\right]} & \text { :if no, }\end{cases}
$$

where $v_{m}=\sup v$ and $h_{i}, i=1, \ldots, N$ are the constants given by $\left(C_{2}\right)$.
Now, the rest of the proof is similar to Theorem 3.3, so the details are omitted here.
Remark 3.8.
(i) If $g_{i}(t)=t-\tau_{i}(t)(i=1, \ldots, N)$, then the problem (3.20) is reduced to that considered in [19]. In this case, Theorem 3.7 provides a global existence-uniqueness result under conditions different from those established in [19, Theorem 1]. So Theorem 3.7 extends and complements the result of [19].
(ii) If $f$ is independent of the second and the last $N-1$ arguments, and furthermore $g_{1}(t)=t$, then the problem (3.20) is reduced to that considered in [18]. Theorem 3.7 includes and extends the global existence-uniqueness result of [18, Theorem 5.4.], without any need to obtain first a local existence result then applying the continuation method to acquire a global existence result, as it was done in [18].

## 4. Generalized stability

In some generalized sens, we introduce and discuss in this section, the uniform stability of solutions of (1.2)-(1.3). Before defining this concept, we give the following observation:

If $(\varphi, \psi)$ and $(\tilde{\varphi}, \tilde{\psi})$ are two initial conditions of (1.2)-(1.3), then $D_{\tilde{v}}((\varphi, \psi),(\tilde{\varphi}, \tilde{\psi}))$ is defined only for $\tilde{v} \in \mathscr{N}$ such that $\tilde{v} \subset \mathbb{R}_{-}$.

Definition 4.1. (Generalized stability)
We say that the solution of (1.2)-(1.3) is uniformly stable if for every $\varepsilon=\left(\varepsilon_{1}, \varepsilon_{2}\right)>0$, there exists $\delta=\left(\delta_{1}, \delta_{2}\right)>0$ such that, for any two solutions $(u(t), v(t))$ and $(\tilde{u}(t), \tilde{v}(t))$ of (1.2) with the initial condition (1.3) and $(\tilde{u}(t), \tilde{v}(t))=(\tilde{\varphi}(t), \tilde{\psi}(t))$ for $t \leq 0$ respectively, the following holds true:
(4.1) $\forall v \in \mathscr{N}, \tilde{v}=v \cap \mathbb{R}_{-}$, if $D_{\tilde{v}}((\varphi, \psi),(\tilde{\varphi}, \tilde{\psi}))<\delta$, then, $D_{w(v)}((u, v),(\tilde{u}, \tilde{v}))<\varepsilon$.

Remark 4.2. The notion given in Definition 4.1, is a generalization in the following sens: if $v \in \mathscr{N}$ is such that $v \subset \mathbb{R}_{-}$, then in view of (3.12), $w(v)=v$ and consequently (4.1) is reduced to the usual concept of uniform stability.

Theorem 4.3. Let $\left(H_{1}\right)-\left(H_{2}\right)$ be satisfied. Then, the solution of (1.2)-(1.3) is uniformly stable.
Proof. Let $(u(t), v(t))$ and $(\tilde{u}(t), \tilde{v}(t))$ be two solutions of (1.2) with the initial condition (1.3) and $(\tilde{u}(t), \tilde{v}(t))=(\tilde{\varphi}(t), \tilde{\psi}(t))$ for $t \leq 0$ respectively.

Let $v \in \mathscr{N}$ such that $w(v) \cap \mathbb{R}_{+}=\emptyset$, that is $v=w(v)=\tilde{v}$. Then, by means of (2.3), we have:

$$
D_{w(v)}((u, v),(\tilde{u}, \tilde{v}))=D_{\tilde{v}}((\varphi, \psi),(\tilde{\varphi}, \tilde{\psi})) .
$$

Consequently, (4.1) holds true with $\delta=\varepsilon$.

Let now $v \in \mathscr{N}$ with $w(v) \cap \mathbb{R}_{+} \neq \emptyset$ and let $t \in w(v)$ such that $t>0$. From (2.3) together with $\left(H_{2}\right)$, we have:

$$
\begin{gathered}
|u(t)-\tilde{u}(t)| \leq \\
|\varphi(0)-\tilde{\varphi}(0)|+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left\{L_{1}(s)\left|\max _{\sigma \in[a(s), b(s)]} u(\sigma)-\max _{\sigma \in[a(s), b(s)]} \tilde{u}(\sigma)\right|\right. \\
\left.+L_{2}(s)\left|\max _{\sigma \in[a(s), b(s)]} v(\sigma)-\max _{\sigma \in[a(s), b(s)]} \tilde{v}(\sigma)\right|\right\} d s+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} \times \\
\left\{L_{3}(s)\left|u\left(\tau_{1}(s)\right)-\tilde{u}\left(\tau_{1}(s)\right)\right|+L_{4}(s)\left|v\left(\tau_{2}(s)\right)-\tilde{v}\left(\tau_{2}(s)\right)\right|\right\} d s .
\end{gathered}
$$

Using Lemma 3.1 and an argument similar to that used in the proof of Proposition 3.2, we prove that

$$
|u(t)-\tilde{u}(t)| \leq|\varphi(0)-\tilde{\varphi}(0)|+2 C_{p, \alpha}(\theta) A_{\theta}(t)\left[d_{w^{2}(v)}(u, \tilde{u})+d_{w^{2}(v)}(v, \tilde{v})\right]
$$

Thus, (recall that $\tilde{v}:=v \cap \mathbb{R}_{-}$)

$$
\begin{aligned}
& |u(t)-\tilde{u}(t)| \leq A_{\theta}(t) \max _{t \in \tilde{v}} \frac{|\varphi(t)-\tilde{\varphi}(t)|}{A_{\theta}(t)}+ \\
& +2 C_{p, \alpha}(\theta) A_{\theta}(t)\left[d_{w^{2}(v)}(u, \tilde{u})+d_{w^{2}(v)}(v, \tilde{v})\right] \\
& =A_{\theta}(t) d_{\tilde{v}}(\varphi, \tilde{\varphi})+2 C_{p, \alpha}(\theta) A_{\theta}(t)\left[d_{w^{2}(v)}(u, \tilde{u})+d_{w^{2}(v)}(v, \tilde{v})\right] .
\end{aligned}
$$

Dividing the above inequality by $A_{\theta}(t)$, then taking the supremum on $w(v)$ and noting that $w^{2}(v)=$ $w(v)$, we get:

$$
\begin{equation*}
d_{w(v)}(u, \tilde{u}) \leq d_{\tilde{v}}(\varphi, \tilde{\varphi})+2 C_{p, \alpha}(\theta)\left[d_{w(v)}(u, \tilde{u})+d_{w(v)}(v, \tilde{v})\right] . \tag{4.2}
\end{equation*}
$$

Similarly, we prove that the following inequality holds true for every $v \in \mathscr{N}$ :

$$
\begin{equation*}
d_{w(v)}(v, \tilde{v}) \leq d_{\tilde{v}}(\psi, \tilde{\psi})+2 C_{p, \beta}(\theta)\left[d_{w(v)}(u, \tilde{u})+d_{w(v)}(v, \tilde{v})\right] . \tag{4.3}
\end{equation*}
$$

Now, if we choose $\theta$ sufficiently large such that: $C_{p, \alpha}(\theta)+C_{p, \beta}(\theta)<\frac{1}{2}$, then from (4.2) and (4.3), it follows that:

$$
\frac{1-2\left(C_{p, \alpha}(\theta)+C_{p, \beta}(\theta)\right)}{1-2 C_{p, \beta}(\theta)} d_{w(v)}(u, \tilde{u}) \leq d_{\tilde{v}}(\varphi, \tilde{\varphi})+\frac{1}{1-2 C_{p, \beta}(\theta)} d_{\tilde{v}}(\psi, \tilde{\psi})
$$

and

$$
\frac{1-2\left(C_{p, \alpha}(\theta)+C_{p, \beta}(\theta)\right)}{1-2 C_{p, \alpha}(\theta)} d_{w(v)}(v, \tilde{v}) \leq d_{\tilde{v}}(\psi, \tilde{\psi})+\frac{1}{1-2 C_{p, \alpha}(\theta)} d_{\tilde{v}}(\varphi, \tilde{\varphi})
$$

Therefore, for every $\varepsilon=\left(\varepsilon_{1}, \varepsilon_{2}\right)>0$, there exists $\delta=\left(\delta_{1}, \delta_{2}\right)>0$ given by

$$
\delta_{1}=\min \left\{\frac{1-2\left(C_{p, \alpha}(\theta)+C_{p, \beta}(\theta)\right)}{1-2 C_{p, \beta}(\theta)} \varepsilon_{1}, \frac{\left(1-2 C_{p, \alpha}(\theta)\right)\left[1-2\left(C_{p, \alpha}(\theta)+C_{p, \beta}(\theta)\right)\right]}{1-2 C_{p, \alpha}(\theta)} \varepsilon_{2}\right\}
$$

and

$$
\delta_{2}=\min \left\{\frac{\left(1-2 C_{p, \beta}(\theta)\right)\left[1-2\left(C_{p, \alpha}(\theta)+C_{p, \beta}(\theta)\right)\right]}{1-2 C_{p, \beta}(\theta)} \varepsilon_{1}, \frac{1-2\left(C_{p, \alpha}(\theta)+C_{p, \beta}(\theta)\right)}{1-2 C_{p, \alpha}(\theta)} \varepsilon_{2}\right\},
$$

such that (4.1) holds true. This completes the proof.
Remark 4.4. The basic techniques of the approach used in this work for the study of systems of the form (1.2)-(1.3), can be easily adapted and applied to acquire similar results for coupled systems of $n$ fractional functional differential equations with "maxima", for $n>2$.

## 5. Applications

In this section, we provide two examples illustrating the significance of our main findings.
Example 5.1. Let us consider the following system

$$
\begin{cases}{ }^{C} D^{\frac{3}{2}} u(t)=e^{2 t}\left(\left|\max _{\left[\frac{t}{2}, t\right]} u(\sigma)\right|+\left|\max _{\left[\frac{t}{2}, t\right]} v(\sigma)\right|\right)+\frac{2 t+1}{1+|u(\sin t)|}+\frac{e^{2 t}+t}{1+|v(\cos t)|}, & t>0 \\ C_{D^{\frac{1}{2}} v(t)=e^{t+1}\left(\left|\max _{\left[\frac{t}{2}, t\right]} u(\sigma)\right|+\left|\max _{\left[\frac{t}{2}, t\right]} v(\sigma)\right|\right)+\frac{t+2}{1+|u(\sin t)|}+\frac{t e^{t}+t^{2}}{1+|v(\cos t)|},}, t>0 \\ u(t)=2 t+1, & t \leq 0 \\ v(t)=e^{2 t}-t^{2}, & t \leq 0\end{cases}
$$

(5.1) is identified to (1.2)-(1.3) with

$$
\begin{gathered}
\alpha=\frac{3}{2}, f(t, \xi, \eta, x, y)=e^{2 t}(|\xi|+|\eta|)+\frac{2 t+1}{1+|x|}+\frac{e^{2 t}+t}{1+|y|}, \tau_{1}(t)=\sin t, a(t)=\frac{t}{2}, \varphi(t)=2 t+1 \\
\beta=\frac{1}{2}, g(t, \xi, \eta, x, y)=e^{t+1}(|\xi|+|\eta|)+\frac{t+2}{1+|x|}+\frac{t e^{t}+t^{2}}{1+|y|}, \tau_{2}(t)=\cos t, b(t)=t, \psi(t)=e^{2 t}-t^{2} .
\end{gathered}
$$

It is clear that $\left(H_{1}\right)$ is satisfied with $h_{1}=h_{2}=1$.
On the other hand, we have

$$
\begin{aligned}
\left|f\left(t, \xi_{1}, \eta_{1}, x_{1}, y_{1}\right)-f\left(t, \xi_{2}, \eta_{2}, x_{2}, y_{2}\right)\right| \leq & e^{2 t}\left(\left|\xi_{1}-\xi_{2}\right|+\left|\eta_{1}-\eta_{2}\right|\right)+(2 t+1)\left|x_{1}-x_{2}\right| \\
& +\left(e^{2 t}+t\right)\left|y_{1}-y_{2}\right|
\end{aligned}
$$

and

$$
\begin{aligned}
\left|g\left(t, \xi_{1}, \eta_{1}, x_{1}, y_{1}\right)-g\left(t, \xi_{2}, \eta_{2}, x_{2}, y_{2}\right)\right| \leq & e^{t+1}\left(\left|\xi_{1}-\xi_{2}\right|+\left|\eta_{1}-\eta_{2}\right|\right)+(t+2)\left|x_{1}-x_{2}\right| \\
& +\left(t e^{t}+t^{2}\right)\left|y_{1}-y_{2}\right| .
\end{aligned}
$$

Thus, $\left(H_{2}\right)$ is satisfied with

$$
\begin{equation*}
L_{1}(t)=L_{2}(t)=e^{2 t}, L_{3}(t)=2 t+1, L_{4}(t)=e^{2 t}+t \tag{5.2}
\end{equation*}
$$

$$
M_{1}(t)=M_{2}(t)=e^{t+1}, M_{3}(t)=t+2, M_{4}(t)=t e^{t}+t^{2}
$$

Then, all assumptions of Theorem 3.3 are satisfied and consequently (5.1) admits a unique global solution, which is furthermore uniformly stable according to Theorem 4.3.

We emphasise here that in our example, the functions given by (5.2)-(5.3) are far from satisfying the hypotheses of [12, Theorem 15].

Example 5.2. Consider the following equation

$$
\begin{cases}C^{D^{\frac{5}{7}} u(t)=\frac{\ln (t+1)}{1+\left|\max _{\left[0, \frac{t}{2}\right]} u(\sigma)\right|+e^{t^{2}}\left|u\left(e^{-2 t}\right)\right|+t\left|u\left(\frac{\cos t}{t+1}\right)\right|},} & t>0,  \tag{5.4}\\ u(t)=t^{2}, & t \leq 0 .\end{cases}
$$

(5.4) is identified to (3.20) with $\alpha=\frac{5}{7}, N=2, a(t)=0, b(t)=\frac{t}{2}, g_{1}(t)=e^{-2 t}, g_{2}(t)=\frac{\cos t}{t+1}, \varphi(t)=t^{2}$ and

$$
f(t, \xi, x, y)=\frac{\ln (t+1)}{1+|\xi|+e^{t^{2}}|x|+t|y|}
$$

It is not hard to see that $\left(C_{1}\right)$ and $\left(C_{2}\right)$ are satisfied with $h_{1}=h_{2}=1$ and

$$
\begin{equation*}
L_{0}(t)=\ln (t+1), \quad L_{1}(t)=e^{t^{2}} \ln (t+1), \quad L_{2}(t)=t \ln (t+1) . \tag{5.5}
\end{equation*}
$$

Then, according to Theorem 3.7, (5.4) admits a unique global solution.
Note that since the Lipschitz constants given in (5.5) (which depend on $t$ ) are clearly unbounded, many existing results in the literature fail to be applicable to (5.4).

## 6. Conclusion

In this work, we investigate some systems of coupled fractional differential equations with deviating arguments and maxima on the half line, given by (1.2)-(1.3). We acquire a global existence-uniqueness result in the space $X=\mathscr{C}(\mathbb{R}) \times \mathscr{C}(\mathbb{R})$, under Lipschitz condition on the nonlinearity with merely continuous arguments and without any other restrictions. The approach used in this study relies mainly to some fixed point theorem of Perov's type in generalized gauge spaces. This suitable choice of the employed structure, allowed us to get rid of some strict conditions imposed in other recent works in the literature, such as [12]. In addition, the introduction of useful vector-valued pseudo-metrics on $X$, allowed us to get rid also of further conditions. By adapting the basic steps of the above approach to the initial value problem (3.20) of fractional differential equations with multi-deviating arguments and "maxima", we obtained a global existence-uniqueness result which generalizes and complements the results established in $[15,19,18]$. In some generalized sens, the uniform stability of solutions of
(1.2)-(1.3), is also introduced and discussed. We expect that this work, will open the way to improve and complement many other existence results for (integral, integro-differential) differential systems of integer or fractional order, especially on unbounded domains.
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