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#### Abstract

In a ring with involution, we first investigate some necessary and sufficient conditions under which Jacobson's lemma for weak core inverse holds true. Then, we present reverse order laws of weak core inverses and some equivalent conditions under which absorption laws of weak core inverses hold true. Finally, some equivalent characterizations of $a^{*}$ commuting with the weak core inverse of $a$ are shown, which improve the relevant result of Zhou et al. [Weak group inverses and partial isometries in proper *-rings. Linear Multilinear Algebra (2021)].


## 1. Introduction

Moore-Penrose inverses [36] and Drazin inverses [12] are two types of classical generalized inverses and have been thoroughly studied since they were defined (see, e.g., $[3-5,9,11,23,30]$ ). Afterwards, some new kinds of generalized inverses, such as core inverses [1], core-EP inverses [29], pseudo core inverses [20], DMP inverses [28], weak group inverses [41,43] and $m$-weak group inverses [46], were introduced and have attracted widespread attention (for more details, see, e.g., [7, 16-18, 27,34]).

The subject of this article is to investigate some characterizations and properties of the weak core inverse in a ring with involution. The concept of weak core inverses of complex matrices was first introduced by Ferreyra et al. [15] and later was generalized to a ring with involution by Zhou and Chen [45]. The weak core inverse is a new extension of the concept of the core inverse and different from other generalized inverses (see [15, Example 3.10]). This is an interesting research topic and it deserves further study. For example, Mosić and Stanimirović [35] provided various novel expressions in terms of Moore-Penrose inverses, integral and limit representations as well as perturbation formulae of weak core inverses for complex matrices. Fu et al. [19] investigated some new characterizations of the weak core inverse by using ranges, null spaces and matrix equations.

Throughout the paper, $R$ is a unitary ring with involution $*$. The motivations and outline of this paper are as follows.

In Section 2, we give some definitions of relevant generalized inverses and necessary lemmas.
Given any $a, b \in R$, it is well-known as Jacobson's lemma that if $1-a b$ is invertible, then so is $1-b a$. Moreover, these two inverses are related by the following formula

$$
(1-b a)^{-1}=1+b(1-a b)^{-1} a .
$$

[^0]It is natural to ask whether Jacobson's lemma for various kinds of generalized inverses is valid and many scholars paid attention to this topic. To be specific, Jacobson's lemma for regular elements holds with a related expression, and that for reflexive inverses (see, e.g., [6, Theorem 3.4]), group inverses (see, e.g., [6, Theorem 3.5]) and Drazin inverses (see, e.g., [6, Theorem 3.6] and [10, Theorem 2.2]) were established, respectively. Lam and Nielsen [26] also investigated Jacobson's lemma for Drazin inverses and expressed a simple formula. However, neither Jacobson's lemma for Moore-Penrose inverses nor that for pseudo core inverses hold (see [6, Example 3.10] and [38, Example 3.7]). This inspires scholars to consider under what conditions Jacobson's lemma for these generalized inverses holds true. For example, Shi et al. [38] presented several necessary and sufficient conditions under which $1-b a$ is Moore-Penrose invertible when $1-a b$ has a Moore-Penrose inverse in a ring with involution. Additionally, they also investigated some equivalent conditions under which Jacobson's lemma for pseudo core inverses is valid. Motivated by these discussion, we aim to study some necessary and sufficient conditions under which Jacobson's lemma for weak core inverse holds true, and express a similar related formula in Section 3.

If $a, b \in R$ are invertible, then we have the following two properties:

$$
(a b)^{-1}=b^{-1} a^{-1}
$$

is known as the reverse order law and

$$
a^{-1}(a+b) b^{-1}=a^{-1}+b^{-1}
$$

is known as the absorption law. However, these properties for generalized inverses, such as MoorePenrose inverses, Drazin inverses, pseudo core inverses, weak group inverses, may not hold in general. Many scholars are devoted to finding some conditions which guarantee reverse order laws and absorption laws for these generalized inverses to hold. For example, reverse order laws of MoorePenrose inverses were investigated in [14,25,33]. Gao et al. [20,22] studied reverse order laws and absorption laws of pseudo core inverses, absorption laws of Drazin inverses. Wang [40] illustrated reverse order laws of Drazin inverses. Zhou et al. [44] demonstrated reverse order laws of weak group inverses. Inspired by the discussion above, we investigate reverse order laws and absorption laws for weak core inverses in Section 4.

In Section 5, we are committed to investigating the case of $a^{*} \in R$ commuting with the generalized inverse of $a$. This idea originates from the study of $a^{*} \in R$ commuting with some generalized inverses. For example, Hartwig and Spindelböck [24] investigated the class of complex star-dagger matrices for which $A^{*}$ and $A^{\dagger}$ commute. Mosić and Djordjević [31] presented sufficient conditions for MoorePenrose invertible element in a ring with involution to be star-dagger. Additionally, Zhou et al. [44] provided equivalent characterizations for $a^{*}$ commuting with weak group inverses in proper $*$-rings (i.e., $R$ is a proper $*$-ring if $a^{*} a=0$ implies $a=0$ for any $a \in R$ ).

## 2. Preliminaries

Throughout this paper, we use $\mathbb{N}$ and $\mathbb{N}^{+}$to denote the sets of all nonnegative integers and positive integers, respectively. In this section, we present some definitions of relevant generalized inverses and auxiliary lemmas.

Definition 2.1. [36] Let $a \in R$. Then $a$ is said to be Moore-Penrose invertible if there exists $x \in R$ such that the following four equations

$$
\text { (1) } a x a=a \text {, (2) } x a x=x, \text { (3) }(a x)^{*}=a x, \text { (4) }(x a)^{*}=x a
$$

hold. Such x is unique when it exists, and is called the Moore-Penrose inverse of a, denoted by a ${ }^{\dagger}$.
An element $x$ is called an outer inverse of $a$ if there exists $x \in R$ satisfying Equation (2). An element $a \in R$ is said to be $\{1,3\}$-invertible if there is $a^{(1,3)} \in R$ satisfying Equations (1) and (3), in which case, $a^{(1,3)}$ is called a $\{1,3\}$-inverse of $a$. Similarly, the $\{1,4\}$-inverse of $a$ is defined. We use the symbols $a\{1,3\}, a\{1,4\}$ to denote the sets of all $\{1,3\}$-inverses and $\{1,4\}$-inverses of $a$, respectively. In addition, the symbols $R^{\{1,3\}}$ and $R^{\{1,4\}}$ denote the sets of all $\{1,3\}$-invertible and $\{1,4\}$-invertible elements of $R$, respectively.

Lemma 2.2. [23] Let $a \in R$. Then $a \in R^{\{1,3\}}$ with $a\{1,3\}$-inverse $x$ if and only if $x^{*} a^{*} a=a$.
Definition 2.3. [12] Let $a \in R$. If there exist $x \in R$ and $k \in \mathbb{N}^{+}$such that

$$
\begin{equation*}
x a^{k+1}=a^{k}, a x^{2}=x, a x=x a, \tag{2.1}
\end{equation*}
$$

then a is said to be Drazin invertible. Such $x$ is unique when it exists, and is called the Drazin inverse of $a$, denoted by $a^{D}$.

If $k$ is the smallest positive integer such that Equations (2.1) hold, then $k$ is called the Drazin index of $a$ and denoted by $\operatorname{ind}(a)$.

Definition 2.4. [20, Definition 1.1] Let $a \in R$. If there exist $x \in R$ and $k \in \mathbb{N}^{+}$such that

$$
\begin{equation*}
x a^{k+1}=a^{k}, a x^{2}=x,(a x)^{*}=a x \tag{2.2}
\end{equation*}
$$

then a is said to be pseudo core invertible. Such $x$ is unique when it exists, and is called the pseudo core inverse of $a$, denoted by $a^{\mathbb{D}}$.

The smallest positive integer $k$ satisfying Equations (2.2) is called the pseudo core index of $a$, which coincides with its Drazin index, and still denoted by $\operatorname{ind}(a)$. In particular, if $\operatorname{ind}(a)=1$, then $x$ is called the core inverse of $a$, denoted by $a^{\boxplus}$.

Definition 2.5. [43, Definition 3.1] Let $a \in R$. Then a is said to be weak group invertible if there exist $x \in R$ and $k \in \mathbb{N}^{+}$satisfying

$$
x a^{k+1}=a^{k}, a x^{2}=x,\left(a^{k}\right)^{*} a^{2} x=\left(a^{k}\right)^{*} a
$$

Any such $x$ is called the weak group inverse of $a$.
Definition 2.6. [46, Definition 4.1] Let $m \in \mathbb{N}$. An element $a \in R$ is said to be $m$-weak group invertible if there exist $x \in R$ and $k \in \mathbb{N}^{+}$satisfying

$$
\begin{equation*}
x a^{k+1}=a^{k}, a x^{2}=x,\left(a^{k}\right)^{*} a^{m+1} x=\left(a^{k}\right)^{*} a^{m} . \tag{2.3}
\end{equation*}
$$

Any such $x$ is called the m-weak group inverse of $a$. and the $m$-weak group index of $a$ is equal to the Drazin index of $a$. Therefore, we still use ind $(a)$ to denote the $m$-weak group index of $a$.

Throughout this paper, the symbols $R^{\oplus}, R^{D}, R^{\mathbb{D}}, R^{@}$ denote the sets of all core invertible, Drazin invertible, pseudo core invertible and weak group invertible elements of $R$, respectively.
Lemma 2.7. [38, Theorem 3.3] If $a \in R^{D}$, then $a \in R^{®}$ if and only if $a a^{D} \in R^{\{1,3\}}$. In this case, $a a^{(D)} \in\left(a a^{D}\right)\{1,3\}$ and $a^{(D)}=a^{D}\left(a a^{D}\right)^{(1,3)}$ for any $\left(a a^{D}\right)^{(1,3)} \in\left(a a^{D}\right)\{1,3\}$.
Lemma 2.8. ( [21, Theorem 3.1], Core-EP decomposition) Let $a \in R^{(\mathbb{D}}$. Then $a=a_{1}+a_{2}$, where
(i) $a_{1}^{\oplus}$ exists.
(ii) $a_{2}^{m}=0$ for some $m \in \mathbb{N}^{+}$.
(iii) $a_{1}^{*} a_{2}=a_{2} a_{1}=0$.

In this case, $a_{1}^{\oplus}=a^{(D)}, a_{1}^{\#}=\left(a^{(D)}\right)^{2} a, a_{1}=a a^{(D)} a$ and $a_{2}=a-a a^{(D)} a$.
In the following of this paper, unless specifically noted, we will restrict $a_{1}=a a^{(®)} a$ and $a_{2}=$ $a-a a^{(D)} a$ when $a \in R^{(D)}$ according to Lemma 2.8.

Lemma 2.9. [46, Corollary 4.11] Let $a \in R$ and $m \in \mathbb{N}^{+}$. If $a \in R^{\mathbb{D}}$, then a has a unique m-weak group inverse.

In addition, it was shown in [46, Corollary 4.3] that $a \in R^{\mathbb{D}}$ if and only if $a \in R^{®_{0}}$, in this case, $a^{@} 0=a^{(\mathbb{D}}$. Furthermore, $a^{\bowtie}=\left(a^{(D)}\right)^{2} a$ when $a \in R^{(\mathbb{D}}$ according to [46, Proposition 4.8]

Definition 2.10. [45, Definition 3.6] Let $a \in R$. If $a \in R^{\bowtie} \cap R^{\{1,3\}}$, then $a$ is said to be weak core invertible. The unique $x \in R$ satisfying the following equations

$$
x a x=x, a x=a a^{@} a a^{(1,3)}, x a=a^{@} a
$$

is called the weak core inverse of a and denoted by $a^{w C}$.
We use $R^{\omega C}$ to denote the set of all weak core invertible elements of $R$. From [45], we know that

$$
R^{w C} \subseteq R^{(\mathbb{D}} \subseteq R^{@} \subseteq R^{D} \text { and } a^{w C}=a^{@} a a^{(1,3)}=\left(a^{(D)}\right)^{2} a^{2} a^{(1,3)}
$$

Lemma 2.11. [45, Corollary 3.2] Let $a \in R$. Then $a \in R^{\circledR} \cap R^{\{1,3\}}$ if and only if $a \in R^{(D)}$ and $a_{2} \in R^{\{1,3\}}$.
Let $a \in R^{D}$. In [45], Zhou and Chen wrote

$$
T_{l}(a)=\left\{x \in R: x a^{k+1}=a^{k}, a x^{2}=x \text { for some } k \in \mathbb{N}^{+}\right\}
$$

which is also equal to $\left\{x \in R: x a^{\operatorname{ind}(a)+1}=a^{\operatorname{ind}(a)}, a x^{2}=x\right\}$. According to [20, Lemma 2.1], if $a \in R^{D}$ and $x \in T_{l}(a)$, then we get that

$$
x a x=x \text { and } a x=a^{m} x^{m} \text { for arbitrary } m \in \mathbb{N}^{+} .
$$

Lemma 2.12. [45, Lemma 2.2] Let $a \in R^{D}, k_{1}, \ldots, k_{n}, s_{1}, \ldots, s_{n} \in \mathbb{N}$ and $x_{1}, \ldots, x_{n} \in T_{l}(a)$. If $s_{n} \neq 0$, then

$$
\prod_{i=1}^{n} a^{k_{i}} x_{i}^{s_{i}}=a^{k} x_{n}^{s}
$$

where $k=\sum_{i=1}^{n} k_{i}$ and $s=\sum_{i=1}^{n} s_{i}$.
3. The relation between $1-a b \in R^{w C}$ and $1-b a \in R^{w C}$

In [38, Theorem 3.10], Shi et al. presented some necessary and sufficient conditions under which $1-b a$ has a pseudo core inverse when $1-a b$ is pseudo core invertible, and gave a formula for $(1-b a)^{\circledR}$ in terms of $(1-a b)^{\mathbb{D}}$. As follows in Lemma 3.1, we improve this result and give a new formula.
Lemma 3.1. Let $a, b \in R$. If $\alpha=1-a b \in R^{®}$, then the following conditions are equivalent.
(i) $\beta=1-b a \in R^{\mathbb{D}}$.
(ii) $b\left(1-\alpha \alpha^{D}\right) r a \in R^{\{1,4\}}$, where $r=1+\alpha+\cdots+\alpha^{k-1}$ and $k=\operatorname{ind}(\alpha)$.
(iii) $u=\left(1-\alpha \alpha^{(D)}\right) a a^{*}+\alpha \alpha^{(D}$ is invertible.

In this case, $\beta^{(1)}=\left(1+b \alpha^{D} a\right)\left(1-a^{*} u^{-1}\left(1-\alpha \alpha^{(®)}\right) a\right)$.
Proof. (i) $\Leftrightarrow$ (ii). It can be found in [38, Theorem 3.10].
(ii) $\Leftrightarrow$ (iii). By a similar method to the proof of (ii) $\Leftrightarrow$ (iii) in [38, Theorem 3.10], we can get

$$
\begin{aligned}
& a\left(b r\left(1-\alpha \alpha^{D}\right)\right)=(1-\alpha) r\left(1-\alpha \alpha^{D}\right)=\left(1-\alpha^{k}\right)\left(1-\alpha \alpha^{D}\right)=\left(1-\alpha \alpha^{D}\right), \\
&\left(\left(1-\alpha \alpha^{D}\right) a\right) b r=\left(1-\alpha \alpha^{D}\right)(1-\alpha) r=\left(1-\alpha \alpha^{D}\right)\left(1-\alpha^{k}\right)=\left(1-\alpha \alpha^{D}\right) .
\end{aligned}
$$

Since $\alpha \alpha^{D}=\alpha^{D} \alpha$, we have $b\left(1-\alpha \alpha^{D}\right) r a=b r\left(1-\alpha \alpha^{D}\right) a$. From $1-\alpha \alpha^{®(D)} \in\left(1-\alpha \alpha^{D}\right)\{1,4\}$, it follows that $b\left(1-\alpha \alpha^{D}\right) r a \in R^{\{1,4\}}$ if and only if $u=\left(1-\alpha \alpha^{(D)}\right) a a^{*}+\alpha \alpha^{(D)}$ is invertible by [38, Theorem 3.8]. Then a similar argument can derive

$$
\beta^{\mathbb{D}}=\left(1+b \alpha^{D} a\right)\left(1-a^{*} u^{-1}\left(1-\alpha \alpha^{(\mathbb{D}}\right) a\right) .
$$

Next, we present some necessary and sufficient conditions under which $1-b a \in R^{w C}$ when $1-a b \in$ $R^{w C}$, and also give the formulae of $(1-b a)^{w C}$.
Theorem 3.2. Let $a, b \in R$. If $\alpha=1-a b \in R^{w C}$, then the following conditions are equivalent.
(i) $\beta=1-b a \in R^{w C}$.
(ii) $b\left(1-\alpha \alpha^{D}\right) r a \in R^{\{1,4\}}$ and $b \alpha_{r}^{\pi} a \in R^{\{1,4\}}$, where $r=1+\alpha+\cdots+\alpha^{k-1}$ and $k=\operatorname{ind}(\alpha)$.
(iii) $u=\alpha^{\pi} a a^{*}+1-\alpha^{\pi}$ and $v=\alpha_{r}^{\pi} a a^{*}+1-\alpha_{r}^{\pi}$ are invertible.

In this case,

$$
\begin{aligned}
& \qquad \begin{array}{l}
\beta^{w C}=\left(1+b \alpha^{D} a\right)^{2}\left(1-b a-a^{*} u^{-1} \alpha^{\pi} \alpha a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) \\
=\left(1+b \alpha^{D} a\right)^{2}\left(1-b a-a^{*} u^{-1} \alpha^{2}\left(\alpha^{(1,3)}-\alpha^{w C}\right) a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right), \\
\text { where } \alpha^{\pi}=1-\alpha
\end{array} \alpha^{\mathbb{D}} \text { and } \alpha_{r}^{\pi}=1-\alpha \alpha^{(1,3)} \text {. }
\end{aligned}
$$

For the expressions of $\beta^{w C}$, we first calculate $\left(\beta^{(\mathbb{D}}\right)^{2}$. Write $\alpha^{\pi}=1-\alpha \alpha^{(\mathbb{D}}$ and $\alpha_{r}^{\pi}=1-\alpha \alpha^{(1,3)}$.
Since $\alpha^{\pi} u=\alpha^{\pi} a a^{*}$ and $\alpha_{r}^{\pi} v=\alpha_{r}^{\pi} a a^{*}$, we get

$$
\alpha^{\pi}=\alpha^{\pi} a a^{*} u^{-1} \text { and } \alpha_{r}^{\pi}=\alpha_{r}^{\pi} a a^{*} v^{-1}
$$

Then also by Lemma 2.12, we can obtain that

$$
\begin{aligned}
\left(\beta^{(®)}\right)^{2} & =\left(1+b \alpha^{D} a\right)\left(1-a^{*} u^{-1} \alpha^{\pi} a\right)\left(1+b \alpha^{D} a\right)\left(1-a^{*} u^{-1} \alpha^{\pi} a\right) \\
& =\left(1+b \alpha^{D} a\right)\left(1+b \alpha^{D} a-a^{*} u^{-1} \alpha^{\pi} a-a^{*} u^{-1} \alpha^{\pi}(1-\alpha) \alpha^{D} a\right)\left(1-a^{*} u^{-1} \alpha^{\pi} a\right) \\
& =\left(1+b \alpha^{D} a\right)\left(1+b \alpha^{D} a-a^{*} u^{-1} \alpha^{\pi} a-a^{*} u^{-1} \alpha^{\pi} \alpha^{D}(1-\alpha) a\right)\left(1-a^{*} u^{-1} \alpha^{\pi} a\right) \\
& =\left(1+b \alpha^{D} a\right)\left(1+b \alpha^{D} a-a^{*} u^{-1} \alpha^{\pi} a\right)\left(1-a^{*} u^{-1} \alpha^{\pi} a\right) \\
& =\left(1+b \alpha^{D} a\right)^{2}\left(1-a^{*} u^{-1} \alpha^{\pi} a\right)-\left(1+b \alpha^{D} a\right)\left(a^{*} u^{-1} \alpha^{\pi} a\right)\left(1-a^{*} u^{-1} \alpha^{\pi} a\right) \\
& =\left(1+b \alpha^{D} a\right)^{2}\left(1-a^{*} u^{-1} \alpha^{\pi} a\right)-\left(1+b \alpha^{D} a\right) a^{*} u^{-1}\left(\alpha^{\pi}-\alpha^{\pi} a a^{*} u^{-1} \alpha^{\pi}\right) a \\
& =\left(1+b \alpha^{D} a\right)^{2}\left(1-a^{*} u^{-1} \alpha^{\pi} a\right) .
\end{aligned}
$$

Therefore, combing [38, Theorem 5.6], it follows that

$$
\begin{aligned}
\beta^{w C} & =\left(\beta^{\mathbb{D}}\right)^{2} \beta^{2} \beta^{(1,3)} \\
& =\left(1+b \alpha^{D} a\right)^{2}\left(1-a^{*} u^{-1} \alpha^{\pi} a\right)(1-b a)^{2}\left(1+b \alpha^{(1,3)} a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) \\
& =\left(1+b \alpha^{D} a\right)^{2}\left(1-b a-a^{*} u^{-1} \alpha^{\pi} \alpha a\right)\left(1-b \alpha_{r}^{\pi} a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) \\
& =\left(1+b \alpha^{D} a\right)^{2}\left(1-b a-a^{*} u^{-1} \alpha^{\pi} \alpha a\right)\left(\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right)-b \alpha_{r}^{\pi} a\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right)\right) \\
& =\left(1+b \alpha^{D} a\right)^{2}\left(1-b a-a^{*} u^{-1} \alpha^{\pi} \alpha a\right)\left(\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right)-b\left(\alpha_{r}^{\pi}-\alpha_{r}^{\pi} a a^{*} v^{-1} \alpha_{r}^{\pi}\right) a\right) \\
& =\left(1+b \alpha^{D} a\right)^{2}\left(1-b a-a^{*} u^{-1} \alpha^{\pi} \alpha a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) .
\end{aligned}
$$

In addition, we can give another formula of $\beta^{w C}$, i.e.,

$$
\begin{aligned}
& \beta^{w C}=\left(\beta^{\mathbb{D}}\right)^{2} \beta^{2} \beta^{(1,3)} \\
= & \left(1+b \alpha^{D} a\right)^{2}\left(1-a^{*} u^{-1} \alpha^{\pi} a\right)(1-b a)^{2}\left(1+b \alpha^{(1,3)} a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) \\
= & \left(1+b \alpha^{D} a\right)^{2}\left((1-b a)^{2}-a^{*} u^{-1} \alpha^{\pi} \alpha^{2} a\right)\left(1+b \alpha^{(1,3)} a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) \\
= & \left(1+b \alpha^{D} a\right)^{2}\left((1-b a)^{2}\left(1+b \alpha^{(1,3)} a\right)-a^{*} u^{-1} \alpha^{\pi} \alpha^{2} a\left(1+b \alpha^{(1,3)} a\right)\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) \\
= & \left(1+b \alpha^{D} a\right)^{2}\left(1-b\left(1+\alpha \alpha_{r}^{\pi}\right) a-a^{*} u^{-1}\left(\alpha^{2}-\alpha \alpha^{\mathbb{D}} \alpha^{2}\right)\left(\alpha^{(1,3)}+\alpha_{r}^{\pi}\right) a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) \\
= & \left(1+b \alpha^{D} a\right)^{2}\left(1-b\left(1+\alpha \alpha_{r}^{\pi}\right) a-a^{*} u^{-1}\left(\alpha^{2}-\alpha^{2} \alpha^{w C} \alpha\right)\left(\alpha^{(1,3)}+\alpha_{r}^{\pi}\right) a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) \\
= & \left(1+b \alpha^{D} a\right)^{2}\left(1-b\left(1+\alpha \alpha_{r}^{\pi}\right) a-a^{*} u^{-1} \alpha^{2}\left(1-\alpha^{w C} \alpha\right)\left(\alpha^{(1,3)}+\alpha_{r}^{\pi}\right) a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) \\
= & \left(1+b \alpha^{D} a\right)^{2}\left(1-b a-a^{*} u^{-1} \alpha^{2}\left(1-\alpha^{w C} \alpha\right) \alpha^{(1,3)} a\right)\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) \\
& -\left(1+b \alpha^{D} a\right)^{2}\left(b \alpha+a^{*} u^{-1} \alpha^{2}\left(1-\alpha^{w C} \alpha\right)\right) \alpha_{r}^{\pi} a\left(1-a^{*} v^{-1} \alpha_{r}^{\pi} a\right) .
\end{aligned}
$$

Let $a, b \in R$ with $a b=b a$ and $a b^{*}=b^{*} a$. Gao and Chen [20, Theorem 4.3] proved that if $a, b \in R^{(\mathbb{D}}$, then $(a b)^{(D)}=a^{(D} b^{(®)}=b^{(D)} a^{(D)}$. Zhou et al. [44, Theorem 5.2] showed that $(a b)^{@}=a^{@} b^{@}=b^{@} a^{@}$ when $a, b \in R^{\oplus}$ in a proper $*$-ring. In this section, we first investigate the reverse order law of weak core inverses in $R$.
Example 4.1. Let $R=\mathbb{C}^{2 \times 2}$ with the transpose as the involution. Take $a=\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right) \in R, b=a^{*}$. Then it is easy to verify that $a b^{*}=b^{*} a$ and $(a b)^{\dagger}=b^{\dagger} a^{\dagger}$ but $a b \neq b a$. In addition, by computation, we get $a, b \in R^{w C}$ with $a^{w C}=\left(\begin{array}{cc}1 & 0 \\ 0 & 0\end{array}\right)$ and $b^{w C}=\left(\begin{array}{cc}\frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2}\end{array}\right)$. Moreover, we obtain $a b \in R^{w C}$ with $(a b)^{w C}=\left(\begin{array}{cc}\frac{1}{2} & 0 \\ 0 & 0\end{array}\right)$. However $(a b)^{w C} \neq b^{w C} a^{w C}$.

Example 4.1 shows that the commutativity property $a b=b a$ is required for the reverse order law of weak core inverses. That is also to say, only satisfying the condition that $(a b)^{\dagger}=b^{\dagger} a^{\dagger}$ does not guarantee the reverse order law of weak core inverses to hold.

Lemma 4.2. [8, Lemma 3.1], [47, Proposition 5.11] Let $a, b, x \in R$ with $a x=x b$ and $a^{*} x=x b^{*}$.
(i) If $a, b \in R^{\{1,3\}}$, then $a a^{(1,3)} x=x b b^{(1,3)}$.
(ii) If $a, b \in R^{(\mathbb{D}}$, then $a^{(\mathbb{D}} x=x b^{(\mathbb{D}}$.

In Lemma 4.2, by induction, it follows that $\left(a^{(D)}\right)^{m} x=x\left(b^{(D)}\right)^{m}$ for arbitrary $m \in \mathbb{N}^{+}$when $a, b \in R^{\mathbb{D}}$.
Proposition 4.3. Let $a, b, x \in R$ with $a x=x b$ and $a^{*} x=x b^{*}$. If $a, b \in R^{w C}$, then $a^{w C} x=x b^{w C}$.
Proof. Since $a, b \in R^{w C}$, we get $a, b \in R^{(D)}$. By Lemma 4.2, it follows that

$$
\begin{aligned}
a^{w C} x & =\left(a^{(D)}\right)^{2} a^{2} a^{(1,3)} x=\left(a^{(D)}\right)^{2} a x b b^{(1,3)} \\
& =\left(a^{(D)}\right)^{2} x b^{2} b^{(1,3)}=x\left(b^{(\mathbb{D}}\right)^{2} b^{2} b^{(1,3)}=x b^{w C}
\end{aligned}
$$

Corollary 4.4. Let $a, b \in R$ with $a b=b a$ and $a b^{*}=b^{*} a$. If $b \in R^{w C}$, then $a b^{w C}=b^{w C} a$.
Theorem 4.5. Let $a, b \in R^{w C}$ with $a b=b a$ and $a b^{*}=b^{*} a$. Then $a b \in R^{w C}$ and

$$
(a b)^{w C}=a^{w C} b^{w C}=b^{w C} a^{w C}
$$

Proof. By Corollary 4.4, we have $b^{w C} a=a b^{w C}$ and $a^{w C} b=b a^{w C}$. Since $b^{*} a^{*}=a^{*} b^{*}$ and $a b^{*}=b^{*} a$, we obtain that $a^{w C} b^{*}=b^{*} a^{w C}$, which together with $a^{w C} b=b a^{w C}$, implies $a^{w C} b^{w C}=b^{w C} a^{w C}$.

Also by Lemma 4.2, we can get $a a^{(1,3)} b b^{(1,3)}=b b^{(1,3)} a a^{(1,3)}$ similarly. Then it follows that

$$
\begin{gathered}
(a b)\left(b^{(1,3)} a^{(1,3)}\right)(a b)=b b^{(1,3)} a a^{(1,3)} a b=b b^{(1,3)} a b=a b, \\
\left(a b b^{(1,3)} a^{(1,3)}\right)^{*}=\left(b b^{(1,3)} a a^{(1,3)}\right)^{*}=a a^{(1,3)} b b^{(1,3)}=b b^{(1,3)} a a^{(1,3)}=a b b^{(1,3)} a^{(1,3)} .
\end{gathered}
$$

Hence $a b \in R^{\{1,3\}}$ with $b^{(1,3)} a^{(1,3)} \in(a b)\{1,3\}$.
Since $a b \in R^{®}$, it follows that $a b \in R^{@}$, and hence $a b \in R^{w C}$. In addition, $b b^{(1,3)} a=a b b^{(1,3)}$ implies $b b^{(1,3)} a^{*}=a^{*} b b^{(1,3)}$, then we get $b b^{(1,3)} a^{\mathbb{D}}=a^{\mathbb{D}} b b^{(1,3)}$. Hence by Lemma 4.2 and [20, Theorem 4.3], we can get that

$$
\begin{aligned}
(a b)^{w C} & =\left((a b)^{(D}\right)^{2}(a b)^{2}(a b)^{(1,3)}=\left(b^{\mathbb{D}} a^{(D}\right)^{2}(a b)^{2} b^{(1,3)} a^{(1,3)} \\
& =\left(b^{(\mathbb{D}}\right)^{2} b^{2} b^{(1,3)}\left(a^{\mathbb{D}}\right)^{2} a^{2} a^{(1,3)}=b^{w C} a^{w C} .
\end{aligned}
$$

Remark 4.6. In [22], Gao et al. investigated the reverse order law of pseudo core inverses under $a$ weaker condition that $a, b \in R^{(D)}$ with $a b^{2}=b^{2} a=b a b$ and $a^{*} b^{2}=b^{2} a^{*}=b a^{*} b$. However, when $a, b \in R^{w C}$ with $a b^{2}=b^{2} a=b a b$ and $a^{*} b^{2}=b^{2} a^{*}=b a^{*} b$, ab may not be weak core invertible. Thus, we do not consider the reverse order law of weak core inverses in this weaker condition. For example, let $R=\mathbb{Z}^{3 \times 3}$ with the transpose as the involution. Take $a=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 1\end{array}\right), b=\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$. Then it is easy to check that $a b^{2}=b^{2} a=b a b$ and $a^{*} b^{2}=b^{2} a^{*}=b a^{*} b$ however $a b \neq b a$ and $a b^{*} \neq b^{*} a$. Moreover, $a, b \in R^{w C}$. But $a b=\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0\end{array}\right) \notin R^{\{1,3\}}$ by Lemma 2.2, and hence $a b \notin R^{w C}$.

From [20, Theorem 4.4], it was shown that if $a, b \in R^{\mathbb{D}}$ with $a b=b a=0$ and $a^{*} b=0$, then $a+b \in R^{\mathbb{D}}$ with $(a+b)^{®}=a^{®}+b^{®}$. In [44, Theorem 5.3], Zhou et al. also proved the relevant result for weak group inverses, i.e., if $R$ is a proper $*$-ring and $a, b \in R^{@}$ with $a b=b a=0$ and $a^{*} b=0$, then $a+b \in R^{@}$ with $(a+b)^{@}=a^{@}+b^{@}$. However, this property may not hold for weak core inverses, under the condition that $a, b \in R^{w C}$ with $a b=b a=0$ and $a^{*} b=0$ (see Example 4.7).
Example 4.7. Let $R=\mathbb{Z}^{3 \times 3}$ with the transpose as the involution. Take

$$
a=\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), b=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) .
$$

Then it is easy to check that $a, b \in R^{w C}$ with $a b=b a=0$ and $a^{*} b=0$. By computation, we get $a+b=\left(\begin{array}{lll}0 & 0 & 0 \\ 1 & 0 & 0 \\ 1 & 0 & 0\end{array}\right)$ and $(a+b)^{*}(a+b)=\left(\begin{array}{ccc}2 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$. Since $a+b \notin R(a+b)^{*}(a+b)$, we have $a+b \notin R^{\{1,3\}}$ by Lemma 2.2. Hence $a+b$ is not weak core invertible.
Example 4.8. Let $R=\mathbb{Z}_{6}$ with the involution induced from the identity involution on $R$. Take $a=4$ and $b=1$. Then $a^{w C}=4$ and $b^{w C}=1$. Hence $a^{w C}(a+b) b^{w C} \neq a^{w C}+b^{w C}$.
(ii) If $R a \subseteq R b$, then $b^{\circ} \subseteq a^{\circ}$.

In the following, we first give a general case of absorption laws when $a, b \in R^{D}$ with $x \in T_{l}(a)$ and $y \in T_{l}(b)$.
Theorem 4.10. Let $a, b \in R^{D}$ with $k=\max \{\operatorname{ind}(a), \operatorname{ind}(b)\}, x \in T_{l}(a)$ and $y \in T_{l}(b)$. Then the following conditions are equivalent.
(i) $x(a+b) y=x+y$.
(ii) $a x=b y$.
(iii) $a^{k} R=b^{k} R$ and $R x=R y$.
(iv) $a^{k} R \subseteq b^{k} R$ and $R y \subseteq R x$.
(v) ${ }^{\circ}\left(a^{k}\right)={ }^{\circ}\left(b^{k}\right)$ and $x^{\circ}=y^{\circ}$.
(vi) ${ }^{\circ}\left(a^{k}\right) \subseteq{ }^{\circ}\left(b^{k}\right)$ and $y^{\circ} \subseteq x^{\circ}$.

Proof. (i) $\Rightarrow$ (ii). Multiplying on the left side of $x(a+b) y=x+y$ by $a x a$, we get $a x b y=a x$.
Again, multiplying on the right side of $x(a+b) y=x+y$ by $b^{2} y$, we get $x a b y=b y$ by Lemma 2.12. It follows that $x a b y=a x b y$ by multiplying on the left side by $a x$. Hence $a x b y=b y$. Then we get $a x=b y$.
$($ ii $) \Rightarrow(i)$. Since $a x=b y$, we get that $x b y=x$ and

$$
x a y=x a b y^{2}=x a a x y=a x y=b y^{2}=y
$$

Hence $x(a+b) y=x a y+x b y=x+y$.
(ii) $\Rightarrow$ (iii). From $a x=b y$, we get

$$
b^{k}=b y b^{k}=a x b^{k}=a^{k} x^{k} b^{k}
$$

Then $b^{k} R \subseteq a^{k} R$. Similarly we also have $a^{k} R \subseteq b^{k} R$. Hence $a^{k} R=b^{k} R$.
Again, we can get $x=x a x=x b y$ since $a x=b y$. Then $R x \subseteq R y$. Analogously, we have $R y \subseteq R x$. Then $R x=R y$.
(iii) $\Rightarrow$ (iv). It is obvious.
(iv) $\Rightarrow$ (ii). Since $a^{k} R \subseteq b^{k} R$, there exists $s \in R$ such that $a^{k}=b^{k} s$. Then $a^{k}=b y b^{k} s=b y a^{k}$, which implies that

$$
a x=a^{k} x^{k}=b y a^{k} x^{k}=\text { byax }
$$

Also, $R y \subseteq R x$ implies that there exists $t \in R$ satisfying $y=t x$. Then

$$
b y=b t x=b t x a x=b y a x
$$

Therefore $a x=b y$.
(ii) $a a^{w C}=b b^{w C}$.
(iii) $a^{k} R=b^{k} R$ and $R a^{w C}=R b^{w C}$.
(iv) $a^{k} R \subseteq b^{k} R$ and $R b^{w C} \subseteq R a^{w C}$.
(v) ${ }^{\circ}\left(a^{k}\right)={ }^{\circ}\left(b^{k}\right)$ and $\left(a^{w C}\right)^{\circ}=\left(b^{w C}\right)^{\circ}$.
(vi) ${ }^{\circ}\left(a^{k}\right) \subseteq{ }^{\circ}\left(b^{k}\right)$ and $\left(b^{w C}\right)^{\circ} \subseteq\left(a^{w C}\right)^{\circ}$.

Theorem 4.13. Let $a, b \in R^{w C}$. Then the following conditions are equivalent.
(i) $a^{w C}(a+b) b^{w C}=a^{w C}+b^{w C}$.
(ii) $R a^{w C}=R\left(a^{w C} b b^{w C}\right)$ and $b^{w C} R=\left(a^{w C} a b^{w C}\right) R$.
(iii) $R a^{w C} \subseteq R b^{w C}$ and $b^{w C} R \subseteq a^{w C} R$.

## 5. Characterizations of $a^{*} a^{w C}=a^{w C} a^{*}$

Let $a \in R$. Recall that an element $a$ is called star-dagger if $a$ is Moore-Penrose invertible and $a^{*} a^{\dagger}=$ $a^{\dagger} a^{*}$ [24]. Later, Mosić and Djordjević [31] gave some characterizations of star-dagger elements in $R$. Zhou et al. [44] provided equivalent conditions for $a^{*} a^{@}=a^{@} a^{*}$. It is noted that in [44, Theorem
6.3], Zhou et al. only obtained equivalent conditions for $a^{*} a^{(\mathbb{D}}=a^{\mathbb{D}} a^{*}$. In fact, the condition required on $a_{1}=a^{2} a^{@}$ (i.e., $a_{1}$ is an EP element) is very strong. In this section, we investigate the case of $a^{*} a^{w C}=a^{w C} a^{*}$, which improves the relevant results of Zhou et al. [44].

Let $p, q \in R$ be idempotent. If $x \in R$, then $x$ can be represented as a sum $x=p x q+p x(1-q)+(1-$ p) $x q+(1-p) x(1-q)$ or as a formal matrix

$$
x=\left(\begin{array}{ll}
x_{11} & x_{12}  \tag{5.1}\\
x_{21} & x_{22}
\end{array}\right)_{p \times q},
$$

where $x_{11}=p x q, x_{12}=p x(1-q), x_{21}=(1-p) x q$ and $x_{22}=(1-p) x(1-q)$, which is well-known as Peirce decomposition.

Suppose that $a \in R^{\mathbb{D}}$ with $\operatorname{ind}(a)=k$. Write $p=a a^{®}$. According to Peirce decomposition, the element $a$ can be represented in the form

$$
a=\left(\begin{array}{cc}
a_{11} & a_{12}  \tag{5.2}\\
0 & a_{2}
\end{array}\right)_{p \times p},
$$

where $a_{11}=a^{2} a^{\mathbb{D}}, a_{12}=a_{1}-a_{11}$ and $a_{2}$ is nilpotent of index $k$. It follows that

$$
a^{k}=\left(\begin{array}{cc}
a_{11}^{k} & \widetilde{a_{12}} \\
0 & 0
\end{array}\right)_{p \times p},
$$

where $\widetilde{a_{12}}=\sum_{j=0}^{k-1} a_{11}^{j} a_{12} a_{2}^{k-1-j}$.
Lemma 5.1. Let $a \in R^{(®)}$ with $\operatorname{ind}(a)=k$ and $p=a a^{®}$. If $x \in T_{l}(a)$, then $x=\left(\begin{array}{cc}a^{®} & x_{12} \\ 0 & 0\end{array}\right)_{p \times p}$, where $x_{12} \in p R(1-p)$.
Proof. Suppose that $x=\left(\begin{array}{ll}x_{11} & x_{12} \\ x_{21} & x_{22}\end{array}\right)_{p \times p}$. Since $x \in T_{l}(a)$, we get that $a x^{2}=x$ and $x a^{k+1}=a^{k}$. From $x a^{k+1}=a^{k}$, we conclude by Lemma 2.12 that

$$
\left\{\begin{array} { l } 
{ x _ { 1 1 } a _ { 1 1 } ^ { k + 1 } = a _ { 1 1 } ^ { k } } \\
{ x _ { 1 1 } \sum _ { j = 0 } ^ { k } a _ { 1 1 } ^ { j } a _ { 1 2 } a _ { 2 } ^ { k - j } = \widetilde { a _ { 1 2 } } } \\
{ x _ { 2 1 } a _ { 1 1 } ^ { k + 1 } = 0 } \\
{ x _ { 2 1 } \sum _ { j = 0 } ^ { k } a _ { 1 1 } ^ { j } a _ { 1 2 } a _ { 2 } ^ { k - j } = 0 }
\end{array} \Rightarrow \left\{\begin{array}{l}
x_{11} a a^{®}=a^{®} \\
x_{11} a_{12} a_{2}^{k}+x_{11} a_{11} \widetilde{a_{12}}=\widetilde{a_{12}} \\
x_{21} a a^{\mathbb{D}}=0 \\
x_{21} \sum_{j=0}^{k} a_{11}^{j} a_{12} a_{2}^{k-j}=0 .
\end{array}\right.\right.
$$

Then $x_{21}=x_{21} a a^{(®)}=0$ and $x_{11}=x_{11} a a^{(®)}=a^{\mathbb{D}}$. From $a x^{2}=x$, we can get

$$
\left\{\begin{array}{l}
a_{11}\left(a^{\mathbb{D}}\right)^{2}=a^{\mathbb{D}} \\
a_{11} a^{®} x_{12}+\left(a_{11} x_{12}+a_{12} x_{22}\right) x_{22}=x_{12} \\
a_{2} x_{22}^{2}=x_{22} .
\end{array}\right.
$$

Obviously, $a_{11}\left(a^{\mathbb{D}}\right)^{2}=a^{\mathbb{D}}$.
From $a_{2} x_{22}^{2}=x_{22}$ and $a_{2}$ is nilpotent of index $k$, we can get $a_{2}^{k-1} x_{22}=a_{2}^{k} x_{22}^{2}=0$ by multiplying on the left side by $a_{2}^{k-1}$. Then multiplying on the left side by $a_{2}^{k-2}$, we can get $a_{2}^{k-2} x_{22}=a_{2}^{k-1} x_{22}^{2}=0$. By induction, we can obtain $a_{2} x_{22}=0$, which implies $x_{22}=0$. Then $a_{11} a^{\oplus} x_{12}+\left(a_{11} x_{12}+a_{12} x_{22}\right) x_{22}=x_{12}$ is clear. Hence $x=\left(\begin{array}{cc}a^{\mathbb{D}} & x_{12} \\ 0 & 0\end{array}\right)_{p \times p}$, where $x_{12} \in p R(1-p)$.
Remark 5.2. If $a \in R^{w C}$, then $a^{D}, a^{\oplus}, a^{@_{m}}$ and $a^{w C} \in T_{l}(a)$ according to [45, Remark 3.7]. Take $p=a a^{(D}$. Then their expressions can be given as follows:

$$
\begin{aligned}
& a^{D}=\left(\begin{array}{cc}
a^{(1)} & \left(a^{(1)}\right)^{k+1} \widetilde{a_{12}} \\
0 & 0
\end{array}\right)_{p \times p}, a^{(\mathbb{D}}=\left(\begin{array}{cc}
a^{(1)} & 0 \\
0 & 0
\end{array}\right)_{p \times p}, \\
& a^{\bigotimes_{m}}=\left(\begin{array}{cc}
a^{(®)} & \left(a^{(®)}\right)^{m+1} \\
0 & \sum_{j=0}^{m-1} a_{11}^{j} a_{12} a_{2}^{m-1-j} \\
0
\end{array}\right)_{p \times p}, a^{w C}=\left(\begin{array}{cc}
a^{(®} & \left(a^{®( }\right)^{2} a_{12} a_{2} a_{2}^{(1,3)} \\
0 & 0
\end{array}\right)_{p \times p} .
\end{aligned}
$$

Recall from [21, Lemma 2.3], $a \in R$ is $*$-DMP if and only if $a \in R^{\mathbb{D}}$ and $a^{\mathbb{D}}=a^{D}$.
Proposition 5.3. Let $a \in R^{\mathbb{D}}$ with $\operatorname{ind}(a)=k$. If $x \in T_{l}(a)$, then the following conditions are equivalent.
(i) $a^{*} x=x a^{*}$.
(ii) $x=a^{®}$, $a$ is $*-D M P$ and $a_{1}^{*} a_{1}=a_{1} a_{1}^{*}$.

Proof. According to Lemma 5.1, we can get that $a^{*} x=x a^{*}$ if and only if

$$
\left\{\begin{array} { l } 
{ a _ { 1 1 } ^ { * } a ^ { ( \mathbb { D } } = a ^ { ® } a _ { 1 1 } ^ { * } + x _ { 1 2 } a _ { 1 2 } ^ { * } } \\
{ a _ { 1 2 } ^ { * } a ^ { ( \mathbb { D } } = 0 } \\
{ a _ { 1 1 } ^ { * } x _ { 1 2 } = x _ { 1 2 } a _ { 2 } ^ { * } } \\
{ a _ { 1 2 } ^ { * } x _ { 2 2 } = 0 }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
a_{11}^{*} a^{®}=a^{®} a_{11}^{*} \\
a_{12}=0 \\
a_{11}^{*} x_{12}=x_{12} a_{2}^{*} .
\end{array}\right.\right.
$$

Now it suffices to prove Equations (5.3) $\Leftrightarrow$ (ii).
(a). We first prove that $a_{11}^{*} x_{12}=x_{12} a_{2}^{*}$ is equivalent to $x=a^{\mathbb{D}}$. From $a_{11}^{*} x_{12}=x_{12} a_{2}^{*}$ and $a_{2}$ is nilpotent of index $k$, we have $\left(a_{11}^{*}\right)^{k} x_{12}=x_{12}\left(a_{2}^{*}\right)^{k}=0$. Then $\left(a^{k+1} a^{\mathbb{D}}\right)^{*} x_{12}=0$, which implies $a a^{\oplus} x_{12}=0$ by multiplying on the left side by $\left(\left(a^{®}\right)^{k}\right)^{*}$. Hence $x_{12}=a a^{\oplus} x_{12}=0$. Then we have $x=a^{(®}$. Conversely, if $x=a^{®}$, then $x_{12}=0$ by Lemma 5.1, which is obvious to indicate $a_{11}^{*} x_{12}=x_{12} a_{2}^{*}$.
(b). Next we prove that $a_{12}=0$ and $a_{11}^{*} a^{(®)}=a^{®} a_{11}^{*}$ are equivalent to the conditions that $a$ is $*$-DMP and $a_{1}^{*} a_{1}=a_{1} a_{1}^{*}$. Following Remark 5.2, it is easy to check that $a_{12}=0$ if and only if $a^{D}=a^{\mathbb{D}}$, which is equivalent to that $a$ is $*$-DMP. When $a^{D}=a^{\mathbb{D}}$, we have $a_{11}^{*} a^{\mathbb{D}}=a^{®} a_{11}^{*}$ if and only if $a_{1}^{*} a_{1}^{\#}=a_{1}^{\#} a_{1}^{*}$, which is also equivalent to $a_{1}^{*} a_{1}=a_{1} a_{1}^{*}$ by [13, Theorem 2.2].

Example 5.4. However, the condition $x=a^{®}$ of Proposition 5.3 can not be dropped. For example, let $R=\mathbb{C}^{2 \times 2}$ with the transpose as the involution. Take $a=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) \in R$. Then $x=\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right) \in T_{l}(a)$. Obviously, $a^{D}=a^{(\mathbb{D}}=a=a_{1}$ and $a_{1}^{*} a_{1}=a_{1} a_{1}^{*}$. However $a^{*} x \neq x a^{*}$.

Remark 5.5. Let $a \in R^{D}$. If there exists $x \in T_{l}(a)$ such that $a^{*} x=x a^{*}$, then a may not be pseudo core invertible.

For example, let $R=\mathbb{C}^{2 \times 2}$ with the transpose as the involution. Take $a=\left(\begin{array}{cc}1 & 0 \\ i & 0\end{array}\right), x=\left(\begin{array}{cc}0 & -i \\ 0 & 1\end{array}\right) \in R$. Then $a x^{2}=x, x a^{2}=a$ and $a^{*} x=x a^{*}$. However, since $a \notin R a^{*} a$, we know that $a \notin R^{\{1,3\}}$ by Lemma 2.2. Then $a \notin R^{\boxplus}$ according to [42, Theorem 2.6], hence a is not pseudo core invertible.

Recall from [32], an element $a \in R$ satisfying $a^{*} a^{n}=a^{n} a^{*}$ for some $n \in \mathbb{N}^{+}$will be called generalized normal. In the following, we give some equivalent characterizations of $a^{*} a^{w C}=a^{w C} a^{*}$.
Theorem 5.6. Let $a \in R^{w C}$ with $\operatorname{ind}(a)=k$ and $m \in \mathbb{N}^{+}$. Then the following conditions are equivalent.
(i) $a^{*} a^{D}=a^{D} a^{*}$.
(ii) $a^{*} a^{\mathbb{D}}=a^{\mathbb{D}} a^{*}$.
(iii) $a^{*} a^{@_{m}}=a^{@_{m}} a^{*}$.
(iv) $a^{*} a^{w C}=a^{w C} a^{*}$.
(v) $a$ is $*-D M P$ and $a_{1}^{*} a_{1}=a_{1} a_{1}^{*}$.

In this case, $a$ is generalized normal and $a^{D}=a^{\mathbb{D}}=a^{@_{m}}=a^{w C}$.
Proof. Note that $a_{12}=0$ if $a$ is $*$-DMP. Then it follows that the proofs are obtained according to Remark 5.2 and Proposition 5.3. In this case, we can get $a^{*} a^{k}=a^{k} a^{*}$, which implies that $a$ is generalized normal.
Remark 5.7. In [44, Theorem 6.3], Zhou et al. proved that in a proper $*$-ring $R$, if $a \in R^{凶}$ and $a_{1}=a^{2} a^{@}$ is $E$, then

$$
a^{*} a^{(\mathbb{D}}=a^{(®)} a^{*} \Leftrightarrow a^{*} a^{@}=a^{@} a^{*} \Leftrightarrow a_{1}^{*} a_{1}=a_{1} a_{1}^{*} .
$$

In fact, the condition that $a_{1}$ is EP can imply that a is $*-D M P$. We can reduce this condition to $a_{1} \in R^{\boxplus}$, under which (i), (ii), (iii) and (v) in Theorem 5.6 are equivalent.
Example 5.8. However, if $a$ is generalized normal, then $a_{1}^{*} a_{1}=a_{1} a_{1}^{*}$ may not be true. For example, let $R=\mathbb{C}^{2 \times 2}$ with the transpose as the involution. Take $a=\left(\begin{array}{cc}1 & 1 \\ 0 & -1\end{array}\right) \in R$. Then $a^{2}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$, it follows $a^{*} a^{2}=a^{2} a^{*}$, which implies that a is generalized normal. However, $a_{1}^{*} a_{1} \neq a_{1} a_{1}^{*}$ since $a_{1}=a$.

According to [39, Theorem 2.2], every matrix $A \in \mathbb{C}^{n \times n}$ of index $k$ can be represented in the form

$$
A=U\left(\begin{array}{cc}
T & S  \tag{5.4}\\
0 & N
\end{array}\right) U^{*}
$$

where $T$ is nonsingular with $\operatorname{rank}(T)=\operatorname{rank}\left(A^{k}\right), N$ is nilpotent of index $k$ and $U$ is unitary. Then we can give the corresponding results for complex matrices and omit their proofs.
Proposition 5.9. Let $A \in \mathbb{C}^{n \times n}$ of index $k$ be written as in (5.4) and $X \in T_{l}(A)$. Then the following conditions are equivalent.
(i) $A^{*} X=X A^{*}$.
(ii) $X=U\left(\begin{array}{cc}T^{-1} & 0 \\ 0 & 0\end{array}\right) U^{*}, T^{*} T=T T^{*}$ and $S=0$.

Proposition 5.10. Let $A \in \mathbb{C}^{n \times n}$ of index $k$ and $m \in \mathbb{N}^{+}$. Then the following conditions are equivalent.
(i) $A^{*} A^{D}=A^{D} A^{*}$.
(ii) $A^{*} A^{\mathbb{D}}=A^{®} A^{*}$.
(iii) $A^{*} A^{@_{m}}=A^{@_{m}} A^{*}$.
(iv) $A^{*} A^{w C}=A^{w C} A^{*}$.
(v) $A^{*} A^{d, \dagger}=A^{d, \dagger} A^{*}$.

In this case, $A$ is generalized normal and $A^{D}=A^{®}=A^{@ m}=A^{w C}=A^{d, \dagger}$.
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