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Abstract. In this paper, we study a non-linear delayed dynamical model that illustrates the interaction

between an oncolytic virus and the cancerous cells. The model includes two kind of cancerous cells,
infected ones (infected by an oncolytic virus) and uninfected ones. The necessary stability conditions

are established in order to stabilize the system in equilibrium. The burst size of the virus has a critical

value below which the therapy fails and beyond which the partial success of the therapy takes place.
The inclusion of the delay in the model leads to periodic solutions. Further, we include two controls,

one to optimize rate of infection and other to optimize viral load. The corresponding three strategies

are discussed and concluded that combination of first two strategies comes out to be best in extinction
of the tumor completely. Numerical simulations are done using MATLAB software. We have used

forward-backward sweep method to simulate the optimal control problem.

1. Introduction

Today cancer is one of the major life-threatening disease worldwide. Also, it is going to be an increas-
ingly requisite cause of death worldwide in the coming decades. The International Agency for Research
on Cancer (IARC) has estimated that even if the current cancer rates does not alter, the estimated new
cases of cancer will rise to 22 million by 2030 [1]. Also, it is predicted by IARC that almost half of the
total affected population lives in medium and low-income countries [2]).

Treatments for cancer involve surgery, chemotherapy, radiotherapy etc. But usually, the patients
know about the disease when they left with very less options for therapy. Some tumors, being completely
chimerical, require a wide range of therapeutic strategies. Oncolytic virotherapy is one of the most
promising treatments of cancer that is being developed over the past few decades. Oncolytic virotherapy
is a kind of cancer treatment that uses the oncolytic virus replication inside the tumor to destroy cancerous
cells keeping all other noncancerous cells unharmed. Oncolytic viruses are of two kinds; one that occur
naturally in human cancer cells and other that are engineered by modifying the gene in order to achieve
an optimal outcome. There are several genetic methods and several genetically modified oncolytic viruses
[3]. Herpesviruses, adenoviruses, measles viruses, Coxsackieviruses, etc. are few instances of oncolytic
viruses [4]. H101 was the first genetically modified oncolytic virus made by ‘Shanghai Sunway Biotech’
which, in 2005, got approval from the Chinese State Food and Drug Administration (SFDA) in order to
cure neck and head cancer [5, 6]. An adenovirus, ONYX-015, has drawn up a large attention because it
has been proven to be pretty much effective in decaying the tumor load and removing it [7]. ONYX-015,
engineered in 1987, infects the cancerous cells selectively and kill them by making a defect in their p53
gene [8, 9].

Mathematical modelling of the interaction between virus and cell is being done since more than 20
years back [10–12]. Particularly in HIV infection, e.g., Ho et al. [13] and Wei et al. [14], the interaction
between HIV virus and CD4+ T-cells has been successfully modelled mathematically which encourages
mathematicians and biologists to work with the same scenario here in oncology. Oncolytic virotherapy also
involves the interaction between the replicating virus and emerging tumor that requires to be modelled
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mathematically. These mathematical models of virus-host interaction predict the possible results of viral-
infection and govern the optimal virotherapy. However, results proven in clinical trials suggest that the
infection of the oncolytic virus on tumor cells may have no clear effect to stabilization or removal of
tumor [15].

Several models have been introduced so far in this regard. Initially, the mathematical models of
oncolytic virotherapy involving ordinary differential equations illustrating the interaction between virus-
infected cancerous cells and non-infected cancerous cells were introduced. Later on, because of possessing
different spatial structures, these ODE models required a necessary extension to PDE models [16]. In
2005, Tao et al. [17] extended the model proposed by Wein et al. [18] and showed the global existence of
the solution along with uniqueness.

A variety of functional responses also have been suggested in different works by many authors [19–
22]. The prey dependent functional response, also known as mass-action law in chemical kinetics has
been introduced in Lotka and Volterra equations. It is taken in many papers e.g. [20, 23, 24] etc. In
1959, Holling introduced a new type of functional response that takes the saturation effect into account
[25]. In 1989, Arditi and Ginzberg [19] proposed a more realistic functional response known as ratio
dependent functional response which is both prey dependent and predator dependent as well. In 2005, A.
S. Novozhilov et al. [22] and in 2003, Hwang et al. [21] etc. used the ratio dependent functional response
in their manuscripts.

It is obvious that not all real phenomena are instantaneous and in completing the task some time is
lagged. This time lag induces a delay in the dynamical systems. This delay can be the delay of immune
system to respond [26], the delay of maturation [27], the delay of gestation period [28], etc. Several authors
have studied the dynamical systems of prey-predator models and SIR models including delays [29–34].
Several monographs have been written regarding the delay induced dynamical systems [35–37].

Furthermore, in order to minimize or extinct a disease infection in a community or in a species’ organ,
the theory of optimal control provides a strong mechanism. Many authors have constructed mathemat-
ical models investigating the disease transmission and their control [38–40]. Our goal, in this paper, is
to minimize the tumor volume using firstly a delay dynamical system on oncolytic virotherapy and then
the same problem with optimal controls. We discuss three different optimal strategies regarding this and
compare all three optimal strategies for tumor reduction and elimination.

Definition: Let C([−τ, 0],R), denoted by C, be a Banach space of all the continuous functions from
the closed interval [−τ, 0] to R equipped with the sup norm ||f(x)||∞ = sup

a≤x≤b
|f(x)| ∀ f ∈ C. The

non-negative cone of C is denoted by C+ = C([−τ, 0],R+ ∪ {0}).
Comparison theorem(used in theorem 3.2 in this paper in order to prove boundedness of the solu-

tion): Suppose x(t) and y(t) are continuous functions defined on the interval [a, b] of the real line R and
differentiable on (a, b]. Let f be a continuous function from R× R to R. Then x < y if

x(a) < y(a) and
dx

dt
− f(t, x(t)) <

dy

dt
− f(t, y(t)) in (a, b].

This paper is structured as follows. The delay model is formulated in Section 2. Section 3 consists
of positivity and boundedness of the solutions of the model. The stability analysis of the model is
done in Section 4. Section 5 is consisting of numerical simulations of the delay model without optimal
control. Section 6 contains the formulation of the delayed optimal control problem. The penultimate
section includes numerical simulations of the control problem and the final section contains discussion
and conclusions.

2. The Model

Delay in the dynamical systems always causes analytical complexity but makes the problem more
realistic in nature. Presence of the delay, sometimes, may affect the system so much that nice looking
phase portraits may change to periodic solutions or even chaos. This motivates us to introduce a delay
in the model proposed in [24], that shows the interaction between infected tumor cells, uninfected tumor
cells that are susceptible to be infected and the virus. The uninfected cells when come into the contact
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of free virus particles, they do not become infected instantaneously and some time is required for them
to become actively infected. Incorporating this delay, the model takes the form,

dU

dt
= rU

(
1− U + I

K

)
− αUI − βUV

dI

dt
= βU(t− τ)V (t− τ)− γI

dV

dt
= bγI − δV − βUV.

(2.1)

subjected to the initial history U(t) = ϕu(s) ≥ 0, I(t) = I(0) = I0 ≥ 0 and V (t) = ϕv(s) ≥ 0 ∀ t ∈ [−τ, 0].
Here U, I and V are the sizes of uninfected cells, infected cells, and free virus population respectively,
r is the growth rate of uninfected cell population, K is the maximal tumor size, α is the rate by which
fusion of uninfected and infected cells takes place resulting in a syncytium [41], β is the rate of infection,
γ is the rate by which infected cells are dying, δ is the rate of elimination of free virus particles and b
represents the number of new virus particles which are released by an infected cell while rupturing. The
natural death rate of the uninfected cells can be neglected without affecting the phase portraits of the
system [22]. All these parameters are supposed to be positive. It is also assumed that infected tumor cell
can not be divided further into two new cells. The functional response is considered as prey dependent.

3. Positivity and Boundedness of the Solutions

Lemma 3.1. Starting with the initial condition (ϕu(s), I0, ϕv(s)) ∈ C+ × R+ × C+ ∀ s ∈ [−τ, 0], the
system (2.1) has a unique solution. Moreover, this solution remains non-negative for all t ≥ 0.

Proof. Using the fundamental theory of functional differential equations [42], the existence of unique local
solution is confirmed. Now, integrating the first equation of the system (2.1), we get

U(t) = ϕu(0)e
∫ t
0
[r(1−U(s)+I(s)

K )−αI(s)−βV (s)]ds.

Using the non-negativity of the initial condition and the exponential function, we get that U(t) ≥ 0 ∀
t ≥ 0.
Integrating the second equation of the system (2.1),

I(t)eγt − I0 = β

∫ t

0

eγsU(s− τ)V (s− τ)ds.

It implies that when 0 ≤ t ≤ τ ,

I(t) = e−γt[I0 + β

∫ t

0

eγsϕu(s− τ)ϕv(s− τ)ds]. (3.1)

Since (ϕu(s), I0, ϕv(s)) ∈ C+ ×R+ × C+ and e−γt > 0, we have I(t) ≥ 0 ∀ t ∈ [0, τ ].
Now integrating the third equation of the system (2.1) from 0 to t, we get

V (t)e
∫ t
0
(δ+βU(s))ds − ϕv(0) = bγ

∫ t

0

e
∫ s
0
(δ+βU(x))dxI(s)ds,

when 0 ≤ t ≤ τ ,

V (t) = e−
∫ t
0
(δ+βU(s))ds[ϕv(0) + bγ

∫ t

0

e
∫ s
0
(δ+βU(x))dxI(s)ds]. (3.2)

Again, using the non negativity of the initial condition and the exponential function, we have V (t) ≥ 0
∀ t ∈ [0, τ ].
Now, using the non negativity of the functions I(t) and V (t) in the interval [0, τ ], we can show that I(t)
and V (t) are non negative in [τ, 2τ ]. Repeating the same process infinitely many times, we have that I(t)
and V (t) are non negative for all t ≥ 0. □
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Theorem 3.2. Starting with the non negative initial conditions U(s) = ϕu(s) ≤ K, I(0) = I0 ≤ rK
µ ;

µ ≤ min{r, γ} and V (s) = ϕv(s) ≤ bγrK
µδ ; s ∈ [−τ, 0], any solution of the system (2.1) is uniformly

bounded.

Proof. (i) We have
dU

dt
= rU(t)

(
1− U(t) + I(t)

K

)
− αU(t)I(t)− βU(t)V (t).

Since U(t), I(t) and V (t) ≥ 0 ∀ t > 0, we have

dU

dt
≤ rU(t)

K
(K − U(t)).

Now, using the comparison theorem, we have

U(t) ≤ K ∀ t ≥ 0.

and hence lim supt→∞ U(t) ≤ K.
(ii) From the first two equations of the system (2.1), we have

U ′(t) + I ′(t+ τ) = rU(t)(1− U(t) + I(t)

K
)− αU(t)I(t)− γI(t+ τ),

≤ r(K − U(t))− γI(t+ τ)

assuming µ = min{r, γ}, we get

(U(t) + I(t+ τ))′ = rK − µ(U(t) + I(t+ τ)),

thus we obtain U(t) + I(t+ τ) ≤ rK
µ and hence lim supt→∞(U(t) + I(t+ τ)) ≤ rK

µ . Now, since U(t) ≥ 0,

we have lim supt→∞ I(t+ τ) ≤ rK
µ and hence lim supt→∞ I(t) ≤ rK

µ .

(iii) Since U(t) and V (t) are positive for all t > 0, from the third equation of the system (2.1), we have

V ′(t) ≤ bγI − δV,

≤ bγrK

µ
− δV.

Thus, using comparison theorem, we obtain V (t) ≤ bγrK
µδ and hence lim supt→∞ V (t) ≤ bγrK

µδ .

□

Now, we can analyze the dynamics of the system (2.1) in the following positively invariant bounded
feasible region M defined as

M = {(U, I, V ) ∈ C+ ×R+ × C+ : ||U || ≤ K, ||U + I|| ≤ rK

µ
, ||V || ≤ bγrK

µδ
}

4. Stability Analysis

The points of equilibrium of the system (2.1) are

(1) E1(0, 0, 0),
(2) E2(K, 0, 0), and

(3) E3

(
δ

β(b−1) ,
δr(Kbβ−δ−Kβ)

β(b−1)(δr−Kγβ+Kδα+Kbγβ) ,
γr(Kbβ−δ−Kβ)

β(δr−Kγβ+Kδα+Kbγβ)

)
.

The value of burst size b can not be less than 1 because if so, virus particles will vanish and then in this
situation, tumor can not undergo any kind of virus infection and virotherapy fails.
For any equilibrium solution (U∗, I∗, V ∗), the corresponding linearized system is

dX

dt
= AX(t) +BX(t− τ) (4.1)

A =

 r(1− 2U∗+I∗

K )− αI∗ − βV ∗ −rU
∗

K − αU∗ −βU∗

0 −γ 0
−βV ∗ bγ −δ − βU∗

 ,
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B =

 0 0 0
βV ∗ 0 βU∗

0 0 0

 .

4.1. Instability of The Trivial Steady State E1.

Theorem 4.1. The origin is always an unstable saddle point and independent of delay values.

Proof. At E1(0, 0, 0),

A =

 r 0 0
0 −γ 0
0 bγ −δ

 ,

and B is the null matrix. Thus the characteristic equation is given by

det(λI −A) = 0,

(λ− r)(λ+ γ)(λ+ δ) = 0. (4.2)

Which is a cubic polynomial in λ having one positive root r and two negative roots −γ and −δ. So, the
equilibrium point (0, 0, 0) is always an unstable saddle due to the presence of opposite sign real roots. □

4.2. Local Asymptotic Stability of The Therapy Failure Steady State E2.

Theorem 4.2. If b ≤ 1+ δ
βK , then the equilibrium point (K, 0, 0) is always a locally asymptotically stable

and unstable if b > 1 + δ
βK , i.e., transcritical bifurcation exists at b = 1 + δ

βK as a point of bifurcation.

Proof. The proof of the same can be seen in [43]. □

4.3. Global Asymptotic Stability of The Therapy Failure Steady State E2.

Theorem 4.3. The equilibrium point E2, i.e., (K, 0, 0) is globally asymptotically stable in M if b <
1 + δ

βK .

Proof. Constructing a Lyapunov functional L : C ×R× C → R on domain M defined as

L(U, I, V ) = bI(t) + V (t) + bβ

∫ t

t−τ
U(θ)V (θ)dθ,

Clearly, L is positive definite in M.
Calculating the derivative of L with respect to time t along the solutions of system (2.1), we get

L̇|(2.1) = bİ(t) + V̇ (t) + bβ
d

dt

∫ t

t−τ
U(θ)V (θ)dθ,

applying Leibniz integral rule, we obtain

L̇|(2.1) = bİ(t) + V̇ (t) + bβU(t)V (t)− bβU(t− τ)V (t− τ).

Using the values of İ(t) and V̇ (t) from system (2.1), we get

L̇|(2.1) = bβU(t)V (t)− βU(t)V (t)− δV (t),

= V (t)[βU(t)(b− 1)− δ], .

But, U(t) ≤ K in the region M, Thus, we get

L̇|(2.1) ≤ V (t)[βK(b− 1)− δ].

Clearly, if b < 1 + δ
βK , then L̇ ≤ 0 and for each t ≥ 0, L̇ = 0 if and only if V (t) = 0. Now, let M

be the largest invariant set in the set E = {(U, I, V )|L̇ = 0}. From the system of equations (2.1) and
the invariance of M, we get that M = {(K, 0, 0)}. It follows from the Lyapunov Lasalle invariance
principle [44] that (K, 0, 0) is globally asymptotically stable when b < 1 + δ

βK . □
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4.4. Stability of The Steady State E3. Now, the positive equilibrium point E3 exists if

b > 1 +
δ

βK
(H1)

Furthermore, the characteristic equation for the positive steady state (U∗, I∗, V ∗), using the matrices
related to the differential equation (4.1), becomes

[λ− r

(
1− 2U∗ + I∗

K

)
+ αI∗ + βV ∗][λ2 + λ(δ + γ + βU∗) + γ(δ + βU∗)− bβγU∗e−τλ] + βV ∗e−τλ

[λU∗
(
α+

r

K

)
+U∗

(
α+

r

K

)
(δ + βU∗) + bβγU∗] + βV ∗[−β(U∗)2

(
α+

r

K

)
e−τλ − βU∗λ− βγU∗)] = 0

which can be put into the form

(λ3 +A2λ
2 +A1λ+A0) + e−τλ(B1λ+B0) = 0 (4.3)

where t̃ = 1− 2U∗+I∗

K ,

A0 = (αI∗ − rt̃)(δ + βU∗)γ + βγδV ∗,
A1 = (δ + γ)(−rt̃+ αI∗ + βV ∗) + βU∗(−rt̃+ αI∗) + γδ + βγU∗,
A2 = αI∗ − rt̃+ β(U∗ + V ∗) + γ + δ,
B0 = βδU∗V ∗(α+ r

K )− bβγU∗(−rt̃+ αI∗), and
B1 = −bβγU∗ + βU∗V ∗(α+ r

K ).
For τ = 0, assuming C0 = A0 +B0 and C1 = A1 +B1, we obtain

λ3 +A2λ
2 + C1λ+ C0 = 0.

Now,

C0 = A0 +B0,

= (αI∗ − rt̃)(δ + βU∗)γ + βγδV ∗ + βδU∗V ∗(α+
r

K
)− bβγU∗(−rt̃+ αI∗),

= (αI∗ − rt̃)γδ + (1− b)(αβγU∗I∗ − βγrt̃U∗) + βδV ∗[γ + U∗(α+
r

K
)],

= (αI∗ − rt̃)[γδ + (1− b)βγU∗] + βδV ∗[γ + U∗(α+
r

K
)],

> 0 at E3.

Therefore, by Routh-Hurwitz criterion, E3 is asymptotically stable if

A2 > 0 and A2C1 > C0. (H2)

Now, suppose τ > 0, then stability can be lost if and only if λ(τ) becomes purely imaginary. Therefore,
putting λ = ιω in (4.3) and then separating real and imaginary parts, ω must satisfy

cos(τω) =
B1ω

2(ω2 −A1) +B0(ω
2A2 −A0)

B2
0 +B2

1ω
2

(4.4)

sin(τω) =
B1ω(ω

2A2 −A0)−B0ω(ω
2 −A1)

B2
0 +B2

1ω
2

(4.5)

squaring and adding equations (4.4) and (4.5), ω must be a root of the equation

ω6 + (A2
2 − 2A1)ω

4 + (A2
1 −B2

1 − 2A0A2)ω
2 +A2

0 −B2
0 = 0, (4.6)

Let ω =
√
ξ, then

p(ξ) = ξ3 + (A2
2 − 2A1)ξ

2 + (A2
1 −B2

1 − 2A0A2)ξ +A2
0 −B2

0 .

Clearly, the assumption

A0 < B0 (H3)
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confirms a positive root of p and hence of equation (4.6).
Now, the unique value of τω ∈ [0, 2π] obtained from equations (4.4) and (4.5) is

τω = cos−1

(
B1ω

2(ω2 −A1) +B0(ω
2A2 −A0)

B2
0 +B2

1ω
2

)
if sin τω > 0, i.e., B1ω(ω

2A2 −A0)−B0ω(ω
2 −A1) > 0 and

τω = 2π − cos−1

(
B1ω

2(ω2 −A1) +B0(ω
2A2 −A0)

B2
0 +B2

1ω
2

)
if B1ω(ω

2A2 −A0)−B0ω(ω
2 −A1) ≤ 0.

Now, defining two sequences τ1j and τ2j for j ∈ N, as

τ1j =
1

ω
[cos−1

(
B1ω

2(ω2 −A1) +B0(ω
2A2 −A0)

B2
0 +B2

1ω
2

)
+ 2jπ]

and

τ2j =
1

ω
[2π − cos−1

(
B1ω

2(ω2 −A1) +B0(ω
2A2 −A0)

B2
0 +B2

1ω
2

)
+ 2jπ]

On the basis of the above analysis, we, now, state a lemma and then a theorem.

Lemma 4.4. Let ω be the root associated with τ∗ ∈ {τ1j , τ2j }; j ∈ N. Then sign

[
d
dτReal(λ)

]∣∣∣∣
τ=τ∗

=

sign{p′(ω2)}.

Proof. Proof of this lemma can be seen in [43]. □

Theorem 4.5. [43] Assume that the conditions (H1), (H2) and (H3) hold good. Let τ∗ is defined as
min {τ1j , τ2j }; j = 1, 2, 3, 4, .... Then the positive steady state E3 is asymptotically stable (locally) when

τ < τ∗ and at τ = τ∗, Hopf bifurcation occurs if and only if p′(ω2) > 0.

Proof. Lemma 4.4 and the property of derivative of the real part of λ at τ∗ directly imply the result. □

4.5. Direction and Stability of Hopf Bifurcation. For the direction and stability of Hopf bifurcation
we have the following theorem.

Theorem 4.6. The direction of Hopf bifurcation is governed by µ2. The periodic solution is supercritical
(subcritical) if µ2 > 0 (µ2 < 0); β2 determines the stability of bifurcating periodic solutions as the solutions
are orbitally stable (unstable) if β2 < 0 (β2 > 0); and T2 determines the period of the bifurcating periodic
solutions as the period decreases (increases) if T2 < 0 (T2 > 0).

Proof. The proof of the theorem is given in Appendix. □

5. Numerical Simulation

In this section, the analytical results given in the above sections will be verified by depicting some
time-series plots and phase portraits. Here, we assume that 1mm3 tumor volume consists of 106 cells [24].
The parameters are taken as given in the following table 1:

The data is taken from the paper [20]. For plotting the graphs, we have used “ode45” and “dde23”
MATLAB solvers. In the Figure-1, we have chosen β = 0.1, b = 1.1 and rest of all the parameters are
as shown in the tale Table1, then 1.1 = b < 1 + δ

βK = 1.2. It is clear from the figure that for any

values of delay (τ = 0, 0.5 or 1) and initial concentrations (U0, I0, V0) = (2, 1, 2), (2, 3, 2) or (2, 5, 2), the
tumor attains its maximum value 10 mm3 implying the global stability of the therapy-failure equilibrium
point (10, 0, 0) that virotherapy fails completely. In Figure-2, we have taken β = 0.2 and b = 1.7, then
1.7 = b > 1+ δ

βK = 1.1. In this case, the positive equilibrium point becomes stable. It is shown for three

different delay values τ = 0, 1 and 1.9. But as delay τ attains its critical value τ∗ = 2 days, periodic
solutions occur and cells in the tumor oscillate between a certain minimum and maximum value leading
to the appearance of stable limit cycle as shown in the phase portraits in Figure-3. This confirms the
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Table 1. Parameters and their values

Parameters Values
Uninfected cell reproductive rate (r) 0.45 day−1

Carrying capacity (K) 10 mm3

Fusion rate of uninfected cell and infected cell (α) 0.3 mm−3 day−1

Rate of infection (β) assumed
Mortality rate of infected cells (γ) 0.5 day−1

Rate of elimination of virus particles (δ) 0.2 day−1

Burst rate of virus particles (b) assumed
Delay (τ) ∈ [0, 2] days
Initial concentration of uninfected cells (U0) 3× 106 cells
Initial concentration of infected cells (I0) 2× 106 cells
Initial concentration of free virus particles (V0) 2× 106 cells

Time (days) →
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0
,z

0
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τ=0

τ=1

τ=0.5

Figure 1. Global stability of the equilibrium point (10, 0, 0) for different initial condi-
tions and different delay values.

existence of Hopf bifurcation. Figure-4 and Figure-5 show the bifurcation diagrams for the parameters β
and τ . Figures respectively show the critical values β∗ = 0.28 and τ∗ = 2.

For the direction and stability of Hopf bifurcation, we have used the same set of parameter values as
in Figure-3 and obtain c1(0) = −0.4315 + 0.1676i. µ2 = 173.1625 > 0 implying that Hopf bifurcation is
supercritical, β2 = −0.8631 < 0 implying that the bifurcating periodic solution is orbitally asymptotically
stable when τ > τ∗ (Figure-2 and Figure-3) and the period of bifurcating periodic solution is T2 =
0.3271 > 0.
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Figure 2. Impact of increasing values of infectivity delay τ over tumor load
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Figure 6. Tumor volume for different values of β; Red solid line for β = 0.02
mm−3day−1, green dotted line for β = 0.22 mm−3day−1 and blue dash-dot line for
β = 0.42 mm−3day−1.

6. Optimal Control Problem

In this section, we will formulate an optimal control system based on the following control policies.

(i) Optimizing the rate of infection: Observing the Figure-4 and Figure-6, we conclude that β,
the infection rate, is a sensitive parameter for the tumor growth, its stabilization and reduction.
For the non delay system, if β = 0.02 mm−3 day−1, tumor grows up to its maximal capacity
10 mm3, if β = 0.22 mm−3 day−1, tumor stabilizes to a certain value 1.9 mm3 and if β = 0.42
mm−3 day−1, tumor destabilizes again. This sensitivity of β motivates us to introduce an optimal
control u1(t) in order to optimize the rate of infection β.

(ii) Optimizing the amount of virus particles: Also, the quantity of virus particles, by obvi-
ous reasons, plays an important role in the oncolytic virotherapy. This motivates us to introduce
another optimal control u2(t) pertaining to optimize the amount of total free virus particles which
are responsible for targeting, infecting and killing tumor cells.

Incorporating these two controls, our aim is to minimize the tumor volume by controlling values of
infection rate and viral load. In order to achieve this goal, we, in this section, formulate and study an
optimal control problem regarding the delayed oncolytic virotherapy. We introduce these two discussed
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optimal control parameters u1(t) and u2(t) in our model (2.1). Both the control functions are supposed
to be bounded and Lebesgue integrable on the interval [0, tf ], where tf represents the time during which
these controls are to be applied. The optimal control system is given below.

dU

dt
= rU(t)

(
1− U(t) + I(t)

K

)
− αU(t)I(t)− (β + u1(t))U(t)V (t)

dI

dt
= (β + u1(t))U(t− τ)V (t− τ)− γI(t)

dV

dt
= bγI(t)− δV (t)− (β + u1(t))U(t)V (t) + u2(t)V (t).

(6.1)

subjected to the same initial conditions as defined in the system (2.1).

Existence, positivity and boundedness of the solutions can be proved in the same way as we did in
the third section. Now, our aim is to minimize the total tumor load while minimizing the efforts of
engineering the rate of infection and viral load. Thus, we intend to obtain an optimal infection rate u1(t)
and an optimal viral load u2(t) so that minimal efforts could result maximum benefits, i.e. the tumor
load could be least against the respective cost incurred. Note that the optimal utilization of a resource
depends on how a cost function is defined. Thus, based on the above discussion, an objective functional
J(u1, u2) for fixed duration of control tf and the corresponding admissible control set Ω for the control
variables are given as:

J(u1, u2) =

∫ tf

0

(U + I +
1

2
a1u

2
1 +

1

2
a2u

2
2)dt, (6.2)

where tf is the treatment period. The parameters a1 and a2 are non-negative and represent the weight
constants. The control set Ω is defined as

Ω = {(u1(t), u2(t)) : 0 ≤ u1, u2 ≤ 1 are Lebesgue integrable for t ∈ [0, tf ]}.
Now, our aim is to find such a pair of bounded and Lebesgue integrable control profiles u∗1(t) and u

∗
2(t)

so that the cost functional J(u1, u2) is minimum, i.e.,

J(u∗1, u
∗
2) = min

u1,u2∈Ω
J(u1, u2). (6.3)

The cost determination in equation (6.2) is done as:

(i) Cost due to tumor load: The cost incurred due to the total tumor load is∫ tf

0

(U(t) + I(t))dt.

The term U(t) + I(t) represents the cost due to the tumor burden.
(ii) Cost incurred in engineering the rate of infection: Cost involved in modification of virus’s

rate of infection is
a1
2

∫ tf

0

u21(t)dt.

(iii) Cost incurred in virotherapy: Virotherapy includes the amount of free virus particles in-
jected into the body or directly to tumor to combat with tumor cells. The cost involved in
virotherapy is represented by the term

a2
2

∫ tf

0

u22(t)dt.

6.1. Existence of an optimal control pair. As demonstrated in [45,46], the existence of the optimal
control can directly be shown. More precisely, we have the following theorem

Theorem 6.1. There exists an optimal control pair (u∗1, u
∗
2) ∈ Ω such that

J(u∗1, u
∗
2) = min

u1,u2∈Ω
J(u1, u2), (6.4)
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Proof. We have to check the following conditions before implying the existence result in [45]:

C1: State and control variables are non-negative.
C2: The control set Ω must be closed and convex.
C3: The RHS of the system 6.1 is bounded by a linear functional involving control and state

variables.
C4: The integrand of the objective functional must be convex on Ω.
C5: There exists constants η1 and η2 both positive and k > 1 such that the integrand L(U, I, u1, u2)

satisfies

L(U, I, u1, u2) ≥ η1(u
2
1 + u22)

k
2 − η2

To verify these conditions and prove the existence, we use [47,48]. Both the controls and state variables
are non-negative that satisfies condition C1. C2 is satisfied as by definition the set Ω is closed and convex
as well. Condition C3 is satisfied as the state system is bilinear in u1 and u2. Moreover, the integrand
of J , i.e., U + I + 1

2a1u
2
1 +

1
2a2u

2
2 is convex on Ω. Also, it is clear that there exists a constant k > 1 and

two numbers η1 and η2 such that J(u1, u2) ≥ η1(u
2
1 + u22)

k
2 − η2 because of the boundedness of the state

variables, which completes the existence of an optimal control pair (u∗1, u
∗
2). □

The Lagrangian and Hamiltonian of this optimal control problem are defined as follows

L(U, I, u1, u2) = U + I +
1

2
a1u

2
1 +

1

2
a2u

2
2, (6.5)

H(U, I, u1, u2) = L(U, I, u1, u2) + λ1
dU

dt
+ λ2

dI

dt
+ λ3

dV

dt
, (6.6)

where the adjoint variables λi, i=1,2,3; (as defined in [46]) are determined by solving the following system

dλ1
dt

= −∂H
∂U

− χ[0,tf−τ ]
∂H

∂Uτ
(t+ τ)

dλ2
dt

= −∂H
∂I

(6.7)

dλ3
dt

= −∂H
∂V

− χ[0,tf−τ ]
∂H

∂Vτ
(t+ τ).

Solving which we get

dλ1
dt

= −1− λ1[r(1−
2U + I

K
)− αI − (β + u1)V ]− λ2(t+ τ)χ[0,tf−τ ](t)[(β + u1)Vτ ] + λ3[(β + u1)V ]

dλ2
dt

= −1− λ1(−
rU

K
− αU)− λ2(−γ)− λ3(bγ) (6.8)

dλ3
dt

= −λ1(−(β + u1)U)− λ3(−δ + u2)− χ[0,tf−τ ](t)[λ2(t+ τ)(β + u1)Uτ ]

satisfying the transversality condition λi(tf ) = 0; i = 1, 2, 3.

Let Ũ , Ĩ and Ṽ be the optimum values of U , I and V . Let the solution of the system (6.8) be λ̃i;
i = 1, 2, 3. By using Pontriagin et al. [47] Kamien and Schwartz [46], we state and prove the following
theorem.

Theorem 6.2. The optimal controls u∗1, u
∗
2 ∈ Ω such that J(u∗1, u

∗
2) = minu1,u2∈Ω J(u1, u2) subjected

to the system (6.1) are given by u∗1 = min{1,max(0, ũ1)} and u∗2 = min{1,max(0, ũ2)} where ũ1 =
βŨṼ (λ1+λ3)−λ2Ũτ Ṽτ

a1
and ũ2 = −λ3Ṽ

a2
.

Proof. To get the optimal controls, we use the condition of optimality

∂H

∂u1
= 0,

∂H

∂u2
= 0,
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we get

u1 =
Ũ Ṽ (λ1 + λ3)− λ2Ũτ Ṽτ

a1
= ũ1

u2 =
−λ3Ṽ
a2

= ũ2

Furthermore, lower and upper bounds for these control are 0 and 1 respectively. i.e. if ũ1 < 0 and ũ2 < 0
then u1 = u2 = 0 and if ũ1 > 1 and ũ2 > 1 then u1 = u2 = 1, otherwise u1 = ũ1 and u2 = ũ2. Hence u∗1
and u∗2 are the optimal controls for which J(u∗1, u

∗
2) is optimum. □

7. Numerical Simulation of the delayed Optimal Control Problem

In this section, we simulate the delayed oncolytic model 6.1 using two optimal controls. The values
of the parameters used in the simulation are the same as taken for simulating the problem without
control. The weight constants used in the cost functional are taken as: a1 = 100 and a2 = 100. For
solving the problem numerically, we adopt a method namely forward-backward sweep method as described
in [38, 46, 49]. Following this method, we first use the forward Euler method in state variables and start
with an initial control presumption. Next, we apply backward Euler method to solve the adjoint system
using transversality conditions and state variables’ solution. We then using the obtained values of state
variables and adjoint variables, update the control variables u1(t) and u2(t). Repeat the same process as
many times as the number of intervals taken of the final time. To explore the effect of control policies on
the dynamics of tumor growth we used the following three strategies:

(A) Execution of modification in the rate of infection alone: First, we adopt the Strategy
A of engineering the infection rate of virus. Figure-7 together with Figure-8 show that in the
absence of delay and control, after 150 days the number of uninfected cells attains value 1.4×106

and remains there for the rest of the time. When delay τ is taken as 1.9 days, periodic damped
oscillations start damping very slowly. Further, when Infection-Rate-Optimal control comes into
picture in delayed system, number of uninfected cells comes down to 0.96×106 which is minimum
among without delay-without control, with delay-without control and with delay-with control
systems. A similar kind of behavior can be seen in infected cells’ and Virus particles’ profile.
Finally, we observe that total tumor load attains volume 2.04 mm3, oscillates damping with very
slow speed and reaches its minimum value of 1.48 mm3 respectively when considered without
delay-without control, with delay-without control and with delay-with control systems. Figure-9
shows the control profile for Infection-Rate-Optimal control u∗1.

(B) Execution of modification in viral load alone: Next, we adopt the strategy to control the
load of free virus particles. We compare the values of each type of cells, virus particles and total
tumor load in the absence and presence of delay τ and control u2(t). Figure-10 and Figure-
11 show that uninfected and infected cells completely wiped out after one small bump in the
presence Viral-Load-control. On the other hand, The free virus particles’ after 60 days mounts
to 5× 106. We observe that the total tumor load faces a small bump on 22nd day which mounts
up to 0.65 × 106 and pacifies after 42nd day coming down to zero. Figure-12 shows the control
profile for Viral-Load-Optimal control u∗2. This suggests that opting Strategy B alone is better
than opting Strategy A alone and is much more fruitful in order to eliminate tumor.

(C) Combination of both the Strategies A and B simultaneously: Finally, we combine both
the strategies together, i.e., we opt to engineer the rate of infection and viral load together. In
this case, we see that the small bump that was appeared in the profile of uninfected cells, infected
cells and hence of total tumor load in Strategy B, is almost negligible here in the combination
of both the strategies, see Figure-13 and Figure-14. The total tumor, in this case, extincts after
14 days (if we neglect that negligible bump). Figure-15 shows the control profiles for Infection-
Rate-Optimal control u∗1 and Viral-Load-Optimal control u∗2. It suggests that the optimal values
of controls should be u∗1 = 0.048 after 55 days and u∗2 = 1 after 20 days.
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Figure 7. Uninfected cells and infected cells profile for without delay-without control
(blue dash-dot line), with delay-without control (red dotted line) and with delay-with
control (green solid line) under Strategy A.
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Figure 8. Virus particles and total tumor load for without delay-without control (blue
dash-dot line), with delay-without control (red dotted line) and with delay-with control
(green solid line) under Strategy A.

8. Discussion and Conclusions

In this paper, we have analyzed a three population virus-host delayed dynamical model with optimal
control by introducing first, the delay (which is defined as the time taken by an infected cell to become
actively infected) and then two optimal controls in the model proposed by A. El-alami laaroussi et
al. [24]. At first, we have studied the delayed dynamical system without optimal controls. We checked
the stability of all the three steady states after showing the non negativity and boundedness of the
solutions and defining the positive bounded feasible region for the analysis of stability of the system.
Then, we have shown the direction of stability whose proof is present in the Appendix. The origin or the
tumor free steady state is always an unstable state of the system in absence of controls. The instability of
origin indicates that the complete eradication of the tumor is not possible in the system without control.

An important parameter in our model is the burst value b which is the number of virus released by
the rupture of an infected cell. If b ≤ 1 + δ

βK , then a stable boundary equilibrium point E2(10, 0, 0)

exists. Furthermore, it is shown that (10, 0, 0) is globally asymptotically stable (Figure-1). Biologically,
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Figure 9. Infection-Rate-Optimal control u1(t) for delayed control problem 6.1 with
τ = 2 days.
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Figure 10. Uninfected cells and infected cells profile for without delay-without control
(blue dash-dot line), with delay-without control (red dotted line) and with delay-with
control (green solid line) under Strategy A.

it shows that whatever be the value of the delay and initial stage of the tumor, if burst rate is lesser than
or equal to the factor 1+ δ

βK , then the uninfected cells will increase rapidly causing the tumor to achieve

the carrying capacity 10 mm3 consisting only uninfected cells whereas infected cells vanish leading to an
incurable stage. So it is concluded that if the burst value b is lesser than or equal to the critical value
1+ δ

βK , then the therapy fails. As the value of b crosses its critical value, the dynamical system bifurcates

and the therapy-failure equilibrium point becomes unstable whereas at the same time, a new positive
steady state E3 appears. Thus system undergoes a transcritical bifurcation at b = 1 + δ

βK .

Figure 2 shows that when b crosses the critical value and the delay value is zero then under some
defining conditions, the positive equilibrium point is stable leading to the partial success of the therapy
because in this case, tumor stabilizes to a certain value and remains there for all time. As τ increases,
the tumor starts to oscillate finitely weakening the stability of positive equilibrium point. But the tumor
remains stable (with enhanced period of becoming stale) for small values of τ . However, if τ crosses its
critical value τ∗ = 2 days, then the corresponding characteristic equation possesses purely imaginary
roots showing the existence of periodic solutions, Figure-3. Consequently at τ = τ∗, the Hopf bifurcation
exists and at τ > τ∗, the system undergoes instability which biologically predicts the periodic growth of
the tumor cells. Instability and periodicity of tumor for increasing values of τ is shown in Figure-5.
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Figure 11. Virus particles and total tumor load for without delay-without control (blue
dash-dot line), with delay-without control (red dotted line) and with delay-with control
(green solid line) under Strategy B.
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Figure 12. Viral-Load-Optimal control u2(t) for delayed control problem 6.1 with τ = 2
days.

Moreover, we have shown in Figure-4 and Figure-6 how the values of β impact over tumor growth. It
suggests that if β = 0.02 mm−3 day−1, tumor grows up to its maximal capacity 10 mm3, if β = 0.22
mm−3 day−1, tumor stabilizes to a certain value 1.9mm3 and if β = 0.42mm−3 day−1, tumor destabilizes
again.

At last, we have discussed the delayed optimal control problem under two control policies discussed in
Section 6. For, we have adopted three different strategies. Under Strategy A of engineering the infection
rate of virus (Figure-7 and Figure-8), the total tumor load attains the value of 1.48 mm3, which is lesser
than the tumor volume obtained in the delayed system without control. Next, we have adopted the
Strategy B to control the viral load in body. Under this strategy, We observe that the total tumor load
gets eliminated after 16 days and then experiences a small bump after 22nd day reaching its maximum
value to 0.65 × 106 and eventually vanishes after 42nd day, see Figure-10 and Figure-11. This suggests
that opting Strategy B alone is better than opting Strategy A alone and is much more fruitful when it
comes to eliminating tumor. Finally, we combine both the strategies together, i.e., we decide to engineer
the rate of infection and control viral load together. In this case, we see that the total tumor load goes
extinct just after 14 days and the small bump appeared in Strategy B is almost disappeared here in the
combination of both the strategies, see Figure-13 and Figure-14. Figure-15 shows the control profiles for
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Figure 13. Uninfected cells and infected cells profile for without delay-without control
(blue dash-dot line), with delay-without control (red dotted line) and with delay-with
control (green solid line) under Strategy A.
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Figure 14. Virus particles and total tumor load for without delay-without control (blue
dash-dot line), with delay-without control (red dotted line) and with delay-with control
(green solid line) under Strategy B.

Infection-Rate-Optimal control u∗1 and Viral-Load-Optimal control u∗2 which suggest that the optimal
values of controls are u∗1 = 0.048 after 55 days and u∗2 = 1 after 20 days. Thus, we see that when
the combination of Strategies A and B is applied, extinction of tumor takes place very fast which is
never possible in a delayed model without optimal control or in any other strategy alone. Further, we
conclude that the results of virotherapy are in this order from worst to best: delayed virotherapy with no
optimal control, delayed virotherapy with Strategy A, delayed virotherapy with Strategy B and delayed
virotherapy with Strategies A and B.
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Figure 15. Infection-Rate-Optimal control u1(t) and Viral-Load-Optimal control u2(t)
for delayed control problem 6.1 with τ = 2 days.
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Appendix

Proof of Theorem 4.6: We have shown in the discussion in Section 4 that at τ∗, the system undergoes
Hopf bifurcation at positive equilibrium state. Now, we shall establish the direction and stability of the
periodic solutions of the system (2.1) from the positive equilibrium point. In this regard, we use the
normal form theory and center manifold theorem as given by Hassard et al. [50]. Denoting the critical
value of τ by τk and the corresponding purely imaginary roots by ±ιω.
Let τ = τk + µ, µ ∈ R, so that µ = 0 is the Hopf bifurcation value for the system. Let C([−1, 0], R3)
be the space of continuous real valued functions defined from [−1, 0] to R3. Let y1(t) = U(t) − U∗,
y2(t) = I(t)− I∗ and y3(t) = V (t)− V ∗, and xi(t) = yi(τt), for i = 1, 2, 3, 4. Then the system (2.1) can
be expressed as a functional differential equation in C as given by

dx

dt
= Lµxt + f(µ, xt) (8.1)

where x(t) = (x1(t), x2(t), x3(t))
′ ∈ R3, xt(θ) = x(t+θ), θ ∈ [−1, 0] and Lµ : C → R3, and f : R×C → R3

as defined below

Lµϕ = (τk + µ)[Aϕ(0) +Bϕ(−1)], (8.2)

and

f(µ, xt) = (τk + µ)

 −r
K ϕ1(0)(ϕ1(0) + ϕ2(0))− αϕ1(0)ϕ2(0)− βϕ1(0)ϕ3(0)

βϕ1(−1)ϕ3(−1)
−βϕ1(0)ϕ3(0)

 (8.3)

for ϕ = (ϕ1, ϕ2, ϕ3)
′ ∈ C, and matrices A and B are as given in (4.1).

By the Riesz representation theorem, there exists a function η(θ, µ) whose components are of bounded
variation for θ ∈ [−1, 0] such that

Lµϕ =

∫ 0

−1

dη(θ, µ)ϕ(θ). (8.4)

We may choose η(θ, µ) as

η(θ, µ) = (τk + µ)[Aδ(θ)−Bδ(θ + 1)], (8.5)

δ(θ) being the Dirac delta function.
For ϕ ∈ C1([−1, 0],R3), define

A(µ)ϕ =

{
dϕ(θ)
dθ , θ ∈ [−1, 0);∫ 0

−1
dη(s, µ)ϕ(s), θ = 0,

(8.6)

and

B(µ)ϕ =

{
0 θ ∈ [−1, 0);
f(θ, µ), θ = 0.

(8.7)

Then the system (8.2) can be written as

ẋt = A(µ)xt +B(µ)xt, (8.8)

where xt(θ) = x(t+ θ) for θ ∈ [−1, 0].
For ψ ∈ C1([−1, 0], (R3)∗), define

A∗ψ(s) =

{
−dψ(s)
ds , s ∈ [−1, 0);∫ 0

−1
dη(t, 0)ψ(−t), s = 0,

(8.9)

and a bilinear product

⟨ψ, ϕ⟩ = ψ̄(0).ϕ(0)−
∫ 0

θ=−1

∫ θ

ξ=0

ψ̄(ξ − θ)dη(θ)ϕ(ξ)d(ξ), (8.10)
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where η(θ) = η(θ, 0). Then A(0) and A∗ are adjoint operators. Clearly, ±ιω0τk are the eigenvalues of A
and hence of A∗ also. Now, we seek to determine their corresponding eigenvectors for A(0) and A∗ both.
Let q(θ) = (q1, q2, q3)

′eιω0τ0θ be the eigenvector of A(0) w.r.t. the eigenvalue ιω0τk, then

A(0)q(θ) = ιω0τkq(θ), (8.11)

For θ = 0, we get

τk

 ιω0 − r(1− 2U∗+I∗

K ) + αI∗ + βV ∗ rU
∗

K + αU∗ βU∗

−βV ∗eιω0τk ιω0 + γ −βU∗eιωτk

βV ∗ −bγ ιω0 + δ + βU∗

 q1
q2
q3

 =

 0
0
0

 (8.12)

Solving the above system choosing q1 = 1, we get q2 = βV ∗(ιω0+δ)

e−ιω0τk [(γ+ιω0)(δ+βU∗+ιω0)]−bβγU∗ and q3 =

bβγV ∗−β(ιω0+γ)V
∗e−ιω0τk

e−ιω0τk [(γ+ιω0)(δ+βU∗+ιω0)]−bβγU∗

Similarly, suppose q∗(s) = D(q∗1 , q
∗
2 , q

∗
3)

′eιω0τ0s be the eigenvector of A∗ corresponding to the eigenvalue
−ιω0τk, then

A∗q∗(s) = −ιω0τkq
∗(s). (8.13)

Solving 8.13, we get q∗1 = 1, q∗2 =
U∗(ιω0−δ−βU∗)( r

K +α)−bβγU∗

(γ−ιω0)(δ+βU∗−ιω0)−bβγU∗e−ιω0τk
and q∗3 =

−βU∗2e−ιω0τk ( r
K +α)−βU∗(γ−ιω0)

(γ−ιω0)(δ+βU∗−ιω0)−bβγU∗e−ιω0τk

Using the normalization condition, i.e., ⟨q∗(s)q(θ)⟩ = 1, we have from 8.10

⟨q∗(s), q(θ)⟩ = D̄(1, q̄∗2 , q̄
∗
3)(1, q2, q3)

′ −
∫ 0

−1

∫ θ

ξ=0

D̄(1, q̄∗2 , q̄
∗
3)e

−ιω0τ0(ξ−θ)dη(θ)(1, q2, q3)
′eιω0τ0ξdξ,

= D̄[1 + q2q̄
∗
2 + q3q̄

∗
3 −

∫ 0

−1

(1, q̄∗2 , q̄
∗
3)θe

ιω0τ0θdη(θ)(1, q2, q3)
′],

= D̄[1 + q2q̄
∗
2 + q3q̄

∗
3 + τ0e

−ιω0τ0(1, q̄∗2 , q̄
∗
3)×B(1, q2, q3)

′,

= βq̄∗1(V
∗ + U∗q2).

As given in Hassard et al. [50], we first determine the coordinates to describe the center manifold C0 at
µ = 0. Let xt be the solution of the equation (8.8) when µ = 0. Define

z(t) = ⟨q∗, xt⟩, W (t, θ) = xt(θ)− 2Re{z(t)q(θ)}. (8.14)

On the center manifold C0, we have

W (t, θ) =W (z, z̄, θ) =W20(θ)
z2

2
+W11(θ)zz̄ +W02(θ)

z̄2

2
+ ... (8.15)

where z and z̄ are local coordinates for the center manifold C0 in the direction of q∗ and q̄∗. Note that
W is real if xt is real. We consider only real solutions xt ∈ C0 of the equation (8.8). So

ż = ιω0τkz + q̄∗(0)f(0,W (z, z̄, 0) + 2Re{zq(0)}),
= ιω0τkz + g(z, z̄), (8.16)

where

g(z, z̄) = q̄∗(0).f0(z, z̄) (8.17)

= g20
z2

2
+ g11zz̄ + g02

z̄2

2
+ g21

z2z̄

2
+ ... (8.18)

Then, using (8.14) and (8.15), we have

xt(θ) = W (z, z̄, θ) + 2Re{zq(θ)}, (8.19)

= W20(θ)
z2

2
+W11(θ)zz̄ +W02(θ)

z̄2

2
+ z(q1, q2, q3)

′eιω0τkθ + z̄(q̄1, q̄2, q̄3)
′e−ιω0τkθ + ...(8.20)

so that

xit(θ) =W
(i)
20 (θ)

z2

2
+W

(i)
11 (θ)zz̄ +W

(i)
02 (θ)

z̄2

2
+ zqie

ιω0τkθ + z̄q̄ie
−ιω0τkθ, (8.21)
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for i = 1, 2, 3.
From the equation (8.17), we have

g(z, z̄) = τkD̄(q̄∗1 , q̄
∗
2 , q̄

∗
3).

 −r
K x1t (0)(x

1
t (0) + x2t (0))− αx1t (0)x

2
t (0)− βx1t (0)x

3
t (0)

βx1t (−1)x3t (−1)
−βx1t (0)x3t (0)

 (8.22)

It is obvious that

x1t (0) = z + z̄ +W
(1)
20 (0)

z2

2
+W

(1)
11 (0)zz̄ +W

(1)
02 (0)

z̄2

2
+ ..., (8.23)

x2t (0) = zq2 + z̄q̄2 +W
(2)
20 (0)

z2

2
+W

(2)
11 (0)zz̄ +W

(2)
02 (0)

z̄2

2
+ ..., (8.24)

x3t (0) = zq3 + z̄q̄3 +W
(3)
20 (0)

z2

2
+W

(3)
11 (0)zz̄ +W

(3)
02 (0)

z̄2

2
+ ..., (8.25)

x1t (−1) =W
(1)
20 (−1)

z2

2
+W

(1)
11 (−1)zz̄ +W

(1)
02 (−1)

z̄2

2
+ ze−ιω0τk + z̄eιω0τk + ..., (8.26)

and

x3t (−1) =W
(3)
20 (−1)

z2

2
+W

(3)
11 (−1)zz̄ +W

(3)
02 (−1)

z̄2

2
+ zq3e

−ιω0τk + z̄q̄3e
ιω0τk + ... (8.27)

Further,

x1t (0)x
1
t (0) = z2 + z̄2 + 2zz̄ +

1

2
(4W

(1)
11 (0) + 2W

(1)
20 (0))z2z̄ + ..., (8.28)

x1t (0)x
2
t (0) = q2z

2+ q̄2z̄
2+(q2+ q̄2)zz̄+

1

2
(2W

(2)
11 (0)+W

(2)
20 (0)+W

(1)
20 (0)q̄2+2W

(1)
11 (0)q2)z

2z̄+ ..., (8.29)

x1t (0)x
3
t (0) = q3z

2+ q̄3z̄
2+(q3+ q̄3)zz̄+

1

2
(2W

(3)
11 (0)+W

(3)
20 (0)+W

(1)
20 (0)q̄3+2W

(1)
11 (0)q3)z

2z̄+ ..., (8.30)

and

x1t (−1)x3t (−1) = q3e
−2ιω0τkz2 + q̄3e

2ιω0τk z̄2 + (q3 + q̄3)zz̄ +
1

2
(2e−ιω0τkW

(3)
11 (−1)

+ eιω0τkW
(3)
20 (−1) + q̄3e

ιω0τkW
(1)
20 (−1) + 2q3e

−ιω0τkW
(1)
11 (−1))z2z̄ + ... (8.31)

Now, using the values obtained in equations (8.28), (8.29), (8.30) and (8.31) in the equation (8.22), we
get,

g(z, z̄) = τkD̄[(− r

K
− α){q2z2 + q̄2z̄

2 + (q2 + q̄2)zz̄ +
1

2
(2W

(2)
11 (0) +W

(2)
20 (0) +W

(1)(0)q̄2
20

+ 2W
(1)
11 (0))q2)z

2z̄ + ...} − r

K
{z2 + z̄2 + 2zz̄ +

1

2
(4W

(1)
11 (0) + 2W

(1)
20 (0))z2z̄ + ...}

− β{q3z2 + q̄3z̄
2 + (q3 + q̄3)zz̄ +

1

2
(2W

(3)
11 (0) +W

(3)
20 (0) +W

(1)
20 (0)q̄3 + 2W

(1)
11 (0)q3)z

2z̄ + ...}

+ βq̄∗2{q3e−2ιω0τkz2 + q̄3e
2ιω0τk z̄2 + (q3 + q̄3)zz̄ +

1

2
(2e−ιω0τkW

(3)
11 (−1) + eιω0τkW

(3)
20 (−1)

+ q̄3e
ιω0τkW

(1)
20 (−1) + 2q3e

−ιω0τkW
(1)
11 (−1))z2z̄ + ...} − βq̄∗3{q3z2 + q̄3z̄

2

+ (q3 + q̄3)zz̄ +
1

2
(2W

(3)
11 (0) +W

(3)
20 (0) + q̄3W

(1)
20 (0) + 2q3W

(1)
11 (0))z2z̄ + ...}]

So, comparing the above equation with (8.18), we get

g20 = 2τkD̄[(− r

K
− α)q2 −

r

K
− βq3 + βq̄∗2q3e

−2ιω0τk − βq̄∗3q3], (8.32)

g02 = 2τkD̄[(− r

K
− α)q̄2 −

r

K
− βq̄3 + βq̄∗2 q̄3e

2ιω0τk − βq̄∗3 q̄3], (8.33)

g11 = 2τkD̄[(− r

K
− α)(q2 + q̄2)−

2r

K
− β(q3 + q̄3) + βq̄∗2(q3 + q̄3)], (8.34)
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and

g21 = τkD̄[(− r

K
− α)(2W

(2)
11 (0) +W

(2)
20 (0) +W

(1)(0)q̄2
20 + 2W

(1)
11 (0)q2)−

r

K
(4W

(1)
11 (0) + 2W

(1)
20 (0))

− β(2W
(3)
11 (0) +W

(3)
20 (0) +W

(1)
20 (0)q̄3 + 2W

(1)
11 (0)q3) + βq̄∗2(2e

−ιω0τkW
(3)
11 (−1) + eιω0τkW

(3)
20 (−1)

+ q̄3e
ιω0τkW

(1)
20 (−1) + 2q3e

−ιω0τkW
(1)
11 (−1))− βq̄∗3(2W

(3)
11 (0) +W

(3)
20 (0) + q̄3W

(1)
20 (0) + 2q3W

(1)
11 (0))].

(8.35)

For further evaluation of g21, we require the values of W20(θ) and W11(θ). Therefore, from (8.15) and
(8.16), we have

Ẇ = ẋt − żq − ˙̄zq̄

=

{
AW − 2Re{q̄∗(0).f0q(θ)}, θ ∈ [−1, 0),
AW − 2Re{q̄∗(0).f0q(θ)}+ f0, θ = 0.

= AW +H(z, z̄, θ). (8.36)

where

H(z, z̄, θ) = H20(θ)
z2

2
+H11(θ)zz̄ +H02(θ)

z̄2

2
+ ... (8.37)

Also, on the center manifold C0,
Ẇ =Wz ż +Wz̄ ˙̄z. (8.38)

Using equations (8.16), (8.36) and (8.38), we obtain

(A− 2ιω0τk)W20 = −H20, (8.39)

AW11 = −H11, etc. (8.40)

Now, for −1 ≤ θ < 0,

H(z, z̄, θ) = −q̄∗(θ).f0q(θ)− q∗(0).f̄0q̄(θ)

= −g(z, z̄)q(θ)− ḡ(z, z̄)q̄(θ)

= −(g20q(θ) + ḡ02q̄(θ))
z2

2
− (g11q(θ) + ḡ11q̄(θ))zz̄ + ...

(8.41)

Comparing the coefficients of above equation with (8.37), we get

H20(θ) = −g20q(θ)− ḡ02q̄(θ), (8.42)

H11(θ) = −g11q(θ)− ḡ11q̄(θ). (8.43)

Using the definition of A and equations (8.39) and (8.42), we get

W ′
20(θ) = 2ιω0τkW20(θ) + g20q(θ) + ḡ02q̄(θ). (8.44)

Similarly, from equations (8.40), (8.43) and by definition of A, we have

W ′
11(θ) = g11q(θ) + ḡ11q̄(θ), (8.45)

Solving the above equations for W20(θ) and W11(θ), one can obtain

W20(θ) =
ιg20
ω0τk

q(0)eιω0τkθ +
ιḡ02
3ω0τk

q̄(0)e−ιω0τkθ + E1e
2ιω0τkθ, (8.46)

W11(θ) = − ιg11
ω0τk

q(0)eιω0τkθ +
ιḡ11
ω0τk

q̄(0)e−ιω0τkθ + E2. (8.47)

where E1 = (E
(1)
1 , E

(2)
1 , E

(3)
1 ) and E2 = (E

(1)
2 , E

(2)
2 , E

(3)
2 ) are vectors in R3 and can be obtained by setting

θ = 0 in H(z, z̄, θ). Further, from the equations (8.39) and (8.40) and using the definition of A, we have∫ 0

−1

dη(θ)W20(θ) = 2ιω0τkW20 −H20(0), (8.48)∫ 0

−1

dη(θ)W11(θ) = −H11(0). (8.49)
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Now, from the equations (8.36), (8.37) and (8.41), we get

H20(0) = −g20q(0)− ḡ02q̄(0) + τk

 − r
K − ( rK + α)q2 − βq3

βq3e
−2ιω0τk

−βq3

 , (8.50)

H11(0) = −g11q(0)− ḡ11q̄(0) + τk

 −( rK + α)(q2 + q̄2)− 2r
K − β(q3 + q̄3)

β(q3 + q̄3)
−β(q3 + q̄3)

 . (8.51)

Using equations (8.46), (8.48) and (8.50), we get

(2ιω0τkI3 −
∫ 0

−1

e2ιω0τkθdη(θ)) = τk

 − r
K − ( rK + α)q2 − βq3

βq3e
−2ιω0τk

−βq3

 (8.52)

which implies that 2ιω0 − r(1− 2U∗+I∗

K ) + αI∗ + βV ∗ rU
∗

K + αU∗ βU∗

−βV ∗eιω0τk 2ιω0 + γ −βU∗eιωτk

βV ∗ −bγ 2ιω0 + δ + βU∗


 E

(1)
1

E
(2)
1

E
(3)
1

 =

 − r
K − ( rK + α)q2 − βq3

βq3e
−2ιω0τk

−βq3

 . (8.53)

Similarly using equations (8.47), (8.49) and (8.51), we get −r(1− 2U∗+I∗

K ) + αI∗ + βV ∗ rU
∗

K + αU∗ βU∗

−βV ∗eιω0τk γ −βU∗eιωτk

βV ∗ −bγ δ + βU∗


 E

(1)
2

E
(2)
2

E
(3)
2

 =

 −( rK + α)(q2 + q̄2)− 2r
K − β(q3 + q̄3)

β(q3 + q̄3)
−β(q3 + q̄3)

 . (8.54)

Now, solving the above two systems, we can easily find out the vectors E1 and E2 and then W20 and W11

and hence g21.
Also, we can derive the following parameters as given in Hassard et al. [50].

c1(0) =
ι

2ω0τk
(g11g20 − 2|g11|2 −

|g02|3

2
) +

g21
2
,

µ2 = − Re{c1(0)}
Re{λ′(τk)}

,

β2 = 2Re{c1(0)},

T2 = −Im{c1(0)}+ µ2Im{λ′(τk)}
ω0τk

,

that determine the direction and stability of the periodic solutions from the infected equilibrium at the
threshold value τ = τk. This completes the proof.
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