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Abstract

In this paper, we describe all Λc-classical orthogonal polynomials, where Λc, c ∈ C is
a fourth-order lowering differential operator. The solutions are the Laguerre {L(3)

n }n≥0

and the Jacobi {P (α−4,3)
n }n≥0. As an illustration, some connection formulas between

the polynomial solutions are deduced.
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1 Introduction

An orthogonal polynomial sequence {Pn(x)}n≥0 is called classical if {DPn(x)}n≥0, where
D := d

dx
is the standard derivative, is also orthogonal (Hermite, Laguerre, Bessel or Jacobi).

This is Sonine-Hahn property [18, 24]. In [25], Hahn gave similar characterization theorems
for orthogonal polynomials Pn such that the polynomials ∆Pn or DqPn, (n ≥ 1) are again
orthogonal. Here ∆Pn is the difference operator and DqPn is the q-difference operator.

In a more general setting, let O be a linear operator acting on the space P of polynomials
in one variable which sends polynomials of degree n to polynomials of degree n + n0 (n0 is
a fixed integer). We call a sequence {Pn}n≥0 of orthogonal polynomials O-classical if there
exist a sequence {Qn}n≥0 of orthogonal polynomials such that OPn = Qn+n0 (where n ≥ 0 if
n0 ≥ 0 and n ≥ n0 if n0 < 0). The concept of O-classical orthogonal polynomials has been
studied by many authors in the literature, we can see [1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 9, 15, 26]
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In this paper, we describe all Λc-classical orthogonal polynomial sequences where Λc, c ∈
C is the following differential operator generalizing the Laguerre derivative

Λc : P → P

f 7→
(

Ω̂3(x− c)Ω̂3 + 2Ω̂3

)
f(x),

where Ω̂m is introduced by Dattoli et Ricci (see[21])

Ω̂m :=
d

dx
x
d

dx
+m

d

dx
, m 6= −n, n ∈ N.

The basic idea has been deduced by starting from the Laguerre derivative given in [21].
On the other hand, by using [28], we can easily prove(

Ω̂3xΩ̂3 + 2Ω̂3

)
L

(3)
n+1(x) = ΘnL

(1)
n (x), n ≥ 1,

where Θn := (n+ 1)(n+ 2)(n+ 3)(n+ 4), is the normalisation factor and {L(α)
n (x)}n≥0, α 6=

−n, n ≥ 1, are the monic orthogonal Laguerre polynomial sequences.
This means that the above family of standard orthogonal polynomials is an Λ-classical

polynomial sequence, since it satisfies the Hahn’s property for the lowering operator Λ :=
Ω̂3xΩ̂3 + 2Ω̂3.

From a more general point of view, for a given c ∈ C, let Λc : P → P be the linear
operator defined by

Λc := Ω̂3(x− c)Ω̂3 + 2Ω̂3, (Λ0 = Λ).

The purpose of this paper is to introduce the concept of the Λc-classical polynomial se-
quence and to provide a full description of this family of orthogonal polynomials. Especially,
we prove that the Λc-classical polynomial sequences form a subfamily of the D-classical
polynomial sequences.

The rest of this paper is organized as follows. In Section 2, we develop the terminology
and basic definitions that will be used later on. In Section 3, we exhaustively describe the
Λc-classical sequences.

2 Preliminaries and notations

Let P be the linear space of polynomials in one variable with complex coefficients. The
algebraic dual space of P will be represented by P ′. We denote by 〈u, p〉 the action of
u ∈P ′ on p ∈P and by (u)n := 〈u, xn〉, n ≥ 0, the sequence of moments of u with respect
to the polynomial sequence {xn}n≥0.

Let us define the following operations in P ′. For linear functionals u, any polynomial
q, and any (a, b, c) ∈ C\{0} × C2, let Du = u′, qu, (x − c)−1u, τ−bu and hau be the linear
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functionals defined by duality, [14, 17, 18, 29]

〈qu, p〉 := 〈u, qp〉, 〈u′, p〉 := −〈u, p′〉,

〈(x− c)−1u, p〉 := 〈u, θcp〉, where θcp(x) =
p(x)− p(c)
x− c

,

〈τ−bu, p〉 := 〈u, τbp〉, where τbp(x) = p(x− b),
〈hau, p〉 := 〈u, hap〉, where hap(x) = p(ax), for every p ∈P.

A linear functional u is called normalized if it satisfies (u)0 = 1.
Let {Pn}n≥0 be a infinite sequence of monic polynomials (SMP) with degPn = n and let
{un}n≥0 be its dual sequence, un ∈ P′, defined by 〈un, Pm〉 = δn,m, n, m ≥ 0. Notice that
u0 is said to be the canonical functional associated with the SMP {Pn}n≥0. Recall that

any u ∈ P ′ can be represented as u =
∑+∞

n=0〈u, Pn〉un. So, if {u[1]
n }n≥0 denotes the dual

sequence of the SMP {P [1]
n }n≥0 where P

[1]
n (x) := (n + 1)−1P ′n+1(x), n ≥ 0, then Du

[1]
n =

−(n+ 1)un+1, n ≥ 0 [30]. Likewise, the dual sequence {ũn}n≥0 of the shifted SMP {P̃n}n≥0,
where P̃n(x) := a−nPn(ax+b) with (a, b) ∈ C\{0}×C, is given by ũn = an(ha−1◦τ−b)un, n ≥ 0
[30].

Let us recall that a form u (linear functional) is said to be quasi-definite (regular) if there
exists a unique sequence of monic polynomials {Pn}n≥0, such that [14, 17, 18, 29, 30]

〈u, PnPm〉 = rnδn,m, n, m ≥ 0, rn 6= 0, n ≥ 0. (1)

The sequence {Pn}n≥0 is said to be the sequence of monic orthogonal polynomials (SMOP)
with respect to u. Note that u = (u)0u0, with (u)0 6= 0. For any quasi-definite linear
functional u and any polynomial ϕ such that ϕu = 0, it is then straightforward to prove that
ϕ = 0, [30].

Lemma 2.1 [14, 17, 18, 29]. The SMP {Pn}n≥0, with dual sequence {un}n≥0, is orthogonal
with respect to u0 if and only if one of the following statements hold:

(i) un = 〈u0, P
2
n〉−1Pnu0, n ≥ 0.

(ii) {Pn}n≥0 satisfies a Three-Term Recurrence Relation

(TTRR)

{
P0(x) = 1, P1(x) = x− β0,
Pn+2(x) = (x− βn+1)Pn+1(x)− γn+1Pn(x), n ≥ 0,

(2)

where βn = 〈u0, xP
2
n〉/〈u0, P

2
n〉 ∈ C and γn+1 = 〈u0, P

2
n+1〉/〈u0, P

2
n〉 ∈ C\{0}.

A linear functional u is said to be positive-definite if it is quasi-definite i.e. it satisfies (1)
and rn > 0 for every nonnegative integer n (see [29]). Note that a linear functional u is
quasi-definite but it is not necessarily positive-definite.
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The orthogonality is preserved by a shifting in the variable. Indeed, for the shifted
sequence {P̃n}n≥0 where P̃n(x) := a−nPn(ax + b) with (a, b) ∈ C\{0} × C, the following
Three-Term Recurrence Relation holds (see [20, 29])

(TTRR)

{
P̃0(x) = 1, P̃1(x) = x− β̃0,

P̃n+2(x) = (x− β̃n+1)P̃n+1(x)− γ̃n+1P̃n(x), n ≥ 0,

where β̃n = a−1(βn − b) and γ̃n+1 = a−2γn+1.

Notice that {P̃n}n≥0 is orthogonal with respect to the linear functional ũ0 = (ha−1◦τ−b)u0.
A linear functional u is said to be D-classical when it is quasi-definite and there exist

two polynomials Φ and Ψ, Φ monic, deg Φ = t ≤ 2, and deg Ψ = 1, such that u satisfies a
Pearson’s equation (see [14, 17, 18, 22, 29, 30, 31])

(PE) (Φu)′ + Ψu = 0. (3)

In such a case, the corresponding SMOP {Pn}n≥0 is said to be D-classical.
Any shift leaves invariant the D-classical character. Indeed, the shifted linear functional

ũ = (ha−1 ◦ τ−b)u fulfils [14, 17, 18, 30]

(Φ̃ũ)′ + Ψ̃ũ = 0,

where Φ̃(x) = a−tΦ(ax+ b) and Ψ̃(x) = a1−tΨ(ax+ b).
It is well-known that any D-classical polynomial sequence {Pn}n≥0 can be characterized

by taking into account its orthogonality and a First Structure Relation (FSR) or a Second
Structure Relation (SSR) as follows, [13, 17, 20, 22, 23, 30]:

(FSR) Φ(x)P ′n+1(x) = r(x;n)Pn+1(x) + snPn(x), n ≥ 0, (4)

(SSR) Pn(x) = P [1]
n (x) + anP

[1]
n−1(x) + bnP

[1]
n−2(x), n ≥ 0, (5)

The D-classical orthogonal polynomials are essentially the only polynomial (not just or-
thogonal polynomial) systems that satisfy a Second-Order Differential Equation (SODE, in
short), Bochner [16], (see also [12, 31]), of the form

Φ(x)P ′′n+1(x)−Ψ(x)P ′n+1(x) = ωnPn+1(x), n ≥ 0, (6)

with deg φ ≤ 2, degψ = 1 and where (n+1)
(

1
2
φ′′(0)n+ψ′(0)

)
= ωn 6= 0, n ≥ 0. For the four

canonical situations (three positive-definite cases, namely Hermite, Laguerre, and Jacobi,
and one quasi-definite case, namely Bessel), in the next table we summarize the parameters
involved in (2)−(6), (for more details, see [12, 22, 29, 30, 31]).
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Some basic characteristics of classical orthogonal polynomials.

(C1) Hermite: Pn(x) = Hn(x), n ≥ 0,

βn = 0, n ≥ 0, γn+1 = n+1
2
, n ≥ 0,

Φ(x) = 1, Ψ(x) = 2x,
r(x;n) = 0, sn = n+ 1, n ≥ 0,
an = bn = 0, n ≥ 0,
ωn = −2(n+ 1), n ≥ 0.

(C2) Laguerre: Pn(x) = L
(α)
n (x), n ≥ 0, (α 6= −n, n ≥ 1),

βn = 2n+ α+ 1, n ≥ 0, γn+1 = (n+ 1)(n+ α+ 1), n ≥ 0,
Φ(x) = x, Ψ(x) = x− α− 1,
r(x;n) = n+ 1, sn = γn+1, n ≥ 0,
an = n, bn = 0, n ≥ 0,
ωn = −(n+ 1), n ≥ 0.

(C3) Bessel: Pn(x) = B
(α)
n (x), n ≥ 0, (α 6= −n

2
, n ≥ 0),

β0 = − 1
α
, βn = 1−α

(n+α−1)(n+α)
, n ≥ 0, γn = − n(n+2α−2)

(2n+2α−3)(n+α−1)2(2n+2α−1)
, n ≥ 1,

Φ(x) = x2, Ψ(x) = −2(αx+ 1),
r(x;n) = (n+ 1)(x− 1

n+α
), sn = −(2n+ 2α+ 1)γn+1, n ≥ 0,

an = n
(n+α−1)(n+α)

, n ≥ 1, a0 = 0, bn =
(n−1)n

(2n+2α−3)(n+α−1)2(2n+2α−1)
, n ≥ 2, b0 = b1 = 0,

ωn = (n+ 1)(n+ 2α), n ≥ 0.

(C4) Jacobi: Pn(x) = P
(α,β)
n (x), n ≥ 0, (α, β 6= −n, α+ β 6= −n− 1, n ≥ 1),

β0 = α−β
α+β+2

, βn = α2−β2

(2n+α+β)(2n+α+β+2)
, γn =

4n(n+α+β)(n+α)(n+β)

(2n+α+β−1)(2n+α+β)2(2n+α+β+1)
, n ≥ 1,

Φ(x) = x2 − 1, Ψ(x) = −(α+ β + 2)x+ α− β,
r(x;n) = (n+ 1)(x− α−β

2n+α+β+2
), sn = −(2n+ α+ β + 3)γn+1, n ≥ 0,

an = − 2n(α−β)
(2n+α+β)(2n+α+β+2)

, n ≥ 1, a0 = 0, bn = − 4(n−1)n(n+α)(n+β)

(2n+α+β−1)(2n+α+β)2(2n+α+β+1)
, n ≥ 2, b0 = b1 = 0,

ωn = (n+ 1)(n+ α+ β + 2), n ≥ 0.

Notice that a linear functional D-classical is not necessarily positive-definite.
Now, recall that the latter operator is given by

Λc : P −→ P

f 7−→ Λc(f) = (x− c)3f (4) + 12(x− c)2f (3) + 36(x− c)f ′′ + 24f ′,

It is clear that Λc lowers the degree by one of any polynomial. Indeed, we have

Λc(x− c)n+1 =
(

Ω̂3(x− c)Ω̂3 + 2Ω̂3

)
(x− c)n+1

= (n+ 1)(n+ 2)(n+ 3)(n+ 4)(x− c)n, n ≥ 0, (7)

since Ω̂3(x− c)n+1 = (n+ 1)(n+ 4)(x− c)n, n ≥ 0, (see [21]).
By transposition of the operator Λc, we get

tΛc = (x−c)f (4)+(6(x−c)3−108(x−c)2)f (2)−(144(x−c)3−36(x−c)−48)f ′−72(x−c)2f. (8)

For any SMP {Pn}n≥0, we define

Qn(x) :=
Λc Pn+1(x)

(n+ 1)(n+ 2)(n+ 3)(n+ 4)
, n ≥ 0. (9)
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Clearly, {Qn}n≥0 is a SMP and degQn = n. If {vn}n≥0 denotes the dual sequence of {Qn}n≥0,
then we have

tΛcvn = (n+ 1)(n+ 2)(n+ 3)(n+ 4)un+1, n ≥ 0. (10)

Note that for c = 0 and using the representation of Laguerre polynomials in terms of
hypergeometric series [27]:

L(α)
n (x) =

n∑
ν=0

(−1)n−ν
(
n

ν

)
Γ(n+ α + 1)

Γ(ν + α + 1)
xν , (11)

with α = 3, we obtain(
(x−c)3D4+12(x−c)2D3+36(x−c)D2+24D

)
L(3)
n (x) = (n+1)(n+2)(n+3)(n+4)L(1)

n (x), n ≥ 0.

Equivalently

L(1)
n (x) =

Λ3,0 L
(3)
n (x)

(n+ 1)(n+ 2)(n+ 3)(n+ 4)
, n ≥ 0. (12)

This implies that Qn(x) = L
(1)
n (x), n ≥ 0, which is an example of solution of our problem.

The goal of this manuscript is to describe all of the sequences of Λc-classical orthogonal
polynomials in the Hahn’s sense, where Λc, c ∈ C is the above operator.

3 The Λc-classical orthogonal polynomials

Definition 3.1 Let u0 be a quasi-definite linear functional and let {Pn}n≥0 be the corre-
sponding SMOP. We call {Pn}n≥0 is Λc-classical if {ΛcPn+1}n≥0 is also orthogonal. In this
case, u0 is also said to be an Λc-classical linear functional.

Our next goal is to describe all of the the Λc-classical polynomial sequences. Assume
that {Pn}n≥0 and {Qn}n≥0 are SMOP satisfying{

P0(x) = 1, P1(x) = x− β0,
Pn+2(x) = (x− βn+1)Pn+1(x)− γn+1Pn(x), γn+1 6= 0, n ≥ 0,

(13)

{
Q0(x) = 1, Q1(x) = x− ξ0,
Qn+2(x) = (x− ξn+1)Qn+1(x)− λn+1Qn(x), λn+1 6= 0, n ≥ 0.

(14)

The dual sequences of {Pn}n≥0 and {Qn}n≥0 will be denoted by {un}n≥0 and {vn}n≥0, re-
spectively. By Lemma 2.1 (i), we get

un =
Pn

〈u0, P 2
n〉
u0, n ≥ 0 ; vn =

Qn

〈v0, Q2
n〉
v0, n ≥ 0. (15)

Based on the characterizations of D-classical polynomials (see for example [17, 19]), we
prove, in the following result, that the sequence {Qn}n≥0 is D-classical.
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Lemma 3.1 (i) The sequence {Qn}n≥0 satisfies the following relation

(SSR) Qn(x) = Q[1]
n (x) + cnQ

[1]
n−1(x) + dnQ

[1]
n−2(x), n ≥ 0,

where

cn =
n

4

(
βn+1 − ξn

)
, n ≥ 0, dn =

n− 1

4

( n

n+ 4
γn+1 − λn

)
, n ≥ 1, d0 = 0.

(ii) The form v0 satisfies
(PE) (Φv0)′ + Ψv0 = 0,

where

κΦ(x) = d2(λ1λ2)−1Q2(x) + c1λ
−1
1 Q1(x) + 1,

Ψ(x) = (κλ1)−1Q1(x). (κ is a normalization factor)

Proof. Let us introduce the sequence of monic polynomials {Zn}n≥0 given by

(n+ 1)(n+ 2)(n+ 3)Zn(x) =
[
(x− c)3Pn(x)

](3)
, n ≥ 0. (16)

By taking derivatives in both hand sides of (16) and taking into account (9), we get

Z [1]
n (x) = Qn(x), n ≥ 0. (17)

Notice that Zn(x) is a monic primitive of Qn(x).
From (13) and (16), we obtain

(n+ 3)(n+ 4)(n+ 5)Zn+2(x) = 3
[
(x− c)3Pn+1(x)

](2)
+ (n+ 2)(n+ 3)(n+ 4)(x− βn+1)Zn+1(x)

−(n+ 1)(n+ 2)(n+ 3)γn+1Zn(x), n ≥ 0.

By differentiating in both sides of the previous identities and inserting (17), we get

4(n+ 2)(n+ 3)(n+ 4)Zn+1(x) = 4(n+ 2)(n+ 3)(n+ 4)Qn+1(x)

−(n+ 1)(n+ 2)(n+ 3)(n+ 4)(ξn − βn+1)Qn(x)

−(n+ 1)(n+ 2)(n+ 3)[(n+ 4)λn − nγn+1]Qn−1(x), n ≥ 0.

Then, it follows that

Zn+1(x) = Qn+1(x) + en+1Qn(x) + fnQn−1(x), n ≥ 0. (18)

where

en =
n+ 1

4
(βn+1 − ξn) and fn =

n+ 1

4
(

n

n+ 4
γn+1 − λn).

By differentiating both hand sides of (18) and using (17), (i) holds.

Let {v[1]
n }n≥0 be the dual sequence of {Q[1]

n }n≥0. From (i), we have 〈v[1]
0 , Qn〉 = 0, n ≥ 3,

〈v[1]
0 , Q2〉 = d2, 〈v[1]

0 , Q1〉 = c1, and 〈v[1]
0 , Q0〉 = 1. So, v

[1]
0 = d2v2 + c1v1 + v0, and by

(15), we get v
[1]
0 = κΦ(x)v0, where κΦ(x) = d2λ

−1
1 λ−1

2 Q2(x) + c1λ
−1
1 Q1(x) + 1 and κ is a

normalization factor. Because (v
[1]
0 )′ = −v1 = −λ−1

1 Q1v0, then (Φv0)′ + Ψv0 = 0, where
Ψ(x) = (κλ1)−1Q1(x). Hence, (ii) holds.
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Lemma 3.2 There are four polynomials E, F , G and H, such that

(i) (x− c)3v0 = E(x)u0.

(ii) E(x)Q
(4)
n (x) + F (x)Q

(3)
n (x) +G(x)Q′′n(x) +H(x)Q′n + ρ0P1Qn(x) = ρnPn+1(x), n ≥ 0,

where

H(x) = ρ1P2(x)− ρ0P1Q1(x),

G(x) =
1

2

[
ρ2P3(x)− ρ0P1Q2 −H(x)Q′2

]
,

F (x) =
1

6

[
ρ3P4(x)− ρ0P1Q3 −H(x)Q′3 −G(x)Q′′3

]
,

E(x) =
1

24

[
ρ4P5(x)− ρ0P1Q4 −H(x)Q′4 −G(x)Q′′4 − F (x)Q

(3)
4

]
,

ρn = (n+ 1)(n+ 2)(n+ 3)(n+ 4)
〈v0, Q

2
n〉

〈u0, P 2
n+1〉

.

(iii) The following relations hold

(a)

E(x)C(x) = ρ0Φ4(x)P1(x),

4E(x)B(x) = Φ3(x)H(x),

6E(x)A(x) = Φ2(x)G(x),

4E(x)Ã(x) = Φ(x)F (x),

(b) γ1Φ4(x) =
[
{(ρ−1

0 − ρ−1
1 )x+ ρ−1

1 ξ0 − ρ−1
0 β1}C(x)− 4ρ−1

1 φB(x)
]
E(x),

where, Ã = −(Φ′ + Ψ), A = −(2Φ′ + Ψ)Ã + ΦÃ′, B = −(3Φ′ + Ψ)A + ΦA′, C =
−(4Φ′ + Ψ)B + ΦB′.

Proof. From (10) and (15), we obtain

(x− c)3
[
Qn(x)v

(4)
0 + 4Q′n(x)v

(3)
0 + 6Q′′n(x)v′′0 + 4Q(3)

n v′0 +Q(4)
n v0

]
= ρnPn+1(x)u0, n ≥ 0, (19)

where

ρn = (n+ 1)(n+ 2)(n+ 3)(n+ 4)
〈v0, Q

2
n〉

〈u0, P 2
n+1〉

.

From (19) with n = 0, we obtain

(x− c)3v
(4)
0 = ρ0P1u0. (20)

Using (19) and (20), it follows that

(x− c)3
[
4Q′n(x)v

(3)
0 + 6Q′′n(x)v′′0 + 4Q(3)

n v′0 +Q(4)
n v0

]
=
[
ρnPn+1(x)− ρ0P1Qn

]
u0. (21)
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For n = 1, (21) becomes
4(x− c)3v0(3) = H(x)u0, (22)

where
H(x) = ρ1P2(x)− ρ0P1Q1(x).

By inserting (22) in (21), we obtain

(x− c)3
[
6Q′′n(x)v′′0 + 4Q(3)

n v′0 +Q(4)
n v0

]
=
[
ρnPn+1(x)− ρ0P1Qn −H(x)Q′n

]
u0. (23)

Taking n = 2 in (23), we obtain

6(x− c)3v′′0 = G(x)u0, (24)

where

G(x) =
1

2

[
ρ2P3(x)− ρ0P1Q2 −H(x)Q′2

]
.

By inserting (24) in (23), we obtain

(x− c)3
[
4Q(3)

n v′0 +Q(4)
n v0

]
=
[
ρnPn+1(x)− ρ0P1Qn −H(x)Q′n −G(x)Q′′n

]
u0. (25)

Taking n = 3 in (25), we obtain

4(x− c)3v′0 = F (x)u0, (26)

where

F (x) =
1

6

[
ρ3P4(x)− ρ0P1Q3 −H(x)Q′3 −G(x)Q′′3

]
.

By inserting (26) in (25), we obtain

(x− c)3Q(4)
n v0 =

[
ρnPn+1(x)− ρ0P1Qn −H(x)Q′n −G(x)Q′′n − F (x)Q(3)

n

]
u0. (27)

Hence, taking n = 4 in (27), (i) holds.
Meanwhile, by substituting (x− c)3v0 = Eu0 in (27) and taking into account the quasi-

definiteness of u0, we deduce (ii).
By using Lemma 3.1 (ii), we can write

Φv′0 = Ãv0, Φ2v′′0 = Av0, Φ3v
(3)
0 = Bv0, Φ4v

(4)
0 = Cv0, (28)

where Ã = −(Φ′ + Ψ), A = −(2Φ′ + Ψ)Ã + ΦÃ′, B = −(3Φ′ + Ψ)A + ΦA′, C = −(4Φ′ +
Ψ)B + ΦB′.
In contrast, if we multiply (20), (22), (24) and (26) by Φ4, Φ3, Φ2, Φ successively and we
take into account (28), (i) and also the quasi-definiteness of u0, we get (iii) (a).
Using (20), (22), (24), (26) and we take into account (i) and also the quasi-definiteness of
u0, we get[

Q(4)
n φ(4) + 4ÃQ(3)

n φ(3) + 6AQ′′nφ
2 + 4Q

′

nBφ+QnC
]
E(x) = ρnPn+1(x)φ4(x), n ≥ 0, (29)

Hence, taking n = 1 in (29), and using (13), (14), we deduce (iii) (b).
Now, we will describe all of the Λc-classical polynomial sequences.
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Theorem 3.1 The Λc-classical polynomial sequences are, up to a suitable affine transfor-
mation in the variable, one of the following D-classical polynomial sequences

(i) Pn(x) = L
(3)
n (x) and Qn(x) = L

(1)
n (x), n ≥ 0, with c = 0.

(ii) Pn(x) = P
(α−4,3)
n (x) and Qn(x) = P

(α,1)
n (x), n ≥ 0, with c = 1 and where α 6=

−n+ 4, n ≥ 1.

Proof. From Lemma 3.1, {Qn}n≥0 is D-classical. We will analyze the following situations:
(S1). {Qn}n≥0 is the Hermite SMOP. From Table 2 (C1), C(x) = 16x4 − 48x2 + 12.

Then, from Lemma 3.2 (iii) (a), we get E(x)C(x) = ρ0P1(x). This yields a contradiction.
(S2). {Qn}n≥0 is the Laguerre SMOP. From Table 2 (C2), C(x) = x4 − 4αx3 + 6α(α −

1)x2 − 4α(α − 1)(α − 2)x + α(α − 1)(α − 2)(α − 3). Therefore, from Lemma 3.2, (iii), we
have

E(x)C(x) = ρ0x
4P1(x), (30)

From (30), we can deduce, degE = 1, so there exists (a, b) ∈ C\{0}×C such as E(x) = ax+b.
According to (13), equation(30) becomes

(ax+b)
[
x4−4αx3 +6α(α−1)x2−4α(α−1)(α−2)x+α(α−1)(α−2)(α−3)

]
= ρ0x

4(x−β0),
(31)

which gives, after comparing the degrees

a = ρ0, (32)

b = −ρ0(β0 − 4α), (33)

α
(
3(α− 1) + 2(β0 − 4α)

)
= 0, (34)

α(α− 1)
(
2(α− 2) + 3(β0 − 4α)

)
= 0, (35)

α(α− 1)(α− 2)
(
α− 3 + 4(β0 − 4α)

)
= 0, (36)

α(α− 1)(α− 2)(α− 3)(β0 − 4α) = 0. (37)

Note that, we need b = 0 to ensure that {Pn}n≥0 is an orthogonal sequence. Indeed, if we
suppose that b 6= 0. In view of (34), we can remark two possibilities: either (i) α 6= 0 or (ii)
α = 0.

(i) If α 6= 0, the equation (34) we gives 2β0 = 5α − 3 and α 6= 1. By substituting this
result in (35), we obtain α = 1

5
. Then, equation (37) we gives β0 − 4α = 0, which

contradicts b 6= 0.

(ii) If α = 0, equation (33) we gives b = −ρ0β0, then E(x) = ρ0P1(x) and C(x) = x4.
Using Lemma 3.2 (iii) (a), we obtain H(x) = −4ρ0P1(x), G(x) = 6ρ0P1(x), F (x) =
−4ρ0P1(x). Replaced x by β0 in Lemma 3.2 (ii), we obtain Pn+1(β0) = 0, n ≥ 0. Then,
P2(β0) = −γ1 = 0, which contradicts the orthogonality of {Pn}n≥0.

10

28 Nov 2023 11:23:27 PST
231003-Aloui Version 2 - Submitted to Rocky Mountain J. Math.



Then, b = 0, E(x) = ρ0x and the equations (32), (33), (34), (35) and (36) becomes

a = ρ0, (38)

β0 = 4α, (39)

α(α− 1) = 0, (40)

α(α− 1)(α− 2) = 0, (41)

α(α− 1)(α− 2)(α− 3) = 0. (42)

(43)

In view of (40), we can remark two possibilities: either α = 0 or α = 1. If α = 0, equation
(33) we gives β0 = 0, then E(x) = ρ0x and C(x) = x4. Using Lemma 3.2 (iii) (a), we obtain
H(x) = −4ρ0x, G(x) = 6ρ0x, F (x) = −4ρ0x. Replaced x by 0 in Lemma 3.2 (ii), we obtain
Pn+1(0) = 0, n ≥ 0, which contradicts the orthogonality of {Pn}n≥0.

Then α = 1, C(x) = x3(x− 4), B(x) = −x2(x− 3), A(x) = x(x− 2), Ã(x) = x− 1 and

Qn(x) = L
(1)
n (x), where {L(1)

n }n≥0 is is the sequence polynomials of Laguerre with parameter
1. In this case β0 = 4 and using Lemma 3.2 (iii) (a), we obtain H(x) = −4ρ0(x − 3),
G(x) = 6ρ0(x− 2), F (x) = −4ρ0(x− 1).

Now, Lemma 3.2 (iii) (b) gives γ1 =
[
{(ρ−1

0 −ρ−1
1 )x+ρ−1

1 ξ0−ρ−1
0 β1}(x−4)−4ρ−1

1 (x−3)
]
ρ0.

Use the fact that ξ0 = 2, we obtain

γ1ρ
−1
0 = (ρ−1

0 − ρ−1
1 )x2 + [−4ρ−1

0 + 10ρ−1
1 − ρ−1

0 β1]x− 20ρ−1
1 + 4ρ−1

0 β1,

which gives, after comparing the degrees ρ0 = ρ1, β1 = 6 and γ1 = 4.
According to Lemma 3.2 (ii) and Lemma 3.1 (i), we have ρ0 = 24γ−1

1 = 6, βn+1 =
2n+ 6, n ≥ 0 and γn+1 = (n+ 1)(n+ 4).

Now, using the previous results and Lemma 3.2 (ii), we obtain

6xQ(4)
n − 24(x− 1)Q(3)

n + 36(x− 2)Q
′′

n − 24(x− 3)Q′n + 6P1Qn = ρnPn+1, n ≥ 0,

which gives, after comparing the degrees ρn = 6, n ≥ 0. therefore

xQ(4)
n − 4(x− 1)Q(3)

n + 6(x− 2)Q
′′

n − 4(x− 3)Q′n + P1Qn = Pn+1, n ≥ 0,

In contrast, we have by Lemma 3.1 (i), βn = 2n+4, n ≥ 1 and γn+1(n+1)(n+4), n ≥ 2.

Then, Pn(x) = L
(3)
n (x), n ≥ 0, with Qn(x) = L

(1)
n (x), n ≥ 0. Making n = 1 in (9), we get

c = 0. Consequently, the following relations hold:

L(1)
n (x) =

Λ3,0L
(3)
n (x)

(n+ 1)(n+ 2)(n+ 3)(n+ 4)
, n ≥ 0, (44)

x{L(1)
n }(4)(x)− 4(x− 1){L(1)

n }(3)(x) + 6(x− 2){L(1)
n }(2)(x)− 4(x− 3){L(1)

n }(1)(x)

+(x− 4)L(1)
n (x) = L

(3)
n+1(x), n ≥ 0, . (45)
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(S3). {Qn}n≥0 is the Bessel SMOP with parameter α 6= −n/2, n ≥ 0. In this case, we
get

A(x) = 2(1− α)(3− 2α)x2 + 4(2α− 3)x+ 4,

B(x) = −4
[
(1− α)(2− α)(3− 2α)x3 + 3(2− α)(2α− 3)x2 + 6(2− α)x− 2

]
,

C(x) = 4
[
(1− α)(2− α)(3− 2α)(5− 2α)x4 + 4(2− α)(2α− 3)(5− 2α)x3

+12(2− α)(5− 2α)x2 − 8(5− 2α)x+ 4
]
.

Using Lemma 3.2 (iii) (a), we obtain E(x)C(x) = ρ0x
8P1(x). This requires that degC = 4

and degE = 5 because degC ≤ 4, degE ≤ 5, and degC + degE = 9. However, from the
previous equation, we must have C(0) = 0, that contradicts the fact that C(0) = 16.

(S4). {Qn}n≥0 is the Jacobi SMOP with parameters α and β satisfying α, β 6= −n, α+
β 6= −n− 1, n ≥ 1. Then, we have

A(x) = (α + β − 1)
[
(α + β)x2 + 2(β − α)x

]
+ (α− β)2 − (α + β),

B(x) = (α + β)(α + β − 1)(α + β − 2)x3 + 3(α + β − 1)(α + β − 2)(β − α)x2

+3(α + β − 2)
[
(α− β)2 − (α + β)

]
x+ (β − α)

[
(α− β)2 − 3α− 3β + 2

]
,

C(x) = (α + β)(α + β − 1)(α + β − 2)(α + β − 3)x4

+4(α + β − 3)(α + β − 1)(α + β − 2)(β − α)x3

+6(α + β − 2)(α + β − 3)
[
(α− β)2 − (α + β)

]
x2

+4(β − α)(α + β − 3)
[
(α− β)2 − 3α− 3β + 2

]
x

+(α− β)2
[
(α− β)2 − 3α− 3β + 2

]
− 3(α + β − 2)

[
(α− β)2 − (α + β)

]
.

By using Lemma 3.2 (iii) (a), we obtain E(x)C(x) = ρ0φ
4(x)P1(x). The fact that degE +

degC = 9, degE ≤ 5 and degC ≤ 4, yields degE = 5 and degC = 4. Meanwhile, the
previous equation becomes E(x) divides (x−1)4(x+1)4, hence there are four situations to be
considered. Either E(x) = µ(x−1)(x+1)4, E(x) = µ(x−1)4(x+1), E(x) = µ(x−1)2(x+1)3,
or E(x) = µ(x− 1)3(x+ 1)2, where µ is a non-zero real number.

(S4,1). E(x) = µ(x− 1)(x+ 1)4, µ 6= 0. According to Lemma 3.2 (iii), we easily obtain

µC(x) = ρ0

[
x4 − (3 + β0)x3 + 3(1 + β0)x2 − (1 + 3β0)x+ β0

]
(46)

From Lemma 3.2 (iii) (a) and (46), we get
ρ0β0 = µ{(α− β)2

[
(α− β)2 − 3α− 3β + 2

]
− 3(α + β − 2)

[
(α− β)2 − (α + β)

]
},

−ρ0(1 + 3β0) = µ{(α− β)2 − 3α− 3β + 2}4(β − α)(α + β − 3),
3ρ0(1 + β0) = µ{(α− β)2 − (α + β)}6(α + β − 2)(α + β − 3),
−ρ0(3 + β0) = µ{(α + β − 1)(α + β − 2)(α + β − 3)(β − α)}4,
ρ0 = µ(α + β)(α + β − 1)(α + β − 2)(α + β − 3).

The last three equations of the system, we gives

µ

ρ0

=
1

(α + β)(α + β − 1)(α + β − 2)(α + β − 3)
, β0 =

α− 7β

α + β
, β(β − 1) = 0.
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We can remark two possibilities: either β = 0 or β = 1. If β = 0, we obtain

C(x) = α(α− 1)(α− 2)(α− 3)(x− 1)4,

Then, by virtue of Lemma 3.2 (iii) (a), we get

P1(1) = H(1) = G(1) = F (1) = 0.

Replaced x by 1 in Lemma 3.2 (ii), we obtain Pn+1(1) = 0, n ≥ 0. Then, P2(1) = −γ1 = 0,
which contradicts the orthogonality of {Pn}n≥0.

Then, β = 1 and by virtue of Lemma 3.2 (ii) and (iii) (a), we obtain successively

H(x) = (ρ1 − ρ0)x2 − [ρ1(β0 + β1)− ρ0(β0 + ξ0)]x+ ρ1(β0β1 − γ1)− ρ0β0ξ0,

H(x) = 4µ(α− 1)
[
α(α + 1)x2 + 6αx− α(α− 5)

]
,

which gives, since ρ1 = 120λ1γ
−1
1 γ−1

2 , ρ0 = 24γ−1
1 and after comparing the degrees γ2 =

40(α+1)(α−2)
(α+2)(α+3)2(α+4)

, β1 = (α−1)(α−7)
(α+1)(α+3)

and γ1 = 16(α−3)
(α+1)2(α+2)

.

From Table 2 (C4) and by Lemma 3.1 (i), we finally get

βn =
(α− 1)(α− 7)

(2n+ α− 1)(2n+ α + 1)
, n ≥ 0,

γn+1 =
4(n+ 1)(n+ 4)(n+ α)(n+ α− 3)

(2n+ α)(2n+ α + 1)2(2n+ α + 2)
, n ≥ 0.

Thus, we conclude that Pn(x) = P
(α−4,3)
n (x), and Qn(x) = P

(α,1)
n (x), n ≥ 0 with α 6=

−n+ 4, n ≥ 1. Now, for n = 1, in (9), we get c = 1
3
(5ξ0 − β0 − β1) = 1. By Lemma 3.2 (i),

(x− 1)3v0 = 3(α+1)(α+2)
2α(α−1)(α−2)(α−3)

(x− 1)(x+ 1)4u0. Consequently,

P (α,1)
n (x) =

Λ3,1P
(α−4,3)
n+1 (x)

(n+ 1)(n+ 2)(n+ 3)(n+ 4)
, n ≥ 0. (47)

(S4,2). E(x) = µ(x − 1)4(x + 1), µ 6= 0. By a similar computation as in (S4,1), we get

Pn(x) = P
(3,β−4)
n (x), n ≥ 0, where β 6= −n + 4, n ≥ 1, and also Qn(x) = P

(1,β)
n (x), n ≥ 0,

and c = −1.
(S4,3). E(x) = µ(x− 1)2(x+ 1)3, µ 6= 0. According to Lemma 3.2 (iii) (a), we obtain

µC(x) = ρ0

[
x4 − (β0 + 1)x3 + (β0 − 1)x2 + (β0 + 1)x− β0

]
, (48)

From Lemma 3.2 (iii) (a) and (46), we get
−ρ0β0 = µ{(α− β)2

[
(α− β)2 − 3α− 3β + 2

]
− 3(α + β − 2)

[
(α− β)2 − (α + β)

]
},

ρ0(β0 + 1) = µ{(α− β)2 − 3α− 3β + 2}4(β − α)(α + β − 3),
ρ0(β0 − 1) = µ{(α− β)2 − (α + β)}6(α + β − 2)(α + β − 3),
−ρ0(β0 + 1) = µ{(α + β − 1)(α + β − 2)(α + β − 3)(β − α)}4,
ρ0 = µ(α + β)(α + β − 1)(α + β − 2)(α + β − 3).
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The last three equations of the system, we gives

µ

ρ0

=
1

(α + β)(α + β − 1)(α + β − 2)(α + β − 3)
, β0 =

3α− 5β

α + β
, α2+3β2−2αβ−α−β = 0,

and by addition the second and the fourth equations of the last system, we obtain{
α2 + 3β2 − 2αβ − α− β = 0,
(β − α)(α2 + β2 − 3α− 3β + 2) = 0.

We can remark two possibilities: either β = α or β 6= α. Now, if α = β, then β0 = −1 and
α(α − 1) = 0, from the first equation of the last system. This gives a contradiction, since
ρ0 6= 0.

So β 6= α and α2 +β2−3α−3β+2 = 0. Consequently, since ρ0 6= 0, the unique solutions
(α, β) of the last system are (3, 1), and (3, 2).

(S4,31). If (α, β) = (3, 1), then β0 = 1. By virtue of Lemma 3.2 (ii) and (iii) (a), we
obtain successively

H(x) = (ρ1 − ρ0)x2 − [ρ1(β0 + β1)− ρ0(β0 + ξ0)]x+ ρ1(β0β1 − γ1)− ρ0β0ξ0,

H(x) = 4µ(2x2 − x− 1),

which gives, since ρ1 = 120λ1γ
−1
1 γ−1

2 , ρ0 = 24γ−1
1 and after comparing the degrees γ2 =

8
63
, β1 = −1

3
and γ1 = 0, which contradicts the orthogonality of {Pn}n≥0.

(S4,32). If (α, β) = (3, 2), then β0 = −1
5
. By virtue of Lemma 3.2 (ii) and (iii) (a), we

obtain successively

H(x) = (ρ1 − ρ0)x2 − [ρ1(β0 + β1)− ρ0(β0 + ξ0)]x+ ρ1(β0β1 − γ1)− ρ0β0ξ0,

H(x) = 48µ(5x2 + 2x− 1),

which gives, since ρ1 = 120λ1γ
−1
1 γ−1

2 , ρ0 = 24γ−1
1 and after comparing the degrees γ2 =

5
49
, β1 = −3

35
and γ1 = 4

25
.

From Table 2 (C4) and by Lemma 3.1 (i), we finally get

βn =
−3

(2n+ 3)(2n+ 5)
, n ≥ 0,

γn+1 =
(n+ 1)(n+ 4)

(2n+ 5)2
, n ≥ 0.

Thus, we conclude that Pn(x) = P
(1,2)
n (x), and Qn(x) = P

(3,2)
n (x), n ≥ 0. Now, for n = 1,

in (9), we get c = 1
3
(5ξ0 − β0 − β1) = 1

3
. By Lemma 3.2 (i),

−16
189

= 〈(x− 1)3v0, 1〉 6= 〈E(x)u0, 1〉 = −451
42

. This yields a contradiction.
(S4,4). E(x) = µ(x− 1)3(x+ 1)2, µ 6= 0. By a similar computation as in (S4,3), we get a

contradiction.
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l’Ingénieur, Traité Généralités (Sciences Fondamentales) A 154 Paris. (1994), 1-30.

17

28 Nov 2023 11:23:27 PST
231003-Aloui Version 2 - Submitted to Rocky Mountain J. Math.


	Introduction
	Preliminaries and notations
	The c-classical orthogonal polynomials

