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ABSTRACT. In this paper, a backward problem for
one-dimensional time-space fractional diffusion process is
considered. That is to determine the initial data from a
noisy final data. In general, the inverse problem is ill-posed
and the quasi-reversibility regularization method is used to
solve it. Based on a priori and a posteriori regularization
parameter selection rules, the corresponding convergence
error estimates of the proposed regularization method are
obtained, respectively. Finally, several numerical examples
are presented to verify that our proposed scheme works well.

1. Introduction. In the past few decades, the fractional diffusion
equations have attracted wide attentions due to their vast practical
applications. Fractional derivative calculus and fractional differential
equations have been used to describe a range of problems in viscoelas-
tic material mechanics, hydrology, random walk, biomedicine, physics,
medicine, and finance [1,2,6,7,11]. Because the fractional-order deriva-
tives and integrals can describe the memory and hereditary properties
of different substances, fractional diffusion (diffusion-wave) equations
can characterize abnormal diffusion phenomenon more accurately than
standard diffusion equations.

Some space or time fractional diffusion equations, which are obtained
by replacing the first-order time derivative or second-order space de-
rivative in the standard diffusion equation by a generalized derivative
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of fractional order, respectively, were successfully used for modelling
relevant physical processes. These fractional diffusion equations arise
quite naturally in continuous-time random walks. For the backward
problem of time-fractional diffusion equation, several researchers put
forward different schemes, such as quasi-reversibility method [12, 29],
modified quasi-boundary method [23], Tikhonov regularization method
[18, 19, 25], truncation method [22, 26], simplified Tikhonov regulariza-
tion [20] and so on. As well as the problem of identifying the source
term, it has also been fully discussed in [21, 24, 27, 31]. In addition,
many scholars discussed the inverse problem of space-fractional dif-
fusion equation. In [5, 34, 35], the authors considered the Riesz-Feller
space-fractional backward diffusion problem, and they used the spectral
regularization method, generalized Tikhonov method, Fourier transfor-
m spectral method and mollification method, respectively. In [17], Tian
et al. took both the Fourier and wavelet dual least squares regulariza-
tion methods to determine unknown source in space-fractional diffusion
equation.

Due to the memory property of fractional derivatives, time-fractional
diffusion equations have advantages in describing hereditary diffusions.
However, in many practical engineering applications, when simulating
anomalous diffusion, the time-space fractional diffusion equation need-
s to be considered. The fractional derivative in time can be used to
describe particle adhesion and capture phenomena as well as fraction-
al spatial derivative models for long particle hopping. The combined
effect produces a concentration profile with sharper peaks and heavier
tails. Up to now, not too much research has been done on the in-
verse problems of time-space fractional diffusion equations. In [8], Jia
et al. studied backward problem for a time-space fractional diffusion
equation, and they constructed the initial function by minimizing da-
ta residual error in Fourier space domain with variable total variation
(TV) regularizing term which can protect the edges as TV regularizing
term and reduce staircasing effect. In [32], Yang et al. used Landweber
iterative method to identify the initial value problem of the time-space
fractional diffusion-wave equation. In [9], Karapinar et al. studied
the space source term problem for time-space fractional diffusion e-
quation by quasi-reversibility method. In [33], Yang et al. utilized
quasi-boundary value method for identifying the initial value of the
time-space fractional diffusion equation. In [10], Kirane et al. intro-
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duced maximum principle for space and time-space fractional partial
differential equations. In [28], Yang et al. used fractional Landweber
method to consider the identification of the space source term prob-
lem for time-space fractional diffusion equation. In [3], Djennadi et al.
considered a fractional Tikhonov regularization method for an inverse
backward and source problems in the time-space fractional diffusion
equations. In [30], Yang et al. discussed the inverse source problem
of time-space fractional equations by two regularization methods, i.
e., modified quasi-boundary regularization method and the Landweber
iterative regularization method, and compared their advantages. As
far as we know, the results about applying the quasi-reversibility reg-
ularization method to solve the backward problem for the time-space
fractional diffusion equation is still limited.

In this paper, we consider the following backward problem: to find
a function u(x, 0), which satisfies the time-space fractional diffusion
equation as follows:

(1.1)


∂αt u(x, t) = x

Dβ
θ u(x, t), x ∈ [−C,C], t ∈ [0, T ],

u(−C, t) = u(C, t) = 0, t ∈ [0, T ],
u(x, 0) = h(x), x ∈ [−C,C],
u(x, T ) = g(x), x ∈ [−C,C],

where α ∈ (0, 1], β ∈ (0, 2]. In the process of solving this problem, we
try to extend the problem (1.1) from [−C,C] to R by zero extension,
and the above problem is transformed into the following problem

(1.2)


∂αt u(x, t) = x

Dβ
θ u(x, t), x ∈ R, t ∈ [0, T ],

u(x, 0) = h(x), x ∈ R,
u(x, T ) = g(x), x ∈ R,
u(x, t)||x|→∞bounded, t ∈ [0, T ],

and the time derivative is the Caputo fractional derivative of order α
defined by

(1.3) ∂αt u(x, t) =

{
1

Γ(1−α)

∫ t

0
uτ (x,τ)
(t−τ)α dτ, 0 < α < 1,

ut(x, t), α = 1,

in which Γ(·) is the Gamma function. Then the space-fractional

derivative
x
Dβ

θ is the Riesz-Feller fractional derivation of order β
(0 < β ≤ 2) and skewness θ (|θ| ≤ min{β, 2− β}, θ ̸= ±1), its Fourier
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transform is defined in [13] as

(1.4) F{
x
Dβ

θ f(x); ξ} = −ψ
θ
β(ξ)f̂(ξ),

with

(1.5) ψθ
β(ξ) = |ξ|βei(sign(ξ))θπ/2 = |ξ|β

(
cos(

θπ

2
) + isign(ξ) sin(

θπ

2
)
)
.

The Riesz-Feller fractional derivative is defined as

x
Dβ

θ f(x) =
Γ(1 + β)

π
sin

(β + θ)π

2

∫ ∞

0

f(x+ ζ)− f(x)
ζ1+β

dζ

+
Γ(1 + β)

π
sin

(β − θ)π
2

∫ ∞

0

f(x− ζ)− f(x)
ζ1+β

dζ, 0 < β < 2,(1.6)

xD
2
θ f(x) =

d2f(x)

dx2
, β = 2.(1.7)

For θ = 0 we have a symmetric operator with respect to x, which can
be interpreted as

(1.8) xD
β
0 = −(− d2

dx2
)β/2,

which can be formally deduced by writing −|ξ|β = −(ξ2)β/2. More
detailed explanations can be found in [4,13]. In this paper, we consider
symmetric Riesz-Feller space fractional derivative operator.

Denote gδ(x) in Ω to be the measurement data, our backward
problem is to approximate the temperature u(x, t) for t ∈ [0, T ] from
the measurement value gδ(x), which is noise-contaminated data for the
exact data u(x, T ):

(1.9) ∥gδ(·)− g(·)∥L2(Ω) ≤ δ.

The rest of this paper is organized as follows. In Section 2, some
useful notations and auxiliary lemmas are introduced. In Section
3, the exact solution of the proposed problem is derived by simple
calculation combined with Fourier transform, and the ill-posed analysis
of the problem is also given. In Section 4, we construct the quasi-
reversibility method for the proposed problem, and give the convergent
rates between the exact solution and the regularized solution under the
a priori and the a posteriori parameter choice rules. Some numerical
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experiments are presented to verify the efficiency of our theoretical
results in Section 5. The last section concludes our work.

2. Preliminary results. Throughout this paper, we use the follow-
ing definition and lemmas.

Definition 2.1. [15] The Mittag-Leffler function is

(2.1) Eα,β(z) =
∞∑
k=0

zk

Γ(αk + β)
, z ∈ C,

where α > 0 and β ∈ R are arbitrary constants.

Lemma 2.2. [15] Let λ > 0, we have

(2.2)
dα

dtα
Eα,1(−λtα) = −λEα,1(−λtα), t > 0, 0 < α < 1.

Lemma 2.3. [16] For 0 < α < 1, η > 0, we have 0 < Eα,1(−η) < 1,
and Eα,1(−η) is a completely monotonic function, that is,

(2.3) (−1)n dn

dηn
Eα,1(−η) ≥ 0.

Lemma 2.4. [15] Assume that α ∈ (0, 1). Then the Mittag-Leffler
functions have the asymptotic

Eα,1(x) =
1

α
ex

1/α

− 1

xΓ(1− α)
+O(

1

x2
), 0 < x→ +∞,

Eα,1(x) = −
1

xΓ(1− α)
+O(

1

x2
), −∞← x < 0.

Lemma 2.5. [12] Assume that 0 < α0 < α1 < 1. Then there exist
constants C± > 0 depending only on α0, α1 such that

C−

Γ(1− α)
1

1− x
≤ Eα,1(x) ≤

C+

Γ(1− α)
1

1− x
for all x ≤ 0,(2.4)

This estimates are uniform for all α ∈ [α0, α1].
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Lemma 2.6. For ξ ∈ R, 0 < µ < 1, the following inequality holds:

Eα,1(−|ξ|βTα)

Eα,1[(−|ξ|β − µξ4)Tα]
≤ 1 + µ|ξ|4−β .(2.5)

Proof. Since the Mittag-Leffler function Eα,1(−zTα) about variable
z > 0 is monotonic decreasing function, and (|ξ|β+µξ4)Tα ≫ |ξ|βTα as

ξ →∞ and µ is fixed, we obtain that
Eα,1(−|ξ|βTα)

Eα,1[(−|ξ|β−µξ4)Tα]
is a monotonic

increasing function.

Moreover, according to Lemma 2.4, we have the following

Eα,1(−|ξ|βTα)

Eα,1[(−|ξ|β − µξ4)Tα]
≤ lim

|ξ|→∞

Eα,1(−|ξ|βTα)

Eα,1[(−|ξ|β − µξ4)Tα]

=
(|ξ|β + µξ4)Tα

|ξ|βTα

= 1 + µ|ξ|4−β .

So, we complete the proof about this lemma. �

Lemma 2.7. For 0 < µ < 1, p > 4− β, the following inequality holds:

sup
ξ∈R

∣∣(1 + ξ2)−
p
2

[
1− (1 + µ|ξ|4−β)

]∣∣ ≤ max{µ
p

4−β , µ}.(2.6)

Proof. Let

A(ξ) := (1 + ξ2)−
p
2

[
(1 + µ|ξ|4−β)− 1

]
.

The proof is separated into three cases:

Case 1. |ξ| ≥ ξ0 = µ− 1
4−β ; we get

A(ξ) ≤ |ξ|−p · µ|ξ|4−β = µ|ξ|4−β−p ≤ µ|ξ0|4−β−p = µ
p

4−β .(2.7)

Case 2. 1 < |ξ| < ξ0; we obtain

A(ξ) ≤ |ξ|−p · µ|ξ|4−β = µ|ξ|4−β−p ≤ µ.(2.8)

Case 3. |ξ| ≤ 1; we get

A(ξ) = µ|ξ|4−β ≤ µ.(2.9)
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Combining (2.7)-(2.9), we obtain

sup
ξ∈R

∣∣A(ξ)∣∣ ≤ max{µ
p

4−β , µ}.

Hence, we complete the proof. �

3. Ill-posedness for the backward problem. If u(., t) ∈ L2(R),
then the Fourier transform operator F : L2(R) → L2(R) about x is
given by

(3.1) û(ξ, t) = F(u(x, t)) =
∫ ∞

−∞
u(x, t)e−iξxdx, ξ ∈ R,

the corresponding inverse Fourier transform is defined by

(3.2) u(x, t) = F−1(u(ξ, t)) =
1

2π

∫ ∞

−∞
û(ξ, t)eiξxdξ, x ∈ R.

Taking the Fourier transform of problem (1.2) with respect to x, then
for ξ ∈ R, the problem (1.2) in the frequency domain can be expressed
as follows

(3.3)


∂αt û(ξ, t) = −|ξ|βû(ξ, t), ξ ∈ R, t ∈ [0, T ],

û(ξ, 0) = ĥ(ξ), ξ ∈ R,
û(ξ, T ) = ĝ(ξ), ξ ∈ R,
û(ξ, t)||ξ|→∞bounded, t ∈ [0, T ].

By using the Laplace transform with respect to t in (3.3), we obtain
the exact solution of problem (3.3) as follows

(3.4) û(ξ, t) = ĥ(ξ)Eα,1(−|ξ|βtα),

or equivalently,

(3.5) u(x, t) =
1

2π

∫ ∞

−∞
eiξxĥ(ξ)Eα,1(−|ξ|βtα)dξ.

Using û(ξ, T ) = ĝ(ξ) in (3.3),we have

(3.6) ĝ(ξ) = ĥ(ξ)Eα,1(−|ξ|βTα),

so

(3.7) g(x) =
1

2π

∫ ∞

−∞
eiξxĥ(ξ)Eα,1(−|ξ|βTα)dξ.
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Thus, we have

(3.8) û(ξ, t) =
ĝ(ξ)

Eα,1(−|ξ|βTα)
Eα,1(−|ξ|βtα),

and

(3.9) û(ξ, 0) = ĥ(ξ) =
ĝ(ξ)

Eα,1(−|ξ|βTα)
.

Then

(3.10) h(x) =
1

2π

∫ ∞

−∞
eiξx

ĝ(ξ)

Eα,1(−|ξ|βTα)
dξ.

Because it is the interval after zero extension of [−C,C], it is equivalent
to

(3.11) h(x) =
1

2π

∫ C

−C

eiξx
ĝ(ξ)

Eα,1(−|ξ|βTα)
dξ.

Due to Eα,1(−|ξ|βTα) ̸= 0, ie, ĥ(ξ) = 0 in this case ĝ(ξ) = 0, the
problem (1.1) has unique solution. According to the literature [8],
recovering u(x, 0) from the noisy measurement of exact g(x) based on
relation (3.7) in the frequency domain is ill posed due to the rapid
decay of the forward process.

It is well known that for any ill-posed problem some a priori as-
sumptions on the exact solution are needed. Suppose that there exists
a constant E > 0 such that the following a priori bound holds

(3.12) ∥u(·, 0)∥Hp(R) ≤ E, p > 0.

Here, ∥ · ∥Hp(R) denotes the norm in the Sobolev space Hp(R) defined
by

Hp(R) := {ψ ∈ L2(R) : ∥ψ∥Hp(R) <∞},

and

∥ψ(·)∥Hp(R) := (

∫
R
(1 + |ξ|2)p|ψ̂(ξ)|2dξ) 1

2 .

Moreover, we know that it is the L2-norm when p = 0. Throughout
this paper, we denote the L2-norm by ∥ · ∥.
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4. Quasi-reversibility method and convergence rates. In this
section, we will use the quasi-reversibility regularization method to
obtain the regularization solution of the problem (1.1). The main idea
of the quasi-reversibility method is to add a perturbation term to the
right side of the equation of the original ill-posed problem, so that the
disturbed problem becomes a well-posed problem, and then use the
solution of this new problem to construct the regularization solution
of the original ill-posed problem. In nature, we will investigate the
following problem
(4.1)

∂αt u(x, t) = x
Dβ

θ u(x, t)− µuxxxx(x, t), x ∈ [−C,C], t ∈ [0, T ],
u(−C, t) = u(C, t) = Uxx(−C, t) = uxx(C, t) = 0, t ∈ [0, T ],
u(x, 0) = h(x), x ∈ [−C,C],
u(x, T ) = g(x), x ∈ [−C,C],

where µ > 0 is a regularization parameter. After zero extension for
the domain of the above equation to R. Taking Fourier transform with
respect to x for the above equation, we obtain

(4.2) ∂αt û(ξ, t) = −|ξ|β û(ξ, t)− µξ4û(ξ, t).

Thus, by using the separation of variables, we know ûµ(ξ, t) has the
following form

(4.3) ûµ(ξ, t) = ĥ(ξ)Eα,1[(−|ξ|β − µξ4)tα].

From ûδµ(ξ, T ) = ĝδ(ξ), we can obtain

(4.4) ûδµ(ξ, t) =
ĝδ(ξ)

Eα,1[(−|ξ|β − µξ4)Tα]
Eα,1[(−|ξ|β − µξ4)tα],

and

(4.5) ûδµ(ξ, 0) = ĥδµ(ξ) =
ĝδ(ξ)

Eα,1[(−|ξ|β − µξ4)Tα]
.

Applying inverse Fourier transform, we obtain

(4.6) hδµ(x) =
1

2π

∫ ∞

−∞
eiξx

ĝδ(ξ)

Eα,1[(−|ξ|β − µξ4)Tα]
dξ.
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Because it is the interval after zero extension of [−C,C], it is equivalent
to

(4.7) hδµ(x) =
1

2π

∫ C

−C

eiξx
ĝδ(ξ)

Eα,1[(−|ξ|β − µξ4)Tα]
dξ.

Denote

(4.8) ûµ(ξ, 0) =
ĝ(ξ)

Eα,1[(−|ξ|β − µξ4)Tα]
.

In the following, we give two convergence rate estimates for ∥ĥδµ(ξ)−
ĥ(ξ)∥ by using a priori and a posteriori choice rules.

4.1. Convergence estimate under an a priori regularization
parameter choice rule.

Theorem 4.1. Let h(x) given by (3.11) be the exact solution of problem
(1.1) and hδµ(x) be its regularization approximation given by (4.7). Let
assumption (1.9) and the priori condition (3.12) hold. If we choose the
regularization parameter

µ = (
δ

E
)

4−β
p+(4−β) ,(4.9)

then the following error estimate holds
(4.10)

∥uδµ(x, 0)− u(x, 0)∥ ≤ E
4−β

(4−β)+p δ
p

(4−β)+p
[
C1 +max{1, ( δ

E
)

4−β−p
4−β+p }

]
,

where C1 = 2TαΓ(1− α)max{Cβ , C4}.

Proof. By the triangle inequality and the Parseval formula, we have

∥uδµ(x, 0)− u(x, 0)∥ = ∥ûδµ(ξ, 0)− û(ξ, 0)∥

≤ ∥ûδµ(ξ, 0)− ûµ(ξ, 0)∥+ ∥ûµ(ξ, 0)− û(ξ, 0)∥.(4.11)
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We firstly give an estimate for the first term. From (1.9) and Lemma
2.4, we have

∥ûδµ(ξ, 0)− ûµ(ξ, 0)∥ = ∥
ĝδ(ξ)− ĝ(ξ)

Eα,1[(−|ξ|β − µξ4)Tα]
∥

≤ ∥ĝδ(ξ)− ĝ(ξ)∥∥ 1

Eα,1[(−|ξ|β − µξ4)Tα]
∥

≤ δ∥ 1

Eα,1[(−|ξ|β − µξ4)Tα]
∥

≤ δ sup
ξ∈R
|(|ξ|β + µξ4)TαΓ(1− α)|

≤ δTαΓ(1− α)(1 + µ)max{Cβ , C4}

≤ C1
δ

µ
.

Now we estimate the second term of the right side of (4.11). Applying
the a priori bound condition (3.12), Lemma 2.6 and Lemma 2.7, we
obtain

∥ûµ(ξ, 0)− û(ξ, 0)∥ = ∥
ĝ(ξ)

Eα,1[(−|ξ|β − µξ4)Tα]
− ĝ(ξ)

Eα,1(−|ξ|βTα)
∥

= ∥ ĝ(ξ)[Eα,1(−|ξ|βTα)− Eα,1[(−|ξ|β − µξ4)Tα]]

Eα,1[(−|ξ|β − µξ4)Tα]Eα,1(−|ξ|βTα)
∥

= ∥ ĝ(ξ)

Eα,1(−|ξ|βTα)
(1 + ξ2)

p
2 (1 + ξ2)−

p
2

× Eα,1(−|ξ|βTα)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1[(−|ξ|β − µξ4)Tα]
∥

≤ ∥ ĝ(ξ)

Eα,1(−|ξ|βTα)
(1 + ξ2)

p
2 ∥

× ∥(1 + ξ2)−
p
2 (

Eα,1(−|ξ|βTα)

Eα,1[(−|ξ|β − µξ4)Tα
− 1)∥

≤ E sup
ξ∈R
|(1 + ξ2)−

p
2 (

Eα,1(−|ξ|βTα)

Eα,1[(−|ξ|β − µξ4)Tα
− 1)|

≤ E sup
ξ∈R
|(1 + ξ2)−

p
2 [(1 + µ|ξ|4−β)− 1]|

≤ Emax{µ
p

4−β , µ}.
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Combining the above two inequalities, we have

∥uδµ(x, 0)− u(x, 0)∥ ≤ C1
δ

µ
+ Emax{µ

p
4−β , µ}.

Choosing the regularization parameter µ = ( δ
E )

4−β
(4−β)+p , we obtain

∥uδµ(x, 0)− u(x, 0)∥ ≤ E
4−β

(4−β)+p δ
p

(4−β)+p [C1 +max{1, ( δ
E
)

4−β−p
4−β+p }].

The proof is completed. �

4.2. Convergence estimate under an a posteriori regulariza-
tion parameter choice rule. In this subsection, we use an a posteri-
ori regularization parameter choice rule. The most general a posteriori
rule is Morozov’s discrepancy principle [14]. We seek the regularization
parameter µ by the equation

ρ(µ) := ∥Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝδ(·)− ĝδ(·)∥ = δ + τ(ln ln(

1

δ
))−1,

(4.12)

where τ > 1 is a constant. According to the following lemma, we know
there exists a unique solution for (4.12) if ∥ĝδ(·)∥ > δ+τ(ln ln(1δ ))

−1 >
0.

Lemma 4.2. If δ > 0, then the following results hold
(a) ρ(µ) is a continuous function;
(b) limµ→0+ ρ(µ) = 0;

(c) limµ→+∞ ρ(µ) = ∥ĝδ∥;
(d) ρ(µ) is a strictly increasing function.
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Proof. From Lemma 2.4, we can get

ρ(µ) : = ∥(Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
− 1)ĝδ(ξ)∥

≤ ∥( −1
Eα,1(−|ξ|βTα)

1

(|ξ|β + µξ4)TαΓ(1− α)
− 1)ĝδ(ξ)∥,

lim
µ→∞

ρ(µ) = lim
µ→∞

∥( 1

Eα,1(−|ξ|βTα)

1

(|ξ|β + µξ4)TαΓ(1− α)
− 1)ĝδ(ξ)∥

= ∥ĝδ(ξ)∥.

The above results (a), (b) and (d) can be easily proved and we omit
the detailed procedure here. �

Lemma 4.3. The following inequality holds

∥ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)∥ ≤ 2δ + τ(log log(

1

δ
))−1.(4.13)

Proof. According to triangle inequality and (4.12), there holds

∥ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)∥

≤ ∥ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝδ(ξ)∥

+ ∥Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)

(
ĝδ(ξ)− ĝ(ξ)

)
∥

≤ δ + τ(log log(
1

δ
))−1 + δ

≤ 2δ + τ(log log(
1

δ
))−1.

�

Lemma 4.4. The following inequality also holds

(4.14) µ ≤ C2
E

τ
(log log(

1

δ
)).
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Proof. From (4.12) and Lemma 2.5, there holds

δ + τ(loglog(
1

δ
))−1

= ∥Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝδ(ξ)− ĝδ(ξ)∥

= ∥(Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
− 1)ĝδ(ξ)∥

≤ ∥(Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
− 1)(ĝδ(ξ)− ĝ(ξ)∥

+ ∥(Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
− 1)ĝ(ξ)∥

≤ δ + ∥(Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
− 1)

ĝδ(ξ)

Eα,1(−|ξ|βTα)

× Eα,1(−|ξ|βTα)(1 + ξ2)−
p
2 (1 + ξ2)

p
2 ∥

≤ δ + E sup
ξ∈R
|(Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
− 1)Eα,1(−|ξ|βTα)(1 + ξ2)−

p
2 |

≤ δ + E sup
ξ∈R
|Eα,1[(−|ξ|β − µξ4)Tα]|

≤ δ + E
C+

Γ(1− α)
1

1 + (|ξ|β + µξ4)Tα

≤ δ + C2E
1

µ
.

Hence

µ ≤ C2
E

τ
(log log(

1

δ
)),(4.15)

where C2 = C+

Γ(1−α)
1

ξ4Tα . �

Now we give the main result of this section.

Theorem 4.5. Suppose the a priori condition (3.12) and the noise
assumption (1.9) hold, and there exists τ > 1 such that ∥gδ∥ >
δ + τ(log log( 1δ ))

−1 > 0. The regularization parameter µ > 0 is chosen
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by discrepancy principle (4.12). Then

∥uδµ(·, 0)− u(·, 0)∥

≤
(
o(1) + (2C1)

p+(4−β)
4−β

) 4−β
p+(4−β)

E
4−β

p+(4−β)

(
2δ + τ

(
log log(

1

δ
)
)−1
) p

p+(4−β)

,

where C1 = TαΓ(1− α)δmax{Cβ , C4}, C2 = C+

Γ(1−α)
1

ξ4Tα .

Proof. By the Parseval formula, the Hölder inequality, (3.9), (4.5),
(1.9), (3.12), (4.13) and (4.14), we obtain

∥uδµ(·, 0)− u(·, 0)∥2 = ∥ûδµ(ξ, 0)− û(ξ, 0)∥2

=
∥∥∥ ĝδ(ξ)

Eα,1[(−|ξ|β − µξ4)Tα]
− ĝ(ξ)

Eα,1(−|ξ|βTα)

∥∥∥2
=
∥∥∥ 1

Eα,1[(−|ξ|β − µξ4)Tα]

(
ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)

)∥∥∥2
=

∫
R

( 1

Eα,1[(−|ξ|β − µξ4)Tα]

)2[
ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)

] 2(4−β)
p+(4−β)

[
ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)

] 2p
p+(4−β)

dξ

≤

[∫
R

(( 1

Eα,1[(−|ξ|β − µξ4)Tα]

)2(
ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)

) 2(4−β)
P+(4−β)

) p+(4−β)
4−β

dξ

] 4−β
p+(4−β)

×

[∫
R

(
ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)

) 2(4−β)
P+(4−β)

) p+(4−β)
4−β

dξ

] p
p+(4−β)

=

[∫
R

( 1

Eα,1[(−|ξ|β − µξ4)Tα]

) 2(p+4−β)
4−β

(
ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)

)2
dξ

] 4−β
p+(4−β)

[∫
R

(
ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)

)2
dξ

] p
p+(4−β)

=
∥∥∥( 1

Eα,1[(−|ξ|β − µξ4)Tα]

) p+(4−β)
4−β

(
ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)

)∥∥∥ 2(4−β)
p+(4−β)
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×
∥∥∥ĝδ(ξ)− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)
ĝ(ξ)

∥∥∥ 2p
p+(4−β)

≤

(∥∥∥( 1

Eα,1[(−|ξ|β − µξ4)Tα]

) p+(4−β)
4−β

(
ĝδ(ξ)− ĝ(ξ)

)∥∥∥
+
∥∥∥( 1

Eα,1[(−|ξ|β − µξ4)Tα]

) p+(4−β)
4−β

(
1− Eα,1[(−|ξ|β − µξ4)Tα]

Eα,1(−|ξ|βTα)

)
ĝ(ξ)

∥∥∥)
2(4−β)

p+(4−β)

×

(
2δ + τ(log log(

1

δ
))−1

) 2p
p+(4−β)

≤

(
sup
ξ∈R

∣∣∣∣( 1

Eα,1[(−|ξ|β − µξ4)Tα]

) p+(4−β)
4−β

∣∣∣∣δ + E sup
ξ∈R

∣∣∣∣( 1

Eα,1[(−|ξ|β − µξ4)Tα]

) p+(4−β)
4−β

× Eα,1(−|ξ|βTα)(1 + ξ2)−
p
2

∣∣∣∣
) 2(4−β)

p+(4−β)
(
2δ + τ(log log(

1

δ
))−1

) 2p
p+(4−β)

≤

([
C1(1 + µ)

] p+(4−β)
4−β

δ + E(2C1)
p+(4−β)

4−β

) 2(4−β)
p+(4−β)

(
2δ + τ(log log(

1

δ
))−1

) 2p
p+(4−β)

≤

([
C1C2

E

τ
(log log(

1

δ
))
( τ

C2E
(log log(

1

δ
))−1 + 1

)] p+(4−β)
4−β

δ + E(2C1)
p+(4−β)

4−β

) 2(4−β)
p+(4−β)

×

(
2δ + τ(log log(

1

δ
))−1

) 2p
p+(4−β)

≤

([
C1C2

1

τ
(log log(

1

δ
))
( τ

C2E
(log log(

1

δ
))−1 + 1

)] p+(4−β)
4−β

E
p

4−β δ + (2C1)
p+(4−β)

4−β

) 2(4−β)
p+(4−β)

× E
2(4−β)

p+(4−β)

(
2δ + τ

(
log log(

1

δ
)
)−1

) 2p
p+(4−β)

.
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Hence

∥uδµ(·, 0)− u(·, 0)∥ ≤

([
C1C2

1

τ
(log log(

1

δ
))
( τ

C2E
(log log(

1

δ
))−1 + 1

)] p+(4−β)
4−β

E
p

4−β δ+

(2C1)
p+(4−β)

4−β

) 4−β
p+(4−β)

E
4−β

p+(4−β)

(
2δ + τ

(
log log(

1

δ
)
)−1

) p
p+(4−β)

.

Noting that

lim
δ→0

(
log log(

1

δ
)
) p+(4−β)

4−β δ = 0,

we obtain

∥uδµ(·, 0)− u(·, 0)∥ ≤
(
o(1) + (2C1)

p+(4−β)
4−β

) 4−β
p+(4−β)

E
4−β

p+(4−β)

(
2δ + τ

(
log log(

1

δ
)
)−1
) p

p+(4−β)

,

(4.16)

as δ → 0.

The proof of Theorem 4.5 is completed. �

5. Numerical examples. In this section, we show some numerical
results obtained by the regularization method in three examples. We
use the discrete Fourier transform to complete our numerical exper-
iment. Since the analytic solution of the problem (1.1) is difficult to
obtain, we construct the final data g(x) by solving the following forward
problem

(5.1)

 ∂αt u(x, t) = x
Dβ

θ u(x, t), x ∈ [−C,C], t ∈ [0, T ],
u(−C, t) = u(C, t) = 0, t ∈ [0, T ],
u(x, 0) = h(x), x ∈ [−C,C],

with the given data h(x).

The noise data is generated by adding a random perturbation, i.e.,

(5.2) gδ = g + δ · randn(size(g)),

where the function “randn(·)” generates arrays of random numbers
whose elements are normally distributed with mean 0, variance σ2,
and standard deviation σ = 1. “Randn(size(g))” returns an array
of random entries that is the same size as g. In order to make the
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Figure 1. The exact solution and approximate solution for Example
1 with α = 0.3, β = 0.8, and T = 0.3.

sensitivity analysis for numerical results, we calculate the relative error
by

(5.3) ϵ(u) = ∥u(x, t)− uδµ(x, t)∥/∥u(x, t)∥.

The numerical examples are constructed in the following way: First,
we select the exact solution h(x) and perform discrete Fourier trans-
form, and obtain the exact data function g(x) by using (3.7). Then we
add a normally distributed perturbation to each data function giving
vectors gδ after inverse Fourier transform. Finally we obtain the regu-
larization solutions using (4.7).

Example 1. We consider the following case of smooth initial value

(5.4) u(x, 0) = 2x2.

In this case, the exact solution has the following form

(5.5) û(ξ, T ) = û(ξ, 0)Eα,1(−|ξ|βTα).

Example 2. Consider a non-smooth function

u(x, 0) =


−1, −30 ≤ x < −15,
1, −15 ≤ x < 0,
−1, 0 ≤ x < 15,
1, 15 ≤ x ≤ 30.
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Table 1. The relative error between the regularized solutions and
exact solution under the a priori regularization parameter for Example
1 at β = 0.8.

δ \ α α = 0.3 α = 0.5 α = 0.7 α = 0.9
δ = 0.001 0.0078 0.0066 0.0051 0.0040
δ = 0.01 0.0090 0.0077 0.0069 0.0106
δ = 0.1 0.0379 0.0333 0.0438 0.1344

Table 2. The relative error between the regularized solutions and
exact solution under the a posteriori regularization parameter for
Example 1 at β = 0.8.

δ \ α α = 0.3 α = 0.5 α = 0.7 α = 0.9
δ = 0.001 0.0090 0.0076 0.0061 0.0040
δ = 0.01 0.0101 0.0089 0.0072 0.0047
δ = 0.1 0.0370 0.0367 0.0389 0.0278
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Figure 2. The exact solution and approximate solution for Example
2 with α = 0.3, β = 0.8, and T = 0.3.

Example 3. Consider a piecewise continuous function

u(x, 0) =


−0.6x− 5, −10 ≤ x < −5,
x+ 3, −5 ≤ x < 0,
−x+ 3, 0 ≤ x < 5,
0.6x− 5, 5 ≤ x ≤ 10.
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Table 3. The relative error between the regularized solutions and
exact solution under the a priori regularization parameter for Example
2 at β = 0.8.

δ \ α α = 0.3 α = 0.5 α = 0.7 α = 0.9
δ = 0.001 0.0111 0.0102 0.0112 0.0304
δ = 0.01 0.0431 0.0425 0.0408 0.0785
δ = 0.1 0.2182 0.1990 0.1977 0.1766

Table 4. The relative error between the regularized solutions and
exact solution under the a posteriori regularization parameter for
Example 2 at β = 0.8.

δ \ α α = 0.3 α = 0.5 α = 0.7 α = 0.9
δ = 0.001 0.0217 0.0213 0.0266 0.0755
δ = 0.01 0.0394 0.0379 0.0417 0.0866
δ = 0.1 0.3973 0.3115 0.3097 0.2779
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Figure 3. The exact solution and approximate solution for Example
3 with α = 0.3, β = 0.8, and T = 0.3.

Figs. 1-3 show the comparisons between the exact solution and its
regularized solution of Examples 1-3 for various noise levels δ in the
case of α = 0.3, β = 0.8. Tables 1-4 show the comparison of relative
error under the a priori and a posteriori regularization parameter of
Examples 1-2 for different α with δ = 0.1, 0.01, 0.001. Tables 5-6 show
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Table 5. The relative error between the regularized solutions and
exact solution under the a priori regularization parameter for Example
3 at β = 0.8.

δ \ α α = 0.3 α = 0.5 α = 0.7 α = 0.9
δ = 0.0001 0.0210 0.0175 0.0133 0.0100
δ = 0.001 0.0233 0.0203 0.0171 0.0144
δ = 0.01 0.0941 0.0862 0.0232 0.0610

Table 6. The relative error between the regularized solutions and
exact solution under the a posteriori regularization parameter for
Example 3 at β = 0.8.

δ \ α α = 0.3 α = 0.5 α = 0.7 α = 0.9
δ = 0.0001 0.0394 0.0371 0.0414 0.0771
δ = 0.001 0.0438 0.0467 0.0442 0.0845
δ = 0.01 0.1740 0.1668 0.2466 0.6434

the comparisons of relative error under the a priori and a posteriori
regularization parameter of Example 3 for different α with δ = 0.01,
0.001, 0.0001.

From Figs. 1-3, we find that the smaller the error levels are, the
better the fitting effect is. From Table 1, we can notice that with
the increase of α and δ, the relative error gradually decreases, but
when α approaches 1, the relative error gradually increases with the
increase of δ. The other Tables have similar change rules, which show
the change of the relative error under different α. From Tables 1-6,
we can see that the smaller δ is, the smaller the relative error between
exact solution and regularization solution is, that is, the better the
fitting effect is. The noise data in the table are affected by randn(·)
function, and some of them do not strictly follow the law, but this
does not affect our conclusion. At the same time, numerical examples
in three different cases verify the validity and accuracy of the quasi-
reversibility regularization method. From these tables, we can also see
that our proposed method is stable and efficient for different inverse
problems.

6. Conclusion.
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In this paper, a time-space fractional backward diffusion equation
is investigated. We use quasi-reversibility regularization method to
deal with the ill-posed problem and obtain the regularization solution.
Moreover, under the a priori and the a posteriori parameter choice rules,
we obtain the error estimates. Finally, different types of numerical
experiments show that the proposed method works effectively.

We can observe that the regularity of the initial function u(x, 0) is
required to be Hp(R), and p > 4 − β. This condition is very strict. If
one can reduce the regularity condition, this is also an open problem.
And in the future, we will consider the two-dimensional case which can
be applied to the image processing.

Acknowledgments.

The work described in this article was supported by the NNSF of
China (12261082, 11326234), NSF of Gansu Province (145RJZA099),
Scientific research project of Higher School in Gansu Province (2014A-
012), Higher Education Innovation Fund Project of Gansu Province
(2021A-100), Project of Cultivating Teaching Achievement of Higher
Education of Gansu Province (2019-104), and Project of NWNU-
LKQN2020-08.

REFERENCES

1. Wen Chen, Linjuan Ye, and Hongguang Sun. Fractional diffusion equations by
the Kansa method. Comput. Math. Appl., 59(5):1614–1620, 2010.

2. R. H. De Staelen and A. S. Hendy. Numerically pricing double barrier options
in a time-fractional Black-Scholes model. Comput. Math. Appl., 74(6):1166–1175,
2017.

3. Smina Djennadi, Nabil Shawagfeh, and Omar Abu Arqub. A fractional
Tikhonov regularization method for an inverse backward and source problems in

the time-space fractional diffusion equations. Chaos Solitons Fractals, 150:Paper
No. 111127, 9, 2021.

4. Rudolf Gorenflo, Asaf Iskenderov, and Yuri Luchko. Mapping between solu-

tions of fractional diffusion-wave equations. Fract. Calc. Appl. Anal., 3(1):75–86,
2000.

5. Dinh Nguyen Duy Hai and Dang Duc Trong. The backward problem for

a nonlinear Riesz-Feller diffusion equation. Acta Math. Vietnam., 43(3):449–470,
2018.

6. B. I. Henry, Tam Langlands, and S. L. Wearne. Fractional cable models for

spiny neuronal dendrites. Physical review letters, 100(12):p.306–309, 2008.

13 Dec 2023 15:02:48 PST
221010-JinWen Version 2 - Submitted to Rocky Mountain J. Math.



QUASI-REVERSIBILITY METHOD FOR THE ONE-DIMENSIONAL BACKWARD TIME-SPACE FRACTIONAL DIFFUSION PROBLEM23

7. R. Hilfer. On fractional diffusion and continuous time random walks. Phys. A,
329(1-2):35–40, 2003.

8. Junxiong Jia, Jigen Peng, Jinghuai Gao, and Yujiao Li. Backward problem for
a time-space fractional diffusion equation. Inverse Probl. Imaging, 12(3):773–799,
2018.

9. Erdal Karapinar, Devendra Kumar, Rathinasamy Sakthivel, Nguyen Hoang
Luc, and N. H. Can. Identifying the space source term problem for time-space-
fractional diffusion equation. Adv. Difference Equ., pages Paper No. 557, 23, 2020.

10. Mokhtar Kirane and Berikbol T. Torebek. Maximum principle for space and
time-space fractional partial differential equations. Z. Anal. Anwend., 40(3):277–
301, 2021.

11. Ming Li and Ming Yu Xu. Solving the fractional order Bloch equation. J.
Shandong Univ. Nat. Sci., 48(1):56–61, 2013.

12. J. J. Liu and M. Yamamoto. A backward problem for the time-fractional
diffusion equation. Appl. Anal., 89(11):1769–1788, 2010.

13. Francesco Mainardi, Yuri Luchko, and Gianni Pagnini. The fundamental

solution of the space-time fractional diffusion equation. Fract. Calc. Appl. Anal.,
4(2):153–192, 2001.

14. V. A. Morozov. Methods for solving incorrectly posed problems. Springer-

Verlag, New York, 1984. Translated from the Russian by A. B. Aries, Translation
edited by Z. Nashed.

15. Igor Podlubny. Fractional differential equations, volume 198 of Mathematics
in Science and Engineering. Academic Press, Inc., San Diego, CA, 1999. An
introduction to fractional derivatives, fractional differential equations, to methods
of their solution and some of their applications.

16. Harry Pollard. The completely monotonic character of the Mittag-Leffler
function Ea(−x). Bull. Amer. Math. Soc., 54:1115–1116, 1948.

17. Wen Yi Tian, Can Li, Weihua Deng, and YujiangWu. Regularization methods
for unknown source in space fractional diffusion equation. Math. Comput. Simula-
tion, 85:45–56, 2012.

18. Nguyen Huy Tuan, Le Dinh Long, and Salih Tatar. Tikhonov regularization
method for a backward problem for the inhomogeneous time-fractional diffusion
equation. Appl. Anal., 97(5):842–863, 2018.

19. Jun-Gang Wang, Ting Wei, and Yu-Bin Zhou. Tikhonov regularization
method for a backward problem for the time-fractional diffusion equation. Appl.
Math. Model., 37(18-19):8518–8532, 2013.

20. Jun-Gang Wang, Ting Wei, and Yu-Bin Zhou. Optimal error bound and
simplified Tikhonov regularization method for a backward problem for the time-
fractional diffusion equation. J. Comput. Appl. Math., 279:277–292, 2015.

21. Jun-Gang Wang, Yu-Bin Zhou, and Ting Wei. Two regularization methods to
identify a space-dependent source for the time-fractional diffusion equation. Appl.
Numer. Math., 68:39–57, 2013.

13 Dec 2023 15:02:48 PST
221010-JinWen Version 2 - Submitted to Rocky Mountain J. Math.



24JIN WEN1, SHAN-SHAN WANG, ZHUAN-XIA LIU AND FEN-QIN WANG2

22. Liyan Wang and Jijun Liu. Data regularization for a backward time-fractional
diffusion problem. Comput. Math. Appl., 64(11):3613–3626, 2012.

23. Ting Wei and Jun-Gang Wang. A modified quasi-boundary value method
for the backward time-fractional diffusion problem. ESAIM Math. Model. Numer.
Anal., 48(2):603–621, 2014.

24. Ting Wei and Jungang Wang. A modified quasi-boundary value method for
an inverse source problem of the time-fractional diffusion equation. Appl. Numer.
Math., 78:95–111, 2014.

25. Ting Wei and Yun Zhang. The backward problem for a time-fractional
diffusion-wave equation in a bounded domain. Comput. Math. Appl., 75(10):3632–
3648, 2018.

26. F. Yang, P. Fan, X. X. Li, and X. Y. Ma. Fourier truncation regularization
method for a time-fractional backward diffusion problem with a nonlinear source.
2019.

27. Fan Yang and Chu-Li Fu. The quasi-reversibility regularization method for
identifying the unknown source for time fractional diffusion equation. Appl. Math.
Modelling, 39(2015):1500–1512, 2015.

28. Fan Yang, Qu Pu, and Xiao-Xiao Li. The fractional Landweber method
for identifying the space source term problem for time-space fractional diffusion
equation. Numer. Algorithms, 87(3):1229–1255, 2021.

29. Fan Yang, Yu-Peng Ren, and Xiao-Xiao Li. The quasi-reversibility method for
a final value problem of the time-fractional diffusion equation with inhomogeneous

source. Math. Methods Appl. Sci., 41(5):1774–1795, 2018.

30. Fan Yang, Qian-ChaoWang, and Xiao-Xiao Li. Unknown source identification
problem for space-time fractional diffusion equation: optimal error bound analysis

and regularization method. Inverse Probl. Sci. Eng., 29(12):2040–2084, 2021.

31. Fan Yang, Pan Zhang, Xiao-Xiao Li, and Xin-Yi Ma. Tikhonov regularization
method for identifying the space-dependent source for time-fractional diffusion

equation on a columnar symmetric domain. Adv. Difference Equ., pages Paper No.
128, 16, 2020.

32. Fan Yang, Yan Zhang, and Xiao-Xiao Li. Landweber iterative method for

identifying the initial value problem of the time-space fractional diffusion-wave
equation. Numer. Algorithms, 83(4):1509–1530, 2020.

33. Fan Yang, Yan Zhang, Xiao Liu, and Xiaoxiao Li. The quasi-boundary

value method for identifying the initial value of the space-time fractional diffusion
equation. Acta Math. Sci. Ser. B (Engl. Ed.), 40(3):641–658, 2020.

34. Hongwu Zhang and Xiaoju Zhang. Solving the Riesz-Feller space-fractional

backward diffusion problem by a generalized Tikhonov method. Adv. Difference
Equ., pages Paper No. 390, 16, 2020.

35. G. H. Zheng and T. Wei. Two regularization methods for solving
a Riesz-Feller space-fractional backward diffusion problem. Inverse Problems,
26(11):115017, 22, 2010.

13 Dec 2023 15:02:48 PST
221010-JinWen Version 2 - Submitted to Rocky Mountain J. Math.



QUASI-REVERSIBILITY METHOD FOR THE ONE-DIMENSIONAL BACKWARD TIME-SPACE FRACTIONAL DIFFUSION PROBLEM25

Department of Mathematics, Northwest Normal University, Lanzhou 730070,
P. R. China
Email address: wenjin0421@163.com.

Department of Mathematics, Northwest Normal University, Lanzhou 730070,
P. R. China

Email address: wang1518668181@163.com

Department of Mathematics, Northwest Normal University, Lanzhou 730070,

P. R. China
Email address: liu11200810@163.com

School of Telecommunication Engineering, Lanzhou Bowen College of

Science and Technology, Lanzhou 730000, Gansu, P. R. China
Email address: wangfenqin@163.com

13 Dec 2023 15:02:48 PST
221010-JinWen Version 2 - Submitted to Rocky Mountain J. Math.


