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Abstract. In this paper, the notion of a direct sum of a family of Banach
spaces is introduced and studied. Necessary and sufficient conditions are found

that a Banach space can be regarded, in a unique way, as a direct sum of a
family of its closed subspaces. A class of direct sums of Banach spaces, that

many of the direct sums are in the form of a closed subspace of a member of

this class, is introduced. As an application, the direct sums of trigonometric
polynomials on a compact group G are introduced and classified. Furthermore,

among other results, it is proved that the spaces C(G) and Lp(G) (1 ≤ p <∞)

are direct sums of trigonometric polynomials and can be regarded as closed
subspaces of the members of that class of direct sums of Banach spaces intro-

duced in this paper.

Introduction and preliminaries

The organization of this paper is as follows. In Section 1, the notion of a direct
sum of Banach spaces is introduced, and a number of properties of this notion are
given along with some examples. The following notations are needed. Let I be
a nonempty index set, and (Xi)i∈I a family of Banach spaces. The product of
(Xi)i∈I is denoted by

∏
i∈I Xi, and consists of all x = (xi)i∈I for which xi ∈ Xi

(i ∈ I). For each j ∈ I, the j’th canonical projection πj :
∏
i∈I Xi → Xj is defined

by πj(x) = xj , where x = (xi)i∈I ∈
∏
i∈I Xi and xj = xj . The algebraic direct sum⊕

i∈I Xi of (Xi)i∈I is defined as the set of all x ∈
∏
i∈I Xi such that xi = 0 for all

but finitely many i ∈ I. If j ∈ I, then the appropriate copy of x ∈ Xj in
⊕

i∈I Xi is

denoted by xj , and defined by (xj)j = x and (xj)i = 0 for i 6= j. The j’th canonical
injection ιj : Xj →

⊕
i∈I Xi is defined by ιj(x) = xj (x ∈ Xj). In the beginning of

this section, a direct sum of Banach spaces (Xi)i∈I is defined as a subsapce of the
product of (Xi)i∈I that contains the appropriate copy of each x ∈ Xi (i ∈ I), and
under some norm is a Banach space with continuous coordinates πi (i ∈ I). The
notion of direct sums of Banach spaces is also defined in Definition 2.1 of [7] for a
countable family of Banach spaces, which in this paper is defined in a more general
and comprehensive way for an arbitrary family of Banach spaces. This notion
extends the notion of BK-space (which is, for example, studied in [2], and with the
literature of this paper is a direct sum of countable copies of C), and the notions of
the `p-direct sums of (Xi)i∈I (1 ≤ p ≤ ∞). Recall that `p(Xi)i∈I (or simply `p(I),
where Xi = C for all i ∈ I, and `p if furthermore I = N) is the set of all x ∈

∏
i∈I Xi

for which
∑
i∈I ‖xi‖p < ∞ for 1 ≤ p < ∞, and supi∈I ‖xi‖ < ∞ for p = ∞. At

the final of this section the concept of an internal direct sum is introduced. The
Banach space X is called an internal direct sum of a family (Xi)i∈I of it’s closed
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2 H. Samea

subspaces, if there exists a unique linear map P : X →
∏
i∈I Xi that isometrically

maps X onto a direct sum of (Xi)i∈I , and Pxi = xii for each i ∈ I and xi ∈ Xi. It
is proved that X is an internal direct sum of (Xi)i∈I , if and only if, the linear span
of ∪i∈IXi is dense in X and for each i ∈ I, there exists a bounded projection pi
on X (i.e. a bounded linear map that p2

i = pi) with pi(X) = Xi (i ∈ I) such that
the family (pi)i∈I is separating (i.e. ∩i∈I ker pi = 0) and mutually orthogonal (i.e.
pipj = 0, where i, j ∈ I and i 6= j).

In Section 2 a wide class of direct sums of Banach spaces is introduced. In this
paper, for each finite subset F of I, let PF :=

∑
i∈F ιi◦πi, i.e. for each x ∈

∏
i∈I Xi,

(PF x)i = xi for i ∈ F , otherwise (PF x)i = 0. It is proved that if Γ is a family of
functions γ from

∏
i∈I Xi to a Banach space X such that ‖γ(x)‖ = ‖γ(PFγ x)‖, for

a finite subset Fγ of I and each x ∈
∏
i∈I Xi, then under some conditions, b(Γ) :=

{x ∈
∏
i∈I Xi : supγ∈Γ ‖γ(x)‖ <∞}, and bc(Γ) in the case that Γ is a net, is defined

as the set of all x ∈ b(Γ) such that limγ∈Γ γ(x) exists, are direct sum of (Xi)i∈I . It is
shown that many of the known direct sums of Banach spaces are closed subspaces
of a direct sum of the form b(Γ). As an example of these direct sums, for a Banach
sapce X and a family of nonzero elements e = (ei)i∈I of X, the concept of the
(X, e)-direct sum of (Xi)i∈I , that consisting of all x ∈

∏
i∈iXi for which the series∑

i∈I ‖xi‖ei is unconditionally partially bounded (i.e. supF∈F ‖
∑
i∈F ‖xi‖ei‖ <∞,

where F is the family of all finite subsets of I) is introduced. Finally, an example
of a direct sum of Banach spaces that is not a closed subspace of a direct sum of
the form b(Γ) is given.

Section 3 is devoted to applications to compact groups. The terminologies and
notations of [5] are used here. Let G be a compact group with the dual object Σ.
For each σ ∈ Σ, select a fixed member U (σ) of σ with representation space Hσ.
Recall from [5] that the set of all finite linear combinations of functions of the form

x 7→ 〈U (σ)
x ξ, η〉, where ξ, η ∈ Hσ, is denoted by Tσ(G). Also, the linear span of

∪σ∈ΣTσ(G) is denoted by T(G), and functions in T(G) are called trigonometric
polynomials on G. An internal direct sum of (Tσ(G))σ∈Σ is called a direct sums
of trigonometric polynomials on G. In this section direct sums of trigonometric
polynomials are classified. It is shown that the Banach spaces Lp(G) (1 ≤ p <∞)
and C(G) are direct sums of trigonometric polynomials, and can be regarded as
direct sums of the form bc(Γ), that introduced in Section 2.

1. Direct sum of Banach spaces

Throughout this paper, let I be a nonempty index set, and (Xi)i∈I a family of
Banach spaces.

Definition 1.1. A subspace X of
∏
i∈I Xi that contains

⊕
i∈I Xi, is called a direct

sum of (Xi)i∈I , if there exists a complete norm on X with continuous coordinates
(i.e. the restrictions of the projections πi (i ∈ I) to X is continuous).

Proposition 1.2. Let X be a Banach space, P : X →
∏
i∈I Xi a linear map such

that the maps pi := πi ◦ P (i ∈ I) are continuous, and X a direct sum of (Xi)i∈I
under the norm ‖.‖X such that PX ⊆ X. Then,

(i) ‖x‖P := infx∈P−1x ‖x‖X (x ∈ PX) is a well defined complete norm on PX for
which the projections πi|PX (i ∈ I) are continuous;

(ii) PX is s direct sum of (Xi)i∈I if and only if for each i ∈ I, Xi = pi(∩j 6=i ker pj);
(iii) for some c > 0, ‖x‖X ≤ c‖x‖P (x ∈ PX);
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Classifications of infinite direct sums of Banach spaces ... 3

(iv) P : X → X is continuous.

Proof. (i): If x ∈ kerP, then for each i ∈ I, by continuity of pi, πi(Px) = pi(x) ∈
pi(kerP) ⊆ pi(kerP) = {0}, that implies Px = 0. Thus kerP is a closed subspace
of the Banach space X, and so X

kerP is a Banach space with respect to the quotient

norm ‖.‖q. But, the map P0 : X
kerP → PX through P0(x + kerP) = Px (x ∈ X)

is a bijection. Thus PX is a Banach space with respect to the norm ‖x‖P :=
‖P−1

0 x‖q = infx∈P−1x ‖x‖X , where x ∈ PX. Now let i ∈ I. Since for each x ∈ X
and y ∈ kerPX, πi(Px) = pix = pi(x+ y), so ‖πi(Px)‖ ≤ ‖pi‖‖PX‖P, that implies
πi|PX is continuous.

(ii): Suppose PX is a direct sum of (Xi)i∈I . Let i ∈ I and xi ∈ Xi. Since
xii ∈ PX, so there exists x ∈ X such that Px = xii, equivalently, pi(x) = xi and
pj(x) = 0 (j 6= i), that implies xi ∈ pi (∩j 6=i ker pj). Thus Xi = pi (∩j 6=i ker pj).

Conversely, suppose for each i ∈ I, Xi = pi (∩j 6=i ker pj). Let i ∈ I and xi ∈ Xi.
Since xi ∈ pi (∩j 6=i ker pj), so there exists x ∈ ∩j 6=i ker pj such that pi(x) = xi.
Thus xii = Px ∈ PX. It follows that

⊕
i∈I Xi ⊆ PX, that together (i) implies that

PX is a direct sum of (Xi)i∈I .
(iii): Let (xn)n∈N be a sequence in PX which ‖.‖P-converges to 0 and ‖.‖X

converges to a point x ∈ X. For each i ∈ I, by continuity of the maps πi|X and
πi|PX (by (i)),

πi(x) = πi(‖.‖X − lim
n→∞

xn) = lim
n→∞

πi(xn) = πi(‖.‖P − lim
n→∞

xn) = πi(0) = 0,

and so x = 0. Thus, by Closed graph theorem, the inclusion map ι : PX → X : x 7→ x
is continuous. It completes the proof.

(iv): Note that for each x ∈ X, by (iii) and (i), ‖Px‖X ≤ c‖Px‖P = c‖x‖q ≤
c‖x‖X �

The following result, as a direct consequence of the above corollary, shows that
there is no ambiguity to define the norm of direct sums of Banach spaces, and each
direct sum of (Xi)i∈I contains appropriate copies of Xi, where i ∈ I.

Corollary 1.3. Let X be a direct sum of Banach spaces (Xi)i∈I . Then
(i) all norms that makes the space X into a direct sum of (Xi)i∈I , are equivalent;
(ii) the canonical injections ιi : Xi → X (i ∈ I) are continuous.

Proof. (i) is a direct consequence of Proposition 1.2(iv).
(ii) is a consequence of Proposition 1.2(iv), and the fact that for each i, j ∈ I

with j 6= i, πi ◦ ιi is the identity map on Xi and πj ◦ ιi = 0. �

The following result shows that, in general, the product and algebraic direct sum
of a family of Banach spaces are not direct sums of that family.

Proposition 1.4. If there are infinitely many i ∈ I with Xi 6= 0 and X is a direct
sum of Banach spaces (Xi)i∈I , then X 6=

⊕
i∈I Xi,

∏
i∈I Xi.

Proof. Choose a sequence (in)n∈N of distinct elements of I with Xin 6= 0. Thus
for each n ∈ N, there exists xin ∈ Xin with xin 6= 0. Suppose the norm ‖.‖ makes

X into a direct sum. If xn :=
ιin (xin )
‖ιin (xin )‖ (n ∈ N), then the absolutely convergent

series
∑∞
n=1

1
2n xn converges to some a ∈ X (by the completeness of X). For each

n ∈ N, the continuity of πin implies that πin(a) = 1
2nπin(xn) 6= 0, and so a /∈⊕

i∈I Xi. Hence,
⊕

i∈I Xi 6= X. Now, suppose b is an element of
∏
i∈I Xi with
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4 H. Samea

bin =
n‖πin‖xin
‖xin‖

(n ∈ N). If b ∈ X, then for each n ∈ N, by continuity of πin ,

n‖πin‖ = ‖bin‖ = ‖πin(b)‖ ≤ ‖πin‖‖b‖, and so ‖b‖ ≥ n, that’s a contradiction.
Thus b /∈ X, and so X 6=

∏
i∈I Xi. �

Remark 1.5. Suppose there are finitely many i ∈ I with Xi 6= 0. It is easy to see
that, if X is a direct sum of Banach spaces (Xi)i∈I , then X =

∏
i∈I Xi =

⊕
i∈I Xi

and it is a direct sum under the absolute norm ‖x‖∞ := sup1≤i≤m ‖xi‖ (see also
Corollary 1.3(i)).

Example 1.6. (a) Since c00 :=
⊕

n∈N C has a countable basis, so by the Baer’s
category theorem it is not a Banach space under any norm. But, there exists a
complete norm on s := CN. To see this, note that dim s = dim `1 (see for example
Theorem I.1 of [8]). Thus, there exists a vector space isomorphism I : s → `1.
Clearly s with respect to the norm ‖x‖ := ‖I(x)‖1 (x ∈ s) is a Banach space.

(b) If B is a basis for `1 that contains em = (δnm)n∈N (m ∈ N), where δnm is
the Kronecker’s delta symbol, and e0 =

∑∞
n=1

en
2n , then

⊕
b∈B C with respect to

the norm ‖α‖ :=
∑
b∈B |αb| (α ∈

⊕
b∈B C) is a Banach space that is isometrically

isomorphic with `1. Since πe0(e0) = 1 and
∑∞
n=1

1
2nπe0(en) = 0, so the projection

πe0 is not continuous.

The remainder of this section is devoted to internal direct sum that defined as
the following.

Definition 1.7. LetX be a Banach space, and (Xi) a family of its closed subspaces.
Then X is called an internal direct sum of (Xi)i∈I , if there exists a unique linear
map P : X →

∏
i∈I Xi that maps X isometrically isomorphic onto a direct sum of

(Xi)i∈I and Pxi = xii, where i ∈ I and xi ∈ Xi.

Lemma 1.8. Let X be a Banach space, (Xi)i∈I a family of its closed subspaces,
and Px = (pix)i∈I (x ∈ X) a linear map from X into

∏
i∈I Xi. The following

assertions are equivalent:
(i) P maps X isometrically isomorphic onto a direct sum of (Xi)i∈I and Pxi =

xii, where i ∈ I and xi ∈ Xi;
(ii) (pi)i∈I is a family of separating mutually orthogonal bounded projections in

X with pi(X) = Xi (i ∈ I).

Proof. (i)⇒(ii): Let i, j ∈ I. Since the i’th projection of PX, that is denoted by
πi, is bounded, so pi = πi ◦P is bounded. If i, j ∈ I and x ∈ X, then pjx ∈ Xj , and
so pipj(x) = πi(Ppj(x)) = πi((pjx)j), that follows pipj = 0 (j 6= i) and p2

i = pi.
But, if xi ∈ Xi, then pixi = πi(Pxi) = πi(x

i
i) = xi, and so pi is a projection onto

Xi. Since P is injective and kerP = ∩i∈I ker pi, so ∩i∈I ker pi = {0}, i.e. (pi)i∈I is
a separating family.

(ii)⇒(i): Let i ∈ I and xi ∈ Xi. Since pixi = xi and pjxi = 0 for j 6= i, so
xi ∈ pi (∩j 6=i ker pj). Hence, by Proposition 1.2(ii), PX is a direct sum of (Xi)i∈I .
But, (pi)i∈I is a separating family, and so kerP = {0}. Now, by Proposition
1.2(i), P maps X isometrically isomorphism onto PX that equipped with the norm
‖.‖P. �

Proposition 1.9. Let X be a Banach space, and (Xi)i∈I a family of its closed
subspaces such that there exists a family (pi)i∈I of separating mutually orthogonal
bounded projections in X with pi(X) = Xi (i ∈ I). Then X is an internal direct sum
of (Xi)i∈I , if and only if, the linear span of ∪i∈IXi is dense in X. Furthermore,
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Classifications of infinite direct sums of Banach spaces ... 5

the linear span of ∪i∈IXi is equal to X, if and only if, there are finitely many i ∈ I
with Xi 6= 0.

Proof. Let Px := (pix)i∈I (x ∈ X) and I0 = {i ∈ I : Xi 6= 0}.
Suppose the linear span of ∪i∈IXi is dense in X. Let Qx = (qix)i∈I (x ∈ X)

be a linear map from X into
∏
i∈I Xi that maps X isometrically isomorphic onto a

direct sum of (Xi)i∈I and Qxi = xii, where i ∈ I and xi ∈ Xi. Let i, j ∈ I and j 6= i.
Then, by Lemma 1.8, for each xi ∈ Xi, qixi = xi = pixi, and for each xj ∈ Xj ,
qixj = qiqjxj = 0 = pipjxj = pixj . It, together the continuity of pi and qi and the
fact that ∪i∈IXi is dense in X, implies qi = pi. Hence Q = P. Now, by Lemma 1.8
and Definition 1.7, X is an internal direct sum of (Xi)i∈I .

Conversely, suppose X is an internal direct sum of (Xi)i∈I . Firstly, suppose I0 is
infinite. By Proposition 1.4 there exists a ∈

∏
i∈iXi that a /∈ PX. Suppose f ∈ X∗

and f(∪i∈IXi) = 0. Let Q = (qi)i∈I be the map from X into
∏
i∈I Xi given by

Qx = Px+f(x)a (x ∈ X). Let i, j ∈ I and j 6= i. Then, qix = pix+f(x)ai (x ∈ X).
Thus, by the properties of f , qi is continuous and qixi = pixi + f(xi)ai = xi for all
xi ∈ Xi, that implies qi is a bounded projection with qi(X) = Xi. Also, if x ∈ X,
then qjx ∈ Xj , and so piqjx = pi(pjqjx) = 0, that together the fact f(∪i∈IXi) = 0,
implies qiqj(x) = pi(qjx) + f(qjx)ai = 0. On the other hand, if x ∈ kerQ, then
Px+f(x)a = 0. But, a doesn’t belong to the vector space PX, and so Px = 0, that
implies x = 0. By Lemma 1.8 and uniqueness of P, Q = P, and so f = 0. Hence by
Hahn-Banach Theorem, the linear span of ∪i∈IXi is dense in X.

Now, suppose I0 is finite. Then PX ⊆
∏
i∈I Xi =

⊕
i∈I Xi, and so by injectivity

of P, X is equal to the linear span of ∪i∈IXi.
Finally, if X is equal to the linear span of ∪i∈IXi, then

⊕
i∈I Xi = PX. But,

PX is a direct sum of (Xi)i∈I , so by Proposition 1.4, I0 is finite. �

2. A class of direct sums of Banach spaces

In this section, a class of direct sums of Banach spaces is introduced, which, as
mentioned in the rest of the paper, many direct sums are in the form of a closed
subspace of a member of this class. Recall that (Xi)i∈I is a family of Banach spaces.

Definition 2.1. Let X be a Banach space, and Γ a family of functions γ :∏
i∈I Xi → X such that ‖γ(x)‖ = ‖γ(PFγ x)‖, for a finite subset Fγ of I and

each x ∈
∏
i∈I Xi. Then b(Γ) is defined as the set of all x ∈

∏
i∈I Xi for which

‖x‖Γ := supγ∈Γ ‖γ(x)‖ < ∞, and if Γ is also a net, then bc(Γ) is defined as the set
of all x ∈ b(Γ) such that limγ∈Γ γ(x) exists.

Theorem 2.2. Let Γ be a family of functions γ from
∏
i∈I Xi into a Banach space

X such that ‖γ(x)‖ = ‖γ(PFγ x)‖, for a finite subset Fγ of I and each x ∈
∏
i∈I Xi.

If
(a) for each γ ∈ Γ, qγ(x) := ‖γ(x)‖ (x ∈

∏
i∈I Xi) is a seminorm,

(b) for each γ ∈ Γ and i ∈ I, qγ ◦ ιi (i ∈ I) is lower semicontinuous,
(c) for each i ∈ I and xi ∈ Xi, ‖ιi(xi)‖Γ <∞,
(d) for each i ∈ I, there exists αi > 0 such that for each x ∈

∏
i∈I Xi, ‖xi‖ ≤

αi‖x‖Γ,
then b(Γ) is a direct sum of (Xi)i∈I . Furthermore, if Γ is a net of linear maps, then
bc(Γ) is a closed subspace of b(Γ), and is a direct sum of (Xi)i∈I if limγ∈Γ(γ◦ιi)(xi)
exists for each i ∈ I and xi ∈ Xi.
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Proof. By (a), ‖.‖Γ is a seminorm on b(Γ). Since by (d), for each x ∈ b(Γ) and
i ∈ I, ‖πi(x)‖ ≤ αi‖x‖Γ, so (b(Γ)‖.‖Γ) not only is a normed space, but also its
projections are continuous. By (c),

⊕
i∈I Xi ⊆ b(Γ). Thus, b(Γ) is a direct sum of

(Xi)i∈I , provided that the completeness of ‖.‖Γ is proved. To see this, firstly note
that by (a) and (b), for each i ∈ I and γ ∈ Γ, qγ ◦ ιi is a lower semicontinuous
seminorm. It, together (c), Banach-Steinhauss Theorem (Theorem11 on Page 122
of [9]), and the definition of ‖.‖Γ, implies that for some βi ≥ 0, ‖ιi(xi)‖Γ ≤ βi‖xi‖
(xi ∈ Xi). Now, suppose (an)∞n=1 is a Cauchy sequence in b(Γ). For each i ∈ I,
(πi(an))

∞
n=1 is a Cauchy sequence in Xi (by the continuity of πi), and so converges

to some ai ∈ Xi. Let a = (ai)i∈I . Thus, for each γ ∈ Γ and n ∈ N (note that
qγ = qγ ◦ PFγ ),

qγ(an − a) ≤ lim
m→∞

(qγ(an − am) + qγ(am − a))

= lim
m→∞

(
qγ(an − am) + qγ

(
PFγ (am − a)

))
≤ lim

m→∞

(
‖an − am‖Γ +

∥∥∥ ∑
i∈Fγ

ιi(πi(am)− ai)
∥∥∥

Γ

)
≤ lim

m→∞
‖an − am‖Γ + lim

m→∞

∑
i∈Fγ

βi‖πi(am)− ai‖

= lim
m→∞

‖an − am‖Γ,

and so for each n ∈ N, ‖an − a‖Γ ≤ limm→∞ ‖an − am‖Γ. It, together the Cauchy-
ness of (an)∞n=1, implies that a ∈ b(Γ) and (an)∞n=1 converges to a.

Finally, let Γ be a net of linear maps. Suppose (xn)∞n=1 is a sequence in bc(Γ) that
converges to some x ∈ b(Γ). For ε > 0, there exists nε ∈ N such that ‖xnε−x‖Γ < 1

3ε.
Thus, for each γ1, γ2 ∈ Γ,

‖γ1(x)− γ2(x)‖ ≤ ‖γ1(x)− γ1(xnε)‖+ ‖γ1(xnε)− γ2(xnε)‖+ ‖γ2(xnε)− γ2(x)‖

≤ 2‖xnε − x‖Γ + ‖γ1(xnε)− γ2(xnε)‖ <
2

3
ε+ ‖γ1(xnε)− γ2(xnε)‖,

that together the convergence of (γ(xnε))γ∈Γ, implies that (γ(x))γ∈Γ is a Cauchy
net in the Banach space X, and so is convergent (see Proposition 2.1.49 of [10]).
But, x ∈ b(Γ), and so x ∈ bc(Γ). It follows that bc(Γ) is a closed subspace of
b(Γ). �

In the rest of this section, let F be the net of all finite subsets of I with the
inclusion order. In the following example, the notion of `p-sums of Banach spaces
is extended.

Example 2.3. (a) Let X be a Banach space, e = (ei)i∈I be a family of nonzero
elements of X, and Γ the family of all functions γF (x) =

∑
i∈F ‖xi‖ei (x ∈

∏
i∈I Xi),

where F ∈ F . Clearly, qγF ◦ ιi is continuous and qγF = qγF ◦ PF . Let i ∈ I. For
each xi ∈ Xi, ‖ιi(xi)‖Γ = ‖xi‖‖ei‖, and for each x ∈

∏
i∈I Xi, ‖xi‖ ≤ 1

‖ei‖‖x‖Γ.

Hence by Theorem 2.2, b(Γ) is a direct sum of (Xi)i∈I . In this case, b(Γ) is called
the (X, e)-direct sum of (Xi)i∈I , denoted by (X, e) − ⊕i∈IXi, and the norm ‖.‖Γ
denoted by ‖.‖(X,e).

(b) Let ej := (δji )i∈I , where j ∈ I and δji is the Kronecker’s delta symbol. If
e = (ei)i∈I , and 1 ≤ p ≤ ∞, then (`p(I), e)−

⊕
i∈I Xi = `p(Xi)i∈I .
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(c) An unusual example of a (X, e)-direct sum of (Xi)i∈I is now given. If e =
(1)i∈I , then one can prove easily that (C, e)−

⊕
i∈I Xi = `1(Xi)i∈I .

(d) Let P = (pF )F∈F , where pF :
∏
i∈I Xi → `∞(Xi)i∈I is given by pF (x) := PF x

for each F ∈ F and x ∈
∏
i∈I Xi. By Theorem 2.2, bc(P) is a direct sum of (Xi)i∈I .

Clearly, x ∈ bc(P), if and only if, (PF x)F∈F is a Cauchy net in `∞(Xi)i∈I that is
equivalent with {i ∈ I : ‖xi‖ > ε} ∈ F for all ε > 0. Recall that in this case, bc(P)
is called the c0-direct sums of (Xi)i∈I , and denoted by c0(Xi)i∈I .

Example 2.4. Let X be a Banach space.
(a) Let (Xi)i∈I be a family of closed subspaces of X. The space ucs(Xi)i∈I

consists of x ∈
∏
i∈I Xi for which the series

∑
i∈I xi is unconditionally convergent

(i.e. the net (sF x)F∈F is convergent in X, where sF x :=
∑
i∈F xi (F ∈ F)). If x ∈

ucs(Xi)i∈I , then there exists F0 ∈ F such that for all F ∈ F , ‖sF∪F0x− sF0x‖ < 1.
But, sF x = (sF∪F0

x − sF0
x) + sF∩F0

x for all F ∈ F . Hence, supF∈F ‖sF x‖ <
1+
∑
i∈F0
‖xi‖ <∞. It follows that ucs(Xi)i∈I = bc((sF )F∈F ), and so by Theorem

2.2, ucs(Xi)i∈I is a direct sum of (Xi)i∈I under the norm ‖x‖ucs := supF∈F ‖sF x‖.
(b) Let (Xi)i∈N be a sequence of closed subspaces of X. The space cs(Xi)i∈N con-

sists of x ∈
∏
i∈NXi for which the series

∑∞
i=1 xi is convergent. Clearly, cs(Xi)i∈N =

bc((si)i∈N), where six :=
∑i
j=1 xj (i ∈ N), and so by Theorem 2.2, cs(Xi)i∈N is a

direct sum of (Xi)i∈N under the norm ‖x‖cs := supi∈N ‖six‖.

In the following, an example of a direct sum that can not be expressed as a closed
subspace of a direct sum in the form of b(Γ) is given.

Example 2.5. Let X be the set of all x ∈ `∞, for which limj→∞ x(2j−1)2i−1 exists for

all i ∈ N, and
∑∞
i=1

∣∣limj→∞ x(2j−1)2i−1

∣∣ <∞. It is easy to see that X is a direct sum

of countable copies of C under the norm ‖x‖ = ‖x‖∞ +
∑∞
i=1

∣∣limj→∞ x(2j−1)2i−1

∣∣
(x ∈ X). The space X is not a closed subspace of a direct sum of the form b(Γ) that
introduced in Definition 2.1. Suppose to the contrary, X is a closed subspace of b(Γ),
where Γ satisfies the conditions of Definition 2.1. Thus, there exists c1, c2 > 0 such
that c1‖x‖Γ ≤ ‖x‖ ≤ c2‖x‖Γ (x ∈ X). Let m ∈ N, and x(m) is the sequence given by
x(m)(2j−1)2i−1 := 1, for 1 ≤ i ≤ m and j ∈ N, otherwise x(m)(2j−1)2i−1 := 0. Then

for each m ∈ N,

1 +m = ‖x(m)‖ ≤ c2‖x(m)‖Γ = c2 sup
γ∈Γ

qγ(x(m)) = c2 sup
γ∈Γ

qγ(PFγ (x(m)))

≤ c2 sup
γ∈Γ
‖PFγ (x(m))‖Γ ≤

c2
c1

sup
γ∈Γ
‖PFγ (x(m))‖ =

c2
c1
,

that’s a contradiction.

3. Applications to compact groups

Throughout this section let G be a compact group with the normalized Haar
measure λ and the dual object Σ. For each σ ∈ Σ, select a fixed member U (σ) of
σ with representation space Hσ. Recall that for each σ ∈ Σ, dσ = dimHσ < ∞
(Theorem 22.13 of [4]). Thus for each σ ∈ Σ, Tσ(G) is finite dimensional, and so is
a closed subspace of each normed space X that contains Tσ(G) as a subspace.

Definition 3.1. An internal direct sum of (Tσ(G))σ∈Σ that is also a subspace of
M(G) is called a direct sum of trigonometric polynomials on G.
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For classifying the direct sums of trigonometric polynomials the following defi-
nition is needed.

Definition 3.2. The map F : M(G)→
∏
σ∈Σ Tσ(G) is defined by Fµ := (Fσµ)σ∈Σ,

where Fσµ := µ ∗ uσ and uσ(x) := dσtr(U
(σ)
x ) (x ∈ G) for all σ ∈ Σ.

By Definition 34.2, Remark 34.3 Lemma 34.1 of [5], it is easy to see that Fσµ(x) =

dσtr(AσU
(σ)
x ) (x ∈ G), where Aσ is the σ’s Fourier coefficient operator of µ that

defined by Aσ =
∫
G
U

(σ)
x−1dµ(x). Note that the formal expression

∑
σ∈Σ Fσµ is the

Fourier series of µ

Proposition 3.3. Let (X, ‖.‖X) be a Banach space which is also a subspace of
M(G). Then, F maps X isometrically isomorphic onto a direct sum of (Tσ(G))σ∈Σ

if and only if T(G) ⊆ X and there exists a positive constant c such that ‖µ‖ ≤ c‖µ‖X
(µ ∈ X).

Proof. Suppose there exists a positive constant c such that for each µ ∈ X, ‖µ‖ ≤
c‖µ‖X . On one hand, by Lemma 34.1(iv) of [5] all Fourier operators of uσ is 0
excepts the σ’s Fourier operator that is equal to Idσ . Hence, by Remark 34.3(c)
of [5] and Definition 3.2, (Fσ)σ∈Σ is a family of mutually orthogonal projections
with Fσ(M(G)) = Tσ(G) (σ ∈ Σ), and also is separating by Remark 34.3(b) of [5].
On the other hand, for each σ ∈ Σ, there exists cσ > 0 such that ‖t‖X ≤ cσ‖t‖1
for all t ∈ Tσ(G) (note that Tσ(G) is finite dimensional, and so all norms on it is
equivalent), so by Theorem 20.12 of [4] for each µ ∈ X, ‖Fσµ‖X ≤ cσ‖Fσµ‖1 ≤
cσ‖uσ‖1‖µ‖ ≤ ccσ‖uσ‖1‖µ‖X , that implies Fσ is continuous. Hence by Proposition
1.8, F maps X isometrically isomorphic onto a direct sum of (Tσ(G))σ∈Σ.

Conversely, suppose F maps X isometrically isomorphic onto a direct sum of
(Tσ(G))σ∈Σ. Since for each σ ∈ Σ, Fσ = πσ ◦ F, where πσ is the σ’s projection of
FX, so Fσ is continuous. Hence by Proposition 1.2(i), ‖Fµ‖F = ‖µ‖X (µ ∈ X).
But, by the first paragraph of the proof, FM(G) is a direct sum of (Tσ(G))σ∈Σ

under the norm ‖Fµ‖ = ‖µ‖ (µ ∈M(G)). Now, by Proposition 1.2(iii) there exists
c > 0 such that for each µ ∈ X, ‖Fµ‖ ≤ c‖Fµ‖F, and so ‖µ‖ ≤ c‖µ‖X . . �

Example 3.4. Let G be an infinite compact group. Then M(G) is infinite di-
mensional, and so by Theorem 4.2 of [1], there exists a complete norm ‖.‖′ on
M(G) that is not equivalent to ‖.‖1. Thus by Proposition 3.3, F does not map
X = (M(G), ‖.‖′) isometrically isomorphic onto a direct sum of (Tσ(G))σ∈Σ.

Corollary 3.5. The Banach spaces C(G) and Lp(G) (1 ≤ p <∞) are direct sums
of trigonometric polynomials on G.

Proof. For each 1 ≤ p ≤ ∞ and f ∈ Lp(G), ‖f‖1 ≤ ‖f‖p, and T(G) is dense
in C(G) and Lp(G) (1 ≤ p < ∞) (see for example Page 110 of [3]). By using
Proposition 3.3, Lemma 1.8, and Proposition 1.9, the proof is completed. �

In the remainder of this section, it is proved that Lp-spaces on G is of the
form b(Γ) or bc(Γ) that introduced in Definition 2.1. In the proof of the following
proposition, the fact that ‖f ∗ µ‖p, ‖µ ∗ f‖p ≤ ‖f‖p‖µ‖ for each µ ∈ M(G) and
f ∈ Lp(G) (Theorem 20.12 of [4]) is used frequently.

Proposition 3.6. Let 1 ≤ p ≤ ∞, (hα) be a net in T(G), and Hp := (hpα)α, where
hpα maps t ∈

∏
σ∈Σ Tσ(G) to

∑
σ∈Σ hα ∗ tσ ∈ Lp(G) for each α. If limα ‖hα ∗ uσ −

uσ‖p = 0, then
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(i) b(Hp) ⊆ FLp(G) for 1 < p ≤ ∞, and b(H1) ⊆ FM(G).
(ii) if supα ‖hα ∗ uσ‖p < ∞ (σ ∈ Σ), then b(Hp) and bc(Hp) are direct sums of

(Tσ(G))σ∈Σ,
(iii) if supα ‖hα‖1 < ∞, then b(Hp) = bc(Hp) = FLp(G) (1 < p < ∞), b(H1) =

FM(G), bc(H1) = FL1(G), b(H∞) = FL∞(G), and bc(H∞) = FC(G).

Proof. (i): Suppose 1 < p ≤ ∞ and t ∈ b(Hp). Then, (hα,p(t))α is a ‖.‖p-bounded
net in T(G) ⊆ Lp(G) = Lq(G)∗, where 1

p + 1
q = 1, and so by Banach-Alaoglu

Theorem, it has a subnet (hpβ(t))β that weak*-converges to some f ∈ Lp(G) =

Lq(G)∗. Let σ ∈ Σ. By a simple calculation, one can proved that the net (hpβ(t) ∗
uσ)β is weak*-convergent to f ∗ uσ = Fσf . It, together the facts that (hpβ(t) ∗ uσ)β
is a net in the finite dimensional space Tσ(G) and on a finite dimensional space
all Hausdorff vector topologies are equivalent, implies that (hpβ(t) ∗ uσ)β is ‖.‖p-
convergent to f ∗ uσ = Fσf . On the other hand, limβ ‖hβ ∗ uσ − uσ‖p = 0 and
uσ ∗ tσ = tσ. It follows that

Fσf = lim
β

hpβ(t) ∗ uσ = lim
β

∑
η∈Σ

((hβ ∗ tη) ∗ uσ) = lim
β
hβ ∗ tσ

= lim
β
hβ ∗ (uσ ∗ tσ) = lim

β
(hβ ∗ uσ) ∗ tσ = uσ ∗ tσ = tσ.

Hence, t = Ff ∈ FLp(G). Thus, b(Hp) ⊆ FLp(G). A similar method yields
b(H1) ⊆ FM(G) (note that T(G) ⊆M(G) = L1(G)∗).

(ii): Let σ ∈ Σ and tσ ∈ Tσ(G). Then,

sup
α
‖hα ∗ tσ‖p = sup

α
‖hα ∗ (uσ ∗ tσ)‖p ≤ sup

α
‖hα ∗ uσ‖p‖tσ‖1 <∞,

and tσ = uσ ∗ tσ = limα(hα ∗ uσ) ∗ tσ = limα hα ∗ tσ, that implies not only ισ(tσ) ∈
bc(Hp), but also for each t ∈

∏
σ∈Σ Tσ(G),

‖tσ‖p = lim
α
‖hα ∗ tσ‖p = lim

α

∥∥∥∥∥∥
∑
η∈Σ

hα ∗ (tη ∗ uσ)

∥∥∥∥∥∥
p

= lim
α
‖hpα(t) ∗ uσ‖p ≤ ‖uσ‖1 sup

α
‖hpα(t)‖p ≤ ‖uσ‖1‖t‖Hp .

Hence by using Theorem 2.2, the proof is completed.
(iii): Suppose 1 < p < ∞, f ∈ Lp(G) and t = Ff . For each ε > 0, there exists

tε ∈ T(G) such that ‖f − tε‖p < ε1, where ε1 = ε
supα ‖hα‖1+1 (see also Corollary

3.5). Since for each σ ∈ Σ, supα ‖hα ∗ uσ‖p ≤ ‖uσ‖p supα ‖hα‖1 < ∞, so by (ii),
bc(Hp) is a direct sum of (Tσ(G))σ∈Σ. But, (uσ ∗ tε)σ∈Σ ∈

⊕
σ∈Σ Tσ(G). Thus

(uσ ∗ tε)σ∈Σ ∈ bc(Hp), and so limα ‖hα ∗ tε − tε‖p = 0. It follows that,

lim
α
‖hpα(t)− f‖p = lim

α
‖hpα(Ff)− f‖p = lim

α
‖hα ∗ f − f‖p

≤ lim
α

(‖hα ∗ f − hα ∗ tε‖p + ‖hα ∗ tε − tε‖p + ‖tε − f‖p)

= lim
α

(‖hα ∗ f − hα ∗ tε‖p + ‖tε − f‖p)

≤ (sup
α
‖hα‖1)‖f − tε‖p + ‖tε − f‖p < ε,

that implies limα ‖hα,p(t) − f‖p = 0, and so t ∈ bc(Hp) ⊆ b(Hp). It together (i)
implies that b(Hp) = bc(Hp) = FLp(G) (1 < p <∞).
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Let p = 1. If µ ∈M(G), then supα ‖h1
α(Fµ)‖ = supα ‖hα∗µ‖1 ≤ (supα ‖hα‖1)‖µ‖ <

∞, and so Fµ ∈ b(H1). Hence by (i), b(H1) = FM(G). Since T(G) is ‖.‖1-dense in
L1(G), so bc(H1) ⊆ FL1(G). Applying a method exactly as the previous paragraph
yields FL1(G) ⊆ bc(H1), and so bc(H1) = FL1(G). Exactly the same proof, shows
that b(H∞) = FL∞(G), and bc(H∞) = FC(G) (note that T(G) is ‖.‖∞-dense in
C(G)). �

Example 3.7. Let T be the multiplicative group of all complex numbers with
absolute value 1. Then, Σ := {em : m ∈ Z}, where em(z) = zm for m ∈ Z and
z ∈ T. Suppose for each n ∈ N, hn = Dn, where Dn is the Dirchlet kernel (i.e.
Dn =

∑n
m=−n em). Let Hp := (hpn)n∈N, where 1 ≤ p ≤ ∞. Clearly, if m ∈ N, n ∈ N,

and n ≥ |m|, then hn ∗ em = em. Thus, by Proposition 3.6(ii), b(H1) is a direct
sum of (Tem(T))m∈Z, and by Proposition 3.6(i), b(H1) ⊆ FM(T). But, b(H1) 6=
FM(T). To see this, note that if b(H1) = FM(T), then FL1(T) ⊆ b(H1) and so
supn∈N ‖Dn ∗ f‖1 <∞ for all f ∈ L1(T). It, together Banach Steinhauss’ Theorem
and the last paragraph on Page 56 of [6], implies that supn∈N ‖Dn‖1 < ∞, that’s
a contradiction (see also Exersice 1 on Page 59 of [6]). By a similar method, it is
shown that b(H∞) is a direct sum of (Tem(T))m∈Z, FC(T) $ b(H∞), and b(H∞) $
FL∞(T). Also, by Theorem 1.5 of [6], for each 1 < p <∞, FLp(T) ⊆ bc(Hp) (note
that by Corollary 1.9 of [6], for each f ∈ L1(T) and n ∈ N, hn,p(Ff) = Snf , where
Snf is the n’th partial sum of the Fourier series of f), and so by Proposition 3.6(ii),
b(Hp) = bc(Hp) = FLp(T).

Corollary 3.8. Let X be any of spaces Lp(G) (1 ≤ p ≤ ∞), C(G) and M(G).
Then FX, as a direct sum of (Tσ(G))σ∈Σ, is a closed subspace of a direct sum of
the form b(Γ) that is introduced in Definition 2.1.

Proof. By Theorem 28.53 of [5], there exists a net (hα)α in T(G) such that for each
α, ‖hα‖1 = 1 and limα ‖hα ∗ f − f‖1 = 0, where f ∈ L1(G). Thus, if σ ∈ Σ, then
(hα ∗ uσ)α is a net in Tσ(G) that ‖.‖1-converges to uσ, and so ‖.‖p-converges to
uσ for each 1 ≤ p ≤ ∞ (note that Tσ(G) is finite dimensional). Using Proposition
3.6(iii) completes the proof. �
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