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ADMISSIBILITY FOR THE NONAUTONOMOUS DIFFERENTIAL EQUATIONS
WITHOUT BOUNDED GROWTH

JINSEN ZHUANG AND YAN ZHOU

ABSTRACT. In this paper, nonuniform exponential dichotomy (NED for short) is characterized for
nonautonomous differential equations in terms of the admissibility of two classes of weighted bounded
continuous functions. Sufficient conditions are obtained for the existence of NED on R−,R+, and R. In
a contrast to most previous literature charactering NED, neither Lyapunov norms nor bounded growth
condition are used in this paper. Recently, Wu and Xia [PAMS, 2023] presented a discrete version
of admissibility without Lyapunov norms or bounded growth condition for the difference equations.
However, the discrete version of the admissibility for the difference equations can not cover our results
(the continuous version). Since there are essential differences between the differential equations and the
difference equations, novel proving techniques should be employed in this paper.

1. Introduction

Let J be one of R−, R+, R where R− := (−∞,0], R+ := [0,+∞). We consider the following nonau-
tonomous differential equation

(1) x′(t) = A(t)x(t),

where t ∈ J, x(t) ∈ Rn, and A(t) is a matrix-valued function which is continuous on J. It is clear that
for each (t0,x0) ∈ J×Rn, there exists a unique solution x(t) of system (1) satisfying x(t0) = x0. Then
we denote by Φ : J×J →Rn×n the fundamental matrix of system (1), i.e., the initial value problem (1)
with x(s) = ξ has a solution Φ(t,s)ξ . Now we introduce some notations and concepts. Let C(J,X)
be the set of all continuous functions from J into X . Let | · | and ∥ · ∥ denote the Euclidean norm and
operator norm, respectively. Let R(P) and N (P) be the range space and null space of matrix P,
respectively.

An invariant projector of system (1) is a map P : J → Rn×n of projections P(t), t ∈ J satisfying

(2) P(t)Φ(t,s) = Φ(t,s)P(s), t,s ∈ J.

Besides, for ω ∈ R, let

Cω(J) := { f ∈C(J,Rn) : sup
t∈J

| f (t)|e−ω|t| <+∞}, | f |ω,J := sup
t∈J

| f (t)|e−ω|t|.
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Clearly, | · |ω,J is a norm and (Cω(J), | · |ω,J) is a Banach space. Set

Ωω(J) = {x ∈ Rn : |Φ(t,0)x|ω,J <+∞} .
We say system (1) has a nonuniform exponential dichotomy (NED) if there exists an invariant projector
P of system (1) such that

(3)
∥Φ(t,s)P(s)∥ ≤ Ke−α(t−s)+ε|s|, t ≥ s,
∥Φ(t,s)Q(s)∥ ≤ Ke−α(s−t)+ε|s|, t ≤ s,

for some constants K ≥ 1, α > 0, ε ≥ 0, where Q(s) = I −P(s) and t,s ∈ J.
In particular, if we take ε = 0 in (3), then the concept of NED mentioned above reduces to the notion

of exponential dichotomy. Besides exponential dichotomy extends the hyperbolicity from autonomous
systems to nonautonomous systems. For the theory of exponential dichotomy, one can refer to the
books [24, 12, 13]. Exponential dichotomy plays an important role in the investigation of dynamical
behaviors of dynamical systems, e.g. linearization [6, 27, 14, 8], invariant manifolds [17, 19, 10, 40],
spectral theory [32, 33, 37, 38, 43], homoclinic orbits and heteroclinic orbits [27, 18, 44], reducibility
[34, 9] and so on.

Studying the relation between dichotomy and admissibility is one of the most important topics in the
study of dichotomy. As introduced in [24], we say that a pair of function classes (X ,Y ) is (properly)
admissible for system (1) when the nonhomogeneous differential equation

(4) x′(t) = A(t)x(t)+ f (t), t ∈ J, x(t) ∈ Rn.

has a (unique) solution in Y for each function f ∈ X . The pioneering study is of Perron [28] in 1930, in
which he proposed the notion of exponential dichotomy for ODEs and described it by the admissibility
of the pair (C0(R+),C0(R+)). Later, Maı̆zel’ [22] proved that all the systems x′(t) = A(t)x with
A(t) ∈ BC(R+,Rd×d) are equivalent. In 1958, Massera and Schäffer [23] proved that the exponential
dichotomy is equivalent to the admissibility on a Banach space with J = R+. In 1974, Dalec’kiı̆ and
Krein [13] proved the equivalence between that system (1) has an exponential dichotomy on R and that
the pair (C0(R),C0(R)) is properly admissible under the assumption of local integrability. In the 1970s,
Coppel [12] established the equivalence on R+ and R without the condition of local integrability.

Besides the works of characterizing exponential dichotomy mentioned above, efforts are also
made to characterize NEDs by admissibility. In 2010, Barreira and Valls [3] used Lyapunov norms
to characterize nonuniform exponential contractions by admissibility. Later, Barreira and Valls [7]
extended the work in [3] to the case of NEDs under the assumption of bounded growth. In 2014,
Barreira et al [5] studied the notation of a strong exponential dichotomy and characterized it in terms
of the admissibility. Besides, they gave the robustness of strong exponential dichotomies. Later, these
authors [4] characterized the dichotomy completely interms of the admisibility of bounded solutions.
In 2017, Zhou et al [42] considered the admissibility with forward bounded growth. For the work of
characterizing NEDs over linear skew-product semiflows, one can refer to Bătăran, C. Preda and Preda
[1].

Note that the works mentioned above all use Lyapunov norm. For instance, in [7], the authors
employed Lyapunov norm ∥ · ∥′t to define the function classes, where

∥v∥′t = sup
s≥t

{∥T (s, t)P(t)v∥e−α(s−t)}+ sup
0≤s≤t

{∥T (s, t)Q(t)v∥e−α(t−s)},
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and T is the evolution operator. Clearly, it is challenging to construct such Lyapunov norms before
establishing the existence of a NED. For the research of characterizing NEDs for discrete systems
without Lyapunov norms, one can refer to [41, 16].

Besides this line of research for ODEs, similar results can be obtained for difference equations (see
e.g.[21, 11, 19, 35, 36, 29, 30, 31, 20, 25, 26]). In particular, Wu and Xia [39] presented a discrete
version of admissibility without bounded growth condition or Lyapunov norms for the difference
equations. However, there are essentially differences between the differential equations and the
difference equations. Novel proving techniques should be employed. We characterize NEDs by two
admissible pairs on certain weighted subspaces. We do not use either bounded growth condition
or Lyapunov norms. However, the discrete version of the admissibility in Wu and Xia [39] for the
difference equations can not cover our results (the continuous version).

The rest of this paper is organized as follows. Section 2 presents the main results of this paper.
Section 3 gives the proofs of main results.

2. Main results

Theorem 2.1. Let J = R+ or R−. Assume that for i = 1,2, there are constants µi,νi satisfying µi ≤ νi,
ν1 < 0 and ν2 > 0, such that the following conditions hold:

(i) The pairs (Cµi(J),Cνi(J)), i = 1,2 are both admissible for system (4);
(ii) Ων1(J) = Ων2(J).

Then system (1) has a NED on J.

Theorem 2.2. Assume that for i = 1,2, there are constants µi,νi satisfying µi ≤ νi, ν1 < 0 and ν2 > 0,
such that the following conditions hold:

(i) The pairs (Cµi(R),Cνi(R)), i = 1,2 are properly admissible for system (4);
(ii) Ων1(R+) = Ων2(R+) and Ων1(R−) = Ων2(R−).

Then system (1) has a NED on R.

Remark 2.1. Recently, Wu and Xia [PAMS, 2023] presented a discrete version of admissibility without
Lyapunov norms or bounded growth condition for the difference equations. However, the discrete
version of the admissibility for the difference equations can not cover our results (the continuous
version). Since there are essentially differences between the differential equations and the difference
equations, novel proving techniques should be employed in this paper. For the detail, one can compare
the proof of Theorem 2.2 and the proof of the results in [39].

Remark 2.2. In [15], the authors characterized the NEDs for differential equations on R by three
properly admissible pairs. In a contrast to [15], we characterize NEDs on R by two properly admissible
pairs. Finally, the function classes Cω(J),ω ∈R used in this paper are different from those in [15] and
have a simpler structure. For instance, the set

Yε,β |·| := {y : R→ X |y is locally integrable and sup
t∈R

e−β |t|
∫ t+1

t
eε|τ||y(τ)|dτ <+∞}

is one of the function classes in [15], which is evidently different from the function classes in our paper.
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3. Proofs of main results

Lemma 3.1. Assume that there are µ,ν ∈ R such that (Cµ(R+),Cν(R+)) is admissible for system
(4) with J = R+. Then for any subspace Ωc

ν(R+) complemented to Ων(R+), there exist an invariant
projector P of system (1) and a bounded linear operator Tµ,ν : Cµ(R+)→Cν(R+) such that

(i) R(P(0)) = Ων(R+), N (P(0)) = Ωc
ν(R+), and

(ii) (Tµ,ν f )(0) ∈ N (P(0)).

Proof. It can be easily seen that there exists a projection Π : J → Rn×n such that R(Π) = Ων(R+),
N (Π) = Ωc

ν(R+). Let P : J → Rn×n be a map with P(t) = Φ(t,0)ΠΦ(0, t), t ∈ R+. Obviously, P is
an invariant projector with P(0) = Π. Therefore, assertion (i) is true.

Now we turn to prove assertion (ii). By the definition of admissibility, we know that for any f ∈
Cµ(R+), system (4) has a solution x f ∈Cν(R+). Since the initial value x f (0) can be uniquely written as
x f (0) = xR

f (0)+xN
f (0) with xR

f (0)∈R(P(0)) and xN
f (0)∈N (P(0)). Let x∗f (t) = x f (t)−Φ(t,0)xR

f (0).
Then x∗f is a solution of nonhomogeneous equation (4) with its initial value x∗f (0) = xN

f (0) ∈ N (P(0)).
Suppose that y f (t) is a solution of system (4) in Cν(R+) with y(0) ∈N (P(0)). Then y f (t)−x∗f (t) is a
solution of (1) with its initial value y f (0)− x∗f (0) ∈ N (P(0)), because N (P(0)) is a linear subspace.
On the other hand, noticing that x∗f ,y f ∈Cν(R+), we obtain that y f −x∗f is a solution of system (1) with
y f − x∗f ∈ Cν(R+). By the definition of Ων(R+), we get y f (0)− x∗f (0) = (y f − x∗f )(0) ∈ Ων(R+) =

R(P(0)). Hence, y f (0)− x∗f (0) ∈ R(P(0))∩N (P(0)) = {0}, which implies that y f (t) ≡ x∗f (t).
Therefore, we define Tµ,ν : Cµ(R+)→Cν(R+) by Tµ,ν( f ) = x∗f . According to the above discussion,
the map Tµ,ν is well defined and (Tµ,ν f )(0) = x∗f (0) ∈ N (P(0)).

Now we show that the map T is bounded and linear. For any f ,g ∈ Cµ(R+) and α,β ∈ R, the
function α(Tµ,ν f )(t)+β (Tµ,νg)(t) = (αTµ,ν f +βTµ,νg)(t) is a solution of the system

(5) x′(t) = A(t)x(t)+α f (t)+βg(t)

with αTµ,ν f +βTµ,νg ∈Cν(R+) and (αTµ,ν f +βTµ,νg)(0)∈R(P(0)). Note that α f +βg ∈Cµ(R+)
and then we get Tµ,ν(α f +βg) = αTµ,ν f +βTµ,νg. Hence, Tµ,ν is linear. On the other hand, suppose
that there is a sequence of function { fi}+∞

i=1 ⊂Cµ(R+) such that

fi
|·|µ,R+−→ f and Tµ,ν fi

|·|ν ,R+−→ ϕ(t)

as i →+∞. Note that |T fi −ϕ|ν ,R+ ≥ |(T fi)(0)−ϕ(0)|, which implies that

(6) ϕ(0) = lim
i→+∞

(T fi)(0) ∈ N (P(0)).

In order to prove Tµ,ν is bounded, by the well-known Closed Graph Theorem, it is sufficient to prove
that ϕ = Tµ,ν f . For any fixed t ∈ R+ and x ∈ Rn, it follows that sups∈[0,t]{|Φ(t,s)x|} is finite. Then by
Banach-Steinhaus Theorem, sups∈[0,t] ∥Φ(t,s)∥ is finite. In fact, we have known that

(7) (Tµ,ν fi)(t)−Φ(t,0)(Tµ,ν fi)(0) =
∫ t

0
Φ(t,s) fi(s)ds.

Submitted to Rocky Mountain Journal of Mathematics - NOT THE PUBLISHED VERSION

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42
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Then for any fixed t ∈ R+, we obtain that
|(Tµ,ν fi)(t)−Φ(t,0)(Tµ,ν fi)(0)−ϕ(t)+Φ(t,0)ϕ(0)|

≤|(Tµ,ν fi)(t)−ϕ(t)|+ |Φ(t,0)(Tµ,ν fi)(0)−Φ(t,0)ϕ(0)|
≤eνt |Tµ,ν fi −ϕ|ν ,R+ +∥Φ(t,0)∥ · |Tµ,ν fi)(0)−ϕ(0)| → 0

(8)

as i →+∞ and∣∣∣∣∫ t

0
Φ(t,s) fi(s)ds−

∫ t

0
Φ(t,s) f (s)ds

∣∣∣∣≤∫ t

0
∥Φ(t,s)∥ · | fi(s)− f (s)|ds

≤ sup
s∈[0,t]

∥Φ(t,s)| · | fi − f |µ,R+ ·
∫ t

0
eµsds → 0

(9)

as i →+∞. From (7)-(9), we get

(10) ϕ(t) = Φ(t,s)ϕ(0)+
∫ t

0
Φ(t,s) f (s)ds, t ∈ R.

Then, by (6) and (10), we have that Tµ,ν f = ϕ . □

Using essentially the same arguments as above, we get the following lemma.

Lemma 3.2. Assume that there are µ,ν ∈ R such that (Cµ(R−),Cν(R−)) is admissible for system
(4) with J = R−. Then for any subspace Ωc

ν(R−) complemented to Ων(R−), there exist an invariant
projector P of system (1) and a bounded linear operator Tµ,ν : Cµ(R−)→Cν(R−) such that

(i) N (P(0)) = Ων(R−), R(P(0)) = Ωc
ν(R−), and

(ii) (Tµ,ν f )(0) ∈ R(P(0)).

Lemma 3.3. Assume that there are µ,ν ∈ R such that (Cµ(R+),Cν(R+)) is admissible for system (4)
with J =R+. Then there exist an invariant projector P of system (1) and a constant Mµ,ν ≥ 1 such that

(11)
∥Φ(t,s)P(s)∥ ≤ Mµ,νeνt−µs, t ≥ s ≥ 0,
∥Φ(t,s)Q(s)∥ ≤ Mµ,νeνt−µs, 0 ≤ t ≤ s,

where Q(s) = I −P(s).

Proof. For any s > 0,0 < h < min{s,1} and x ∈ Rn, let

j(t) =

{
h−|t−s|

h , t ∈ [s−h,s+h],
0, t ∈ R+\[s−h,s+h],

and f (t) =

{
eµt j(t)x, t ∈ [s−h,s+h],
0, t ∈ R+\[s−h,s+h].

By Lemma 3.1, there exists an invariant projector P satisfying (i) of Lemma 3.1. Now we construct a
function xh as follows

(12) xh(t) =
∫ t

0
Φ(t,τ)P(τ) f (τ)dτ −

∫ +∞

t
Φ(t,τ)Q(τ) f (τ)dτ.

Obviously, xh(t) is a solution of system (4), which can be simplified as

(13) xh(t) =


∫ s+h

s−h Φ(t,τ)P(τ)eµτ j(τ)xdτ, t > s+h,∫ t
s−h Φ(t,τ)P(τ)eµτ j(τ)xdτ −

∫ s+h
t Φ(t,τ)Q(τ)eµτ j(τ)xdτ, s−h ≤ t ≤ s+h,

−
∫ s+h

s−h Φ(t,τ)Q(τ)eµτ j(τ)xdτ, 0 ≤ t < s−h.
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ADMISSIBILITY FOR THE NONAUTONOMOUS DIFFERENTIAL EQUATIONS WITHOUT BOUNDED GROWTH 6

We claim that xh = Tµ,ν f . In fact, it can be easily verified that f ∈Cµ(R+), | f |µ,R+ ≤ |x| and

xh(0) =−
∫ s+h

s−h
Φ(0,τ)Q(τ)eµτ j(τ)xdτ

=−Q(0)
∫ s+h

s−h
Φ(0,τ)eµτ j(τ)xdτ ∈ R(Q(0)) = N (P(0)).

(14)

Furthermore, let

ϕ(t) =
∫ s+h

s−h
Φ(t,τ)P(τ)eµτ j(τ)xdτ = Φ(t,0)P(0)

∫ s+h

s−h
Φ(0,τ)eµτ j(τ)xdτ,

which is a solution of (1) with ϕ(0) ∈ R(P(0)) = Ων(R+). Then, by definition of Ων(R+), we
have that ϕ ∈ Cν(R+). Noticing that ϕ(t) = xh(t) for t > s+ h, we have that xh ∈ Cν(R+). Hence,
Tµ,ν f = xh.

Since Tµ,ν is bounded, it follows that |Tµ,ν f |ν ,R+ ≤ ∥Tµ,ν∥ · | f |µ,R+ , implying that e−νt |xh(t)| ≤
∥Tµ,ν∥ · |x| for any h > 0. Combined with equation (13), we get that for t > s > 0,

|Φ(t,s)P(s)x|=e−µs
∣∣∣∣Φ(t,s)P(s) lim

h→0+

∫ s+h

s−h
Φ(s,τ)eµτ j(τ)xdτ

∣∣∣∣
=eνt−µs lim

h→0+
e−νt |xh(t)|

≤∥Tµ,ν∥eνt−µs|x|.

Since Φ(t,s)P(s)x : R+×R+ → Rn is continuous, we obtain that

(15) |Φ(t,s)P(s)x| ≤ ∥Tµ,ν∥eνt−µs|x|, t ≥ s ≥ 0.

Combined with equation (13), we get that for 0 ≤ t < s,

|Φ(t,s)Q(s)x|=e−µs
∣∣∣∣Φ(t,s)Q(s) lim

h→0+

∫ s+h

s−h
Φ(s,τ)eµτ j(τ)xdτ

∣∣∣∣
=eνt−µs lim

h→0+
e−νt |xh(t)|

≤∥Tµ,ν∥eνt−µs|x|.

Since Φ(t,s)P(s)x : R+×R+ → Rn is continuous, we obtain that

(16) |Φ(t,s)Q(s)x| ≤ ∥Tµ,ν∥eνt−µs|x|, 0 ≤ t ≤ s.

Let Mµ,ν = max{1,∥Tµ,ν∥}. Then (11) follows by (15) and (16). □

Similarly, we have the following lemma.

Lemma 3.4. Assume that there are µ,ν ∈ R such that (Cµ(R−),Cν(R−)) is admissible for system (4)
with J = R−. Then there exist an invariant projection P(s) and a constant Mµ,ν ≥ 1 such that

∥Φ(t,s)P(s)∥ ≤ Mµ,νeνt−µs, 0 ≥ t ≥ s,
∥Φ(t,s)Q(s)∥ ≤ Mµ,νeνt−µs, t ≤ s ≤ 0,

where Q(s) = I −P(s).
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ADMISSIBILITY FOR THE NONAUTONOMOUS DIFFERENTIAL EQUATIONS WITHOUT BOUNDED GROWTH 7

Proof of Theorem 2.1. Suppose that J =R+. From assumption (ii), let F = Ων1(R+) = Ων2(R+)
and E be a subspace complemented to F , i.e., Rn = F ⊕E . From Lemma 3.1, there exist invariant
projectors P1,P2 of system (1) such that R(P1(0)) =R(P2(0)) =F and N (P1(0)) =N (P2(0)) = E .
Therefore, we have that P1(0) = P2(0). Moreover, it can be seen that

P1(t) = Φ(t,0)P1(0)Φ(0, t) = Φ(t,0)P2(0)Φ(0, t) = P2(t).

Let P(t) = P1(t) = P2(t). Obviously, P is an invariant projector. Then by Lemma 3.3, there exist
constants Lµ1,ν2 ,Lµ2,ν2 ≥ 1 such that

∥Φ(t,s)P(s)∥ ≤ Lµ1,ν1eν1t−µ1s, t ≥ s ≥ 0,
∥Φ(t,s)Q(s)∥ ≤ Lµ2,ν2eν2t−µ2s, 0 ≤ t ≤ s,

where Q(s) = I −P(s). Let K = max{Lµ1,ν2 ,Lµ2,ν2}, α = min{−v1,v2}, ε = max{ν1 −µ1,ν2 −µ2}.
It can be easily verified that K ≥ 1, α > 0, ε ≥ 0 and (3) holds for J = R+. Therefore, system (1) has
a NED on J. In the case of J = R−, by Lemma 3.2 and Lemma 3.4, the conclusion of this theorem can
be proved in a similar way.

Proof of Theorem 2.2. By assumption (ii), let F = Ων1(R+) = Ων2(R+) and E = Ων1(R−) =
Ων2(R−). We claim that Rn = F ⊕E . In fact, if ξ ∈ F ∩E , then x1(t) = Φ(t,0)ξ and x2(t)≡ 0 are
both solutions of system (1) in Cν1(R). Then they are solutions of system (15) for f (t) = 0. It follows
from assumption (i) and the definition of proper admissibility that x1(t) = x2(t) = 0, implying that
ξ = 0. Hence, F ∩E = {0}. Now we show that Rn = F +E . For any x ∈ Rn, let

ϕ(t) =

{
1−|t|, |t| ≤ 1,
0, |t|> 1,

and f (t) = ϕ(t)Φ(t,0)x.

Obviously, f ∈Cµ1(R). Let

x f (t) = Φ(t,0)x
∫ t

0
ϕ(τ)dτ.

Clearly, x(t) is a solution of (4) and it can be rewritten as

(17) x f (t) =


1
2Φ(t,0)x, t ≥ 1,
Φ(t,0)x

∫ t
0 ϕ(τ)dτ, |t|< 1,

−1
2Φ(t,0)x, t ≤−1.

By the definition of admissibility, there is a unique solution x̃(t) of system (4) satisfying x̃ ∈Cν1(R).
Therefore, x1(t) = x̃(t)−x f (t)+ 1

2Φ(t,0)x and x2(t) = x̃(t)−x f (t)− 1
2Φ(t,0)x are solutions of system

(1). Note that x1(t) = x̃(t) for t ≥ 1 and x2(t) = x̃(t) for t ≤−1. Then we have that x1 ∈Cν1(R+) and
x2 ∈Cν1(R−), which implies that x1(0) ∈ Ων1(R+) = F and x2(0) ∈ Ων1(R−) = E . It can be seen
that x1(0)− x2(0) = Φ(0,0)x = x. Therefore, we get Rn ⊂ F +E . It follows from F +E ⊂ Rn and
F ∩E = {0} that Rn = F ⊕E .

Let Π be a projection on Rn such that R(Π) = F and N (Π) = E . Let P : R → Rn×n is such
that P(t) = Φ(t,0)ΠΦ(0, t). Clearly, P is an invariant projector. From Lemma 3.1, Lemma 3.2 and
Theorem 2.1, we have that system (1) has NEDs on R+ and R− with projections P(t), t ≥ 0 and P(t),
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t ≤ 0, respectively. Hence, there exist constants Ki ≥ 1,αi ≥ 0 and εi ≥ 0 for i = 1,2, such that

(18)

∥Φ(t,s)P(s)∥ ≤ K1e−α1(t−s)+ε1|s|, t ≥ s ≥ 0,
∥Φ(t,s)Q(s)∥ ≤ K1e−α1(s−t)+ε1|s|, 0 ≤ t ≤ s,
∥Φ(t,s)P(s)∥ ≤ K2e−α2(t−s)+ε2|s|, 0 ≥ t ≥ s,
∥Φ(t,s)Q(s)∥ ≤ K2e−α2(s−t)+ε2|s|, t ≤ s ≤ 0,

where Q(s) = I −P(s). Then, for t ≥ 0 ≥ s,

∥Φ(t,s)P(s)∥=∥Φ(t,0)P(0)Φ(0,s)P(s)∥
≤∥Φ(t,0)P(0)∥ · ∥Φ(0,s)P(s)∥

≤K1e−α1tK2eα2s+ε2|s|.

(19)

Similarly, we have that for t ≤ 0 ≤ s,

∥Φ(t,s)P(s)∥=∥Φ(t,0)P(0)∥ · ∥Φ(0,s)P(s)∥

≤K2eα2tK1e−α1s+ε2|s|.
(20)

Let K = K1K2, α = min{α1,α2}, ε = max{ε1,ε2}. Then, by (18), (19) and (20), the inequities in (3)
hold for t,s ∈ R. Therefore, system (1) has a NED on R.
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[1] F. Bătăran, C. Preda and P. Preda, Extending some results of L. Barreira and C. Valls to the case of linear skew-product
semiflows, Result Math., 72 (2017) 965–978.
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