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Abstract. In this paper, we are concerned with the following problem in the
whole space RN = RN1 × RN2

−divG(w1(z)|∇Gu|p−2∇Gu+ w2(z)|∇Gu|q−2∇Gu) = f(z)eu,

where ∇G is the Grushin gradient, ∆G = divG ◦ ∇G is the Grushin operator,
q ≥ p ≥ 2 and w1, w2, f ∈ L1

loc(R
N ) are three nonnegative functions satisfy-

ing some growth conditions at infinity. Using energy methods and nonlinear
integral estimates, we obtain the instability of weak solutions of the above

problem.

1. Introduction and Main Results

In this paper, we split RN = RN1 × RN2 and write z = (x, y) ∈ RN , where
x ∈ RN1 , y ∈ RN2 . Let α be a nonnegative constant and define the Grushin
gradient as follows

∇G = (∇x, |x|α∇y),

where ∇x,∇y are standard Euclidean gradients in RN1 ,RN2 respectively. The aim
of this paper is to study the instability of weak solutions for the following problem
in the whole space RN = RN1 × RN2

−divG(w1(z)|∇Gu|p−2∇Gu+ w2(z)|∇Gu|q−2∇Gu) = f(z)eu, (1)

where q ≥ p ≥ 2 and w1, w2, f ∈ L1
loc(RN ) are three nonnegative functions sat-

isfying the following condition: there is R0, C1, C2, C3 > 0 and δ1, δ2, θ ∈ R such
that

w1(z) ≤ C1|z|δ1G ,

w2(z) ≤ C2|z|δ2G ,

f(z) ≥ C3|z|θG,

(2)

for all |z|G > R0. Here,

|z|G =
(
|x|2(α+1) + (α+ 1)2|y|2

) 1
2(α+1) ,

where |x|, |y| are the Euclidean norms in RN1 ,RN2 respectively.
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Recall that in the case α = 0, w1 ≥ 0, w2 = 0, p = 2, (1) becomes the Laplace-
type equation. In [13, 17], the authors proved the instability of solutions for the
equation

−∆u = eu in RN

within the condition of N ≤ 9. For the Hénon equation

−∆u = |x|θeu in RN ,

where θ > −2, Wang and Ye [33] obtained the nonexistence result of stable solutions
in dimension N < 10 + 4θ.

Next, in the case α = 0, w1 ≥ 0, w2 = 0, p ≥ 2, (1) becomes the p-Laplace
equation. The results about the instability of solutions, the reader can be found
in [26] for the equation

−∆pu = f(z)eu in RN

and in [7, 25,29] for the more general nonlinear p-Laplace equations.
Considering (1) in the case α = 0, w1 ≥ 0, w2 ≥ 0, q ≥ p ≥ 2, the left-hand

side becomes the double phase operator. In particular, when the weight function
w1 = 1, following the ideas in the papers [12, 17], Phuong Le [28] proved that the
equation

−div(|∇u|p−2∇u+ w2(z)|∇u|q−2∇u) = f(z)eu in RN

has no stable solution under the condition

N <
min{p, q − δ2}(q + 3) + 4θ

q − 1
.

We now consider the general case α ≥ 0, w1 ≥ 0, w2 ≥ 0, q ≥ p ≥ 2. Recently,
there have been many studies on elliptic equations involving the operator ∆G =
divG ◦∇G = ∆x+ |x|2α∆y, see e.g. [15,16,27,34,36]. This operator is today usually
named Grushin operator. The operators of this kind were first introduced and
studied by Franchi and Lanconelli [18]. Recently, they were named by Kogoj and
Lanconelli [21] ∆λ -Laplacians, under the additional assumption that the operators
are homogeneous of degree two with respect to a group of dilations, see also [2,14,
22–24,31,34,35]. The operator considered by Grushin [19] is a very particular case
of the ∆λ-Laplacians, Grushin studied this operator by adding lower terms with
complex coefficients, see also [4].

For the equation
−∆Gu = eu in RN = RN1 × RN2 ,

Anh et al. [1] proved that this equation does not permit any stable solution if
2 < Q < 10, where

Q = N1 + (α+ 1)N2 (3)

is called the homogeneous dimension of RN associated to the Grushin operator.
The nonexistence result of stable solutions to the equations involving p-Laplace-

type Grushin operator

divG(w(z)|∇Gu|p−2∇Gu) = f(z)eu in RN = RN1 × RN2

was established by Wei et al. in [34].
Notice that double phase differential operators and their respective energy func-

tionals are used for research in nonlinear elasticity theory, strongly anisotropic
materials, Lavrentiev’s phenomenon, and so on, see e.g. [3, 6, 8, 20, 37–39]. Some
results for nonlinear problems controlled by the double-phase operator, the reader
can be found in [5,9–11,30,32]. However, to our knowledge, there has not been any
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research on the double phase problem (1) involving the Grushin operator so far.
The purpose of this paper is to establish some results about the instability of weak
solutions for problem (1).

We now recall some notations which will be used in the sequel. Let Ω ⊂ RN

be an open domain and let H : Ω × [0,∞) → [0,∞) be the function (z, t) 7→
w1(z)t

p + w2(z)t
q. Put

ρH(u) =

∫
Ω

H(z, |u|) =
∫
Ω

(w1(z)|u|p + w2(z)|u|q)

and
LH(Ω) = {u : Ω → R | u is measurable and ρH(u) <∞}.

The space LH(Ω) is equipped the norm

∥u∥H = inf
{
τ > 0 | ρH

(u
τ

)
≤ 1

}
.

Define
W 1,H(Ω) = {u ∈ LH(Ω) | |∇Gu| ∈ LH(Ω)},

with the norm
∥u∥1,H = ∥|∇Gu|∥H + ∥u∥H .

The closure of C1
c (Ω) with respect to the ∥ · ∥1,H norm is denoted by W 1,H

0 (Ω) and
we set

W 1,H
loc (Ω) = {u : Ω → R|uφ ∈W 1,H

0 (Ω) for all φ ∈ C1
c (Ω)}.

In this paper, we understand the solutions of (1) in the sense of weak solutions
as follows.

Definition 1.1. A function u ∈ W 1,H
loc (RN ) is said to be a weak solution of (1) if

f(z)eu ∈ L1
loc(RN ) and for all φ ∈ C1

c (RN ), we have∫
RN

(
w1(z)|∇Gu|p−2∇Gu+ w2(z)|∇Gu|q−2∇Gu

)
· ∇Gφ =

∫
RN

f(z)euφ. (4)

Our results concern with the stability of solutions which are defined as follows.

Definition 1.2. Let u be a weak solution of (1). Then, u is stable if for all
φ ∈ C1

c (RN ), we have∫
RN

w1(z)
[
|∇Gu|p−2|∇Gφ|2 + (p− 2)|∇Gu|p−4(∇Gu · ∇Gφ)

2
]

+

∫
RN

w2(z)
[
|∇Gu|q−2|∇Gφ|2 + (q − 2)|∇Gu|q−4(∇Gu · ∇Gφ)

2
]

≥
∫
RN

f(z)euφ2.

(5)

Our first result establishes the dimensionality condition that the weak solution
of (1) is unstable.

Theorem 1.3. Let u be a weak solution of (1). Assume that

Q <
min{p− δ1, q − δ2}(q + 3) + 4θ

q − 1
, (6)

where the homogeneous dimension Q is given in (3). Then, u is unstable.

Notice that, if the solutions are bounded from below, we have the following
result.
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Theorem 1.4. Let u be a weak solution of (1). In addition, u is bounded from
below and

min{p− δ1 + θ, q − δ2 + θ} > 0, (7)

then u is unstable.

The next result is established for the solutions which have a suitable decay of
the gradient at infinity.

Theorem 1.5. Let u be a weak solution of (1). If |∇Gu| = O(|z|βG) as |z|G → ∞
and

max{δ1 + (p− 2)β, δ2 + (q − 2)β} < 4θ −Q(q − 1)

q + 3
+ 2, (8)

then u is unstable. Here the homogeneous dimension Q is given in (3).

Remark that, our results generalize that in [28] from the Laplace operator to the
Grushin operator. More precisely, when w1 = 1 and α = 0, our results recover that
in [28]. Moreover, our results are also extensions of that in [34] to the double phase
problems. Inspired by [15, 28, 34], our approach in this paper is also based on the
energy method and nonlinear integral estimates.

The rest of this paper is organized as follows. In Sect. 2, we prove some a priori
estimates for stable weak solutions of (1), which are used in proving of the main
results afterward. In Sect. 3, we prove the main results of this paper.

2. Some a priori estimates for stable weak solutions

Throughout the sequel, we use letter C to denote a generic positive constant
which may change from line to line or in the same line. For any R > 0, we denote
by ΩR = B1(0, R) × B2(0, R

α+1), where B1(0, R) ⊂ RN1 , B2(0, R
α+1) ⊂ RN2 are

the Euclidean balls.
To prove Theorems 1.3 and 1.4, we need the following a priori estimate.

Proposition 2.1. Let u be a stable weak solution of (1) and γ ∈
(
0, 4

q−1

)
. Then,

for all η ∈ C1
c (RN ; [0, 1]) and ∇Gη = 0 in ΩR0 , there is a positive constant C

depending on p, q, γ such that∫
RN

f(z)e(γ+1)uηq(γ+1) ≤C
∫
RN\ΩR0

w1(z)
γ+1f(z)−γ |∇Gη|p(γ+1)

+ C

∫
RN\ΩR0

w2(z)
γ+1f(z)−γ |∇Gη|q(γ+1).

Proof. Let k ∈ N, and define

gk(t) =

e
γt
2 , t < k,[
γ
2 (t− k) + 1

]
e
γk
2 , t ≥ k,

and

hk(t) =

{
eγt, t < k,

[γ(t− k) + 1]eγk, t ≥ k.
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By direct calculations, we have

g′k(t) =


γ

2
e
γt
2 , t < k,

γ

2
e
γk
2 , t ≥ k,

and h′k(t) =

{
γeγt, t < k,

γeγk, t ≥ k.

It follows that

gk(t)
2 ≥ hk(t), g′k(t)

2 =
γ

4
h′k(t),

gk(t)
σg′k(t)

2−σ + hk(t)
σh′k(t)

1−σ ≤ Cγ,σe
γt,

(9)

for all t ∈ R and σ ≥ 2.
Let r ≥ q, ϵ ∈ (0, 1) and ψ ∈ C1

c (RN ) satisfying 0 ≤ ψ ≤ 1. By density

arguments, we observe that (4) is true for all φ ∈ W 1,H
0 (RN ). Moreover, if u ∈

W 1,H
loc (RN ) then hk(u) ∈ W 1,H

loc (RN ). This implies that hk(u)ψ
r ∈ W 1,H

0 (RN ). We
take φ = hk(u)ψ

r in (4) to get that

∫
RN

w1(z)|∇Gu|ph′k(u)ψr + r

∫
RN

w1(z)|∇Gu|p−2hk(u)ψ
r−1∇Gu · ∇Gψ

+

∫
RN

w2(z)|∇Gu|qh′k(u)ψr + r

∫
RN

w2(z)|∇Gu|q−2hk(u)ψ
r−1∇Gu · ∇Gψ

=

∫
RN

f(z)euhk(u)ψ
r.

(10)

Applying Young’s inequality, we obtain

−r
∫
RN

w1(z)|∇Gu|p−2hk(u)ψ
r−1∇Gu · ∇Gψ

≤ r

∫
RN

w1(z)|∇Gu|p−1hk(u)ψ
r−1|∇Gψ|

≤
∫
RN

[
ϵ
(
w1(z)

p−1
p |∇Gu|p−1h′k(u)

p−1
p ψ

(p−1)r
p

) p
p−1

+ Cϵ

(
w1(z)

1
phk(u)h

′
k(u)

1−p
p ψ

r−p
p |∇Gψ|

)p
]

= ϵ

∫
RN

w1(z)|∇Gu|ph′k(u)ψr + Cϵ

∫
RN

w1(z)hk(u)
ph′k(u)

1−pψr−p|∇Gψ|p.

In the same way, we have

−r
∫
RN

w2(z)|∇Gu|q−2hk(u)ψ
r−1∇Gu · ∇Gψ

≤ ϵ

∫
RN

w2(z)|∇Gu|qh′k(u)ψr + Cϵ

∫
RN

w2(z)hk(u)
qh′k(u)

1−qψr−q|∇Gψ|q.
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Substituting these two estimates into (10) and using (9), we get that

(1− ϵ)

∫
RN

(
w1(z)|∇Gu|p + w2(z)|∇Gu|q

)
h′k(u)ψ

r

≤
∫
RN

f(z)euhk(u)ψ
r + Cϵ

∫
RN

w1(z)hk(u)
ph′k(u)

1−pψr−p|∇Gψ|p

+ Cϵ

∫
RN

w2(z)hk(u)
qh′k(u)

1−qψr−q|∇Gψ|q

≤
∫
RN

f(z)euhk(u)ψ
r + Cϵ

∫
RN

w1(z)e
γuψr−p|∇Gψ|p

+ Cϵ

∫
RN

w2(z)e
γuψr−q|∇Gψ|q.

(11)

Applying Schwart’s inequality for the stability condition (5), we receive

(p− 1)

∫
RN

w1(z)|∇Gu|p−2|∇Gφ|2 + (q − 1)

∫
RN

w2(z)|∇Gu|q−2|∇Gφ|2

≥
∫
RN

f(z)euφ2

(12)

for all φ ∈ C1
c (RN ).

By density arguments, we have (12) hold true for all φ ∈W 1,H
0 (RN ).Moreover, if

u ∈ W 1,H
loc (RN ) then gk(u) ∈ W 1,H

loc (RN ). This implies that gk(u)ψ
r
2 ∈ W 1,H

0 (RN ).

Taking φ = gk(u)ψ
r
2 in (12), we have

(p− 1)

∫
RN

w1(z)|∇Gu|p−2
∣∣g′k(u)ψ r

2∇Gu+
r

2
gk(u)ψ

r−2
2 ∇Gψ

∣∣2
+ (q − 1)

∫
RN

w2(z)|∇Gu|q−2
∣∣g′k(u)ψ r

2∇Gu+
r

2
gk(u)ψ

r−2
2 ∇Gψ

∣∣2
≥

∫
RN

f(z)eugk(u)
2ψr.

Using the inequality

|z1 + z2|2 ≤ (1 + τ)|z1|2 + Cτ |z2|2 for z1, z2 ∈ RN , τ > 0,

we arrive at∫
RN

f(z)eugk(u)
2ψr ≤

(
p− 1 +

ϵ

2

)∫
RN

w1(z)|∇Gu|pg′k(u)2ψr

+Aϵ

∫
RN

w1(z)|∇Gu|p−2gk(u)
2ψr−2|∇Gψ|2

+
(
q − 1 +

ϵ

2

)∫
RN

w2(z)|∇Gu|qg′k(u)2ψr

+Bϵ

∫
RN

w2(z)|∇Gu|q−2gk(u)
2ψr−2|∇Gψ|2.

(13)

Employing Young’s inequality, we obtain

Aϵ

∫
RN

w1(z)|∇Gu|p−2gk(u)
2ψr−2|∇Gψ|2

≤
∫
RN

[
ϵ

2

(
w1(z)

p−2
p |∇Gu|p−2g′k(u)

2(p−2)
p ψ

(p−2)r
p

) p
p−2
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+ Cϵ

(
w1(z)

2
p gk(u)

2g′k(u)
2(2−p)

p ψ
2(r−p)

p |∇Gψ|2
)p

2
]

=
ϵ

2

∫
RN

w1(z)|∇Gu|pg′k(u)2ψr + Cϵ

∫
RN

w1(z)gk(u)
pg′k(u)

2−pψr−p|∇Gψ|p.

By the same argument, we have

Bϵ

∫
RN

w2(z)|∇Gu|q−2gk(u)
2ψr−2|∇Gψ|2

≤ ϵ

2

∫
RN

w2(z)|∇Gu|qg′k(u)2ψr + Cϵ

∫
RN

w2(z)gk(u)
qg′k(u)

2−qψr−q|∇Gψ|q.

Putting these two estimates back into (13) gives∫
RN

f(z)eugk(u)
2ψr ≤(p− 1 + ϵ)

∫
RN

w1(z)|∇Gu|pg′k(u)2ψr

+ Cϵ

∫
RN

w1(z)gk(u)
pg′k(u)

2−pψr−p|∇Gψ|p

+ (q − 1 + ϵ)

∫
RN

w2(z)|∇Gu|qg′k(u)2ψr

+ Cϵ

∫
RN

w2(z)gk(u)
qg′k(u)

2−qψr−q|∇Gψ|q.

Under the condition that q ≥ p and (9), we receive∫
RN

f(z)eugk(u)
2ψr

≤ (q − 1 + ϵ)

∫
RN

(w1(z)|∇Gu|p + w2(z)|∇Gu|q)g′k(u)2ψr

+ Cϵ

∫
RN

w1(z)e
γuψr−p|∇Gψ|p + Cϵ

∫
RN

w2(z)e
γuψr−q|∇Gψ|q

=
(q − 1 + ϵ)γ

4

∫
RN

(w1(z)|∇Gu|p + w2(z)|∇Gu|q)h′k(u)ψr

+ Cϵ

∫
RN

w1(z)e
γuψr−p|∇Gψ|p + Cϵ

∫
RN

w2(z)e
γuψr−q|∇Gψ|q.

(14)

Combining (11) and (14), we obtain∫
RN

f(z)eugk(u)
2ψr ≤ (q − 1 + ϵ)γ

4(1− ϵ)

∫
RN

f(z)euhk(u)ψ
r

+ Cϵ

∫
RN

w1(z)e
γuψr−p|∇Gψ|p

+ Cϵ

∫
RN

w2(z)e
γuψr−q|∇Gψ|q.

From (9), we derive∫
RN

f(z)eugk(u)
2ψr ≤ (q − 1 + ϵ)γ

4(1− ϵ)

∫
RN

f(z)eugk(u)
2ψr

+ Cϵ

∫
RN

w1(z)e
γuψr−p|∇Gψ|p
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+ Cϵ

∫
RN

w2(z)e
γuψr−q|∇Gψ|q.

Therefore,

Dϵ

∫
RN

f(z)eugk(u)
2ψr

≤ Cϵ

∫
RN

w1(z)e
γuψr−p|∇Gψ|p + Cϵ

∫
RN

w2(z)e
γuψr−q|∇Gψ|q,

where

Dϵ := 1− (q − 1 + ϵ)γ

4(1− ϵ)
.

Since lim
ϵ→0+

Dϵ = 1 − (q − 1)γ

4
> 0, then we may choose ϵ sufficiently close to zero

such that Dϵ > 0. We also choose r = q. It follows that∫
RN

f(z)eugk(u)
2ψq ≤ C

∫
RN

w1(z)e
γuψq−p|∇Gψ|p + C

∫
RN

w2(z)e
γu|∇Gψ|q.

Applying Fatou’s lemma when letting k → ∞, we get that∫
RN

f(z)e(γ+1)uψq ≤ C

∫
RN

w1(z)e
γuψq−p|∇Gψ|p + C

∫
RN

w2(z)e
γu|∇Gψ|q. (15)

Next, take ψ = ηγ+1 in (15) and applying the Young inequality to find that∫
RN

f(z)e(γ+1)uηq(γ+1)

≤ C

∫
RN\ΩR0

w1(z)e
γu|∇Gη|pηqγ+q−p + C

∫
RN\ΩR0

w2(z)e
γu|∇Gη|qηqγ

≤
∫
RN\ΩR0

{
1

4

(
f(z)

γ
γ+1 eγuηqγ+q−p

)γ+1
γ

+ C
(
w1(z)f(z)

− γ
γ+1 |∇Gη|p

)γ+1
}

+

∫
RN\ΩR0

{
1

4

(
f(z)

γ
γ+1 eγuηqγ

)γ+1
γ

+ C
(
w2(z)f(z)

− γ
γ+1 |∇Gη|q

)γ+1
}

≤ 1

4

∫
RN\ΩR0

f(z)e(γ+1)uηq(γ+1) + C

∫
RN\ΩR0

w1(z)
γ+1f(z)−γ |∇Gη|p(γ+1)

+
1

4

∫
RN\ΩR0

f(z)e(γ+1)uηq(γ+1) + C

∫
RN\ΩR0

w2(z)
γ+1f(z)−γ |∇Gη|q(γ+1).

Therefore,∫
RN

f(z)e(γ+1)uηq(γ+1) ≤C
∫
RN\ΩR0

w1(z)
γ+1f(z)−γ |∇Gη|p(γ+1)

+ C

∫
RN\ΩR0

w2(z)
γ+1f(z)−γ |∇Gη|q(γ+1).

The proof is finished. □

The following result, which is a variation of Proposition 2.1, will be used to prove
Theorem 1.5.

30 Jan 2024 19:51:23 PST
230808-NguyenVan Version 2 - Submitted to Rocky Mountain J. Math.



INSTABILITY OF SOLUTIONS 9

Proposition 2.2. Let u be a stable weak solution of (1) and γ ∈
(
0, 4

q−1

)
. Then,

for all η ∈ C1
c (RN ; [0, 1]) and ∇Gη = 0 in ΩR0 , there is a positive constant C

depending on p, q, γ such that∫
RN

f(z)e(γ+1)uη2(γ+1) ≤ C

∫
RN\ΩR0

w1(z)
γ+1f(z)−γ(|∇Gu|p−2|∇Gη|2)γ+1

+ C

∫
RN\ΩR0

w2(z)
γ+1f(z)−γ(|∇Gu|q−2|∇Gη|2)γ+1.

Proof. The following proof is similar to that of Proposition 2.1. We use the func-
tions gk, hk, ψ as in the proof of Proposition 2.1.

Let ϵ ∈ (0, 1). Using φ = hk(u)ψ
2 ∈W 1,H

0 (RN ) as a test function in (4) gives us∫
RN

w1(z)|∇Gu|ph′k(u)ψ2 + 2

∫
RN

w1(z)|∇Gu|p−2hk(u)ψ∇Gu · ∇Gψ

+

∫
RN

w2(z)|∇Gu|qh′k(u)ψ2 + 2

∫
RN

w2(z)|∇Gu|q−2hk(u)ψ∇Gu · ∇Gψ

=

∫
RN

f(z)euhk(u)ψ
2.

(16)

Applying Young’s inequality, we obtain

− 2

∫
RN

w1(z)|∇Gu|p−2hk(u)ψ∇Gu · ∇Gψ

≤ 2

∫
RN

w1(z)|∇Gu|p−1hk(u)ψ|∇Gψ|

≤
∫
RN

ϵ
(
w1(z)

1
2 |∇Gu|

p
2 h′k(u)

1
2ψ

)2

+ Cϵ

(
w1(z)

1
2 |∇Gu|

p−2
2 hk(u)h

′
k(u)

− 1
2 |∇Gψ|

)2

= ϵ

∫
RN

w1(z)|∇Gu|ph′k(u)ψ2 + Cϵ

∫
RN

w1(z)|∇Gu|p−2hk(u)
2h′k(u)

−1|∇Gψ|2.

In the same way, we have

−2

∫
RN

w2(z)|∇Gu|q−2hk(u)ψ∇Gu · ∇Gψ

≤ ϵ

∫
RN

w2(z)|∇Gu|qh′k(u)ψ2 + Cϵ

∫
RN

w2(z)|∇Gu|q−2hk(u)
2h′k(u)

−1|∇Gψ|2.

Substituting these two estimates into (16) and using (9), we get that

(1− ϵ)

∫
RN

(
w1(z)|∇Gu|p + w2(z)|∇Gu|q

)
h′k(u)ψ

2

≤
∫
RN

f(z)euhk(u)ψ
2 + Cϵ

∫
RN

w1(z)|∇Gu|p−2hk(u)
2h′k(u)

−1|∇Gψ|2

+ Cϵ

∫
RN

w2(z)|∇Gu|q−2hk(u)
2h′k(u)

−1|∇Gψ|2

≤
∫
RN

f(z)euhk(u)ψ
2 + Cϵ

∫
RN

w1(z)|∇Gu|p−2eγu|∇Gψ|2

+ Cϵ

∫
RN

w2(z)|∇Gu|q−2eγu|∇Gψ|2.

(17)
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Next, taking φ = gk(u)ψ ∈W 1,H
0 (RN ) in (12), we obtain

(p− 1)

∫
RN

w1(z)|∇Gu|p−2
∣∣g′k(u)ψ∇Gu+ gk(u)∇Gψ

∣∣2
+ (q − 1)

∫
RN

w2(z)|∇Gu|q−2
∣∣g′k(u)ψ∇Gu+ gk(u)∇Gψ

∣∣2
≥

∫
RN

f(z)eugk(u)
2ψ2.

Using the inequality

|z1 + z2|2 ≤ (1 + τ)|z1|2 + Cτ |z2|2 for z1, z2 ∈ RN , τ > 0,

we arrive at∫
RN

f(z)eugk(u)
2ψ2

≤ (p− 1 + ϵ)

∫
RN

w1(z)|∇Gu|pg′k(u)2ψ2 + Cϵ

∫
RN

w1(z)|∇Gu|p−2gk(u)
2|∇Gψ|2

+ (q − 1 + ϵ)

∫
RN

w2(z)|∇Gu|qg′k(u)2ψ2 + Cϵ

∫
RN

w2(z)|∇Gu|q−2gk(u)
2|∇Gψ|2.

Under the condition that q ≥ p and (9), we deduce∫
RN

f(z)eugk(u)
2ψ2

≤ (q − 1 + ϵ)

∫
RN

(w1(z)|∇Gu|p + w2(z)|∇Gu|q)g′k(u)2ψ2

+ Cϵ

∫
RN

w1(z)|∇Gu|p−2eγu|∇Gψ|2 + Cϵ

∫
RN

w2(z)|∇Gu|q−2eγu|∇Gψ|2

=
(q − 1 + ϵ)γ

4

∫
RN

(w1(z)|∇Gu|p + w2(z)|∇Gu|q)h′k(u)ψ2

+ Cϵ

∫
RN

w1(z)|∇Gu|p−2eγu|∇Gψ|2 + Cϵ

∫
RN

w2(z)|∇Gu|q−2eγu|∇Gψ|2.

(18)

Combining (17) and (18), we obtain∫
RN

f(z)eugk(u)
2ψ2 ≤ (q − 1 + ϵ)γ

4(1− ϵ)

∫
RN

f(z)euhk(u)ψ
2

+ Cϵ

∫
RN

w1(z)|∇Gu|p−2eγu|∇Gψ|2 + Cϵ

∫
RN

w2(z)|∇Gu|q−2eγu|∇Gψ|2.

From (9), we get∫
RN

f(z)eugk(u)
2ψ2 ≤ (q − 1 + ϵ)γ

4(1− ϵ)

∫
RN

f(z)eugk(u)
2ψ2

+ Cϵ

∫
RN

w1(z)|∇Gu|p−2eγu|∇Gψ|2 + Cϵ

∫
RN

w2(z)|∇Gu|q−2eγu|∇Gψ|2.

Therefore,

Dϵ

∫
RN

f(z)eugk(u)
2ψ2
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≤ Cϵ

∫
RN

w1(z)|∇Gu|p−2eγu|∇Gψ|2 + Cϵ

∫
RN

w2(z)|∇Gu|q−2eγu|∇Gψ|2,

where

Dϵ := 1− (q − 1 + ϵ)γ

4(1− ϵ)
.

Since lim
ϵ→0+

Dϵ = 1− (q − 1)γ

4
> 0, then we can fix some ϵ sufficiently close to zero

such that Dϵ > 0. Hence∫
RN

f(z)eugk(u)
2ψ2

≤ C

∫
RN

w1(z)|∇Gu|p−2eγu|∇Gψ|2 + C

∫
RN

w2(z)|∇Gu|q−2eγu|∇Gψ|2.

Applying Fatou’s lemma when letting k → ∞, we get that∫
RN

f(z)e(γ+1)uψ2

≤ C

∫
RN

w1(z)|∇Gu|p−2eγu|∇Gψ|2 + C

∫
RN

w2(z)|∇Gu|q−2eγu|∇Gψ|2.
(19)

Next, take ψ = ηγ+1 in (19), we have∫
RN

f(z)e(γ+1)uη2(γ+1) ≤ C

∫
RN\ΩR0

w1(z)|∇Gu|p−2eγu|∇Gη|2η2γ

+ C

∫
RN\ΩR0

w2(z)|∇Gu|q−2eγu|∇Gη|2η2γ .

Applying the Young inequality to find that∫
RN

f(z)e(γ+1)uη2(γ+1)

≤
∫
RN\ΩR0

1

4

(
f(z)

γ
γ+1 eγuη2γ

)γ+1
γ

+ C
(
w1(z)f(z)

− γ
γ+1 |∇Gu|p−2|∇Gη|2

)γ+1

+

∫
RN\ΩR0

1

4

(
f(z)

γ
γ+1 eγuη2γ

)γ+1
γ

+ C
(
w2(z)f(z)

− γ
γ+1 |∇Gu|q−2|∇Gη|2

)γ+1

.

Therefore,∫
RN

f(z)e(γ+1)uη2(γ+1) ≤C
∫
RN\ΩR0

w1(z)
γ+1f(z)−γ(|∇Gu|p−2|∇Gη|2)γ+1

+ C

∫
RN\ΩR0

w2(z)
γ+1f(z)−γ(|∇Gu|q−2|∇Gη|2)γ+1.

The proof is finished. □

3. Proof of main results

Let R > 0. In the sequel, we denote by Ω2R = B1(0, 2R) × B2(0, 2R
α+1),

where B1(0, 2R) ⊂ RN1 , B2(0, 2R
α+1) ⊂ RN2 are the Euclidean balls, and consider

functions

η1,R(x) = η1

(
|x|
R

)
, η2,R(y) = η2

(
|y|
Rα+1

)
,
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with η1, η2 ∈ C∞
c ([0,+∞)), 0 ≤ η1, η2 ≤ 1,

ηi(t) =

{
1 in [0, 1],
0 in [2,+∞),

and

|∇xη1,R| ≤
C

R
, |∇yη2,R| ≤

C

Rα+1
,

for some constant C > 0.
The following lemma is necessary to prove main results.

Lemma 3.1. The following assertions are true.

(i) There is a constant C > 0 independent of R such that

|∇GηR| ≤
C

R
,∀z ∈ Ω2R,

where ηR = η1,Rη2,R.
(ii) There is a constant C > 0 independent of R such that if z ∈ Ω2R then

|z|G ≤ CR.

(iii) If z /∈ ΩR then |z|G > R.

Proof. Proof of (i). We have

∇GηR = (∇xηR, |x|α∇yηR) = (η2,R∇xη1,R, |x|αη1,R∇yη2,R).

For any z = (x, y) ∈ Ω2R, we have x ∈ B1(0, 2R). Hence

|x| ≤ 2R.

Combining this with the hypothesis about functions ηi,R, i = 1, 2, there is a constant
C > 0 independent of R such that

|∇GηR|2 = η22,R|∇xη1,R|2 + |x|2αη21,R|∇yη2,R|2 ≤ C

R2
,∀z ∈ Ω2R.

This implies

|∇GηR| ≤
C

R
,∀z ∈ Ω2R.

Proof of (ii). For any z = (x, y) ∈ Ω2R, we have

|x| ≤ 2R and |y| ≤ 2Rα+1.

Hence

|z|G =
(
|x|2(α+1) + (α+ 1)2|y|2

) 1
2(α+1)

≤
[
(2R)2(α+1) + (α+ 1)2(2Rα+1)2

] 1
2(α+1) .

From direct calculation we obtain

|z|G ≤ CR,

where C > 0 is independent of R.
Proof of (iii). For any z = (x, y) /∈ ΩR, we have

|x| > R and |y| > Rα+1.

Therefore, we get

|z|G =
(
|x|2(α+1) + (α+ 1)2|y|2

) 1
2(α+1)
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>
[
R2(α+1) + (α+ 1)2(Rα+1)2

] 1
2(α+1) .

Simple calculation we have |z|G > R. □

Note that the function ηR is defined as in Lemma 3.1 satisfying ηR ∈ C1
c (RN ), 0 ≤

ηR ≤ 1 in RN and 
ηR = 1 in ΩR,

ηR = 0 in RN \ Ω2R,

|∇GηR| ≤
C

R
in Ω2R \ ΩR.

(20)

Now, we use the contrary method to prove our main results. We assume that
the weak solution u of (1) is stable. Then, applying the a priori estimates for stable
weak solutions in Section 2 to derive a contradiction. Hence, we have the conclusion
of theorems.

3.1. Proof Theorem 1.3.

Proof. Suppose conversely that u is stable. For all R > R0, applying Proposition

2.1 with γ ∈
(
0, 4

q−1

)
and η = ηR, where ηR is chosen as in Lemma 3.1, there is a

positive constant C independent of R such that∫
ΩR

f(z)e(γ+1)u ≤ C

∫
Ω2R\ΩR

w1(z)
γ+1f(z)−γ |∇GηR|p(γ+1)

+ C

∫
Ω2R\ΩR

w2(z)
γ+1f(z)−γ |∇GηR|q(γ+1).

Since |z|G > R > R0,∀z /∈ ΩR and using (2), (20) we obtain∫
ΩR

f(z)e(γ+1)u

≤ C

∫
Ω2R\ΩR

|z|δ1(γ+1)
G |z|−θγ

G R−p(γ+1) + C

∫
Ω2R\ΩR

|z|δ2(γ+1)
G |z|−θγ

G R−q(γ+1).

Combining this with |z|G > R, ∀z /∈ ΩR and |z|G ≤ CR, ∀z ∈ Ω2R, we have∫
ΩR

f(z)e(γ+1)u ≤ CRλ, (21)

where

λ = Q−min{θγ + (p− δ1)(γ + 1), θγ + (q − δ2)(γ + 1)}.

Using (6) yields

lim
γ→

(
4

q−1

)−
λ = Q− min{p− δ1, q − δ2}(q + 3) + 4θ

q − 1
< 0.

So we can fix some γ sufficiently close to 4
q−1 such that λ < 0. Letting R → ∞ in

(21), we have a contradiction. Therefore, we get the conclusion of the theorem. □
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3.2. Proof Theorem 1.4.

Proof. Suppose conversely that u is stable. Since u is bounded from below then
there is M < 0 such that u(z) > M for a.e. z ∈ RN . It follows that

M < (1− ϵ)M < (1− ϵ)u,

for all ϵ ∈ (0, 1). Hence

eM
∫
RN

f(z)e(γ+ϵ)uψq ≤
∫
RN

e(1−ϵ)uf(z)e(γ+ϵ)uψq =

∫
RN

f(z)e(γ+1)uψq.

Combine this with the inequality (15) in the proof of Proposition 2.1, we obtain∫
RN

f(z)e(γ+ϵ)uψq ≤ C

∫
RN

w1(z)e
γuψq−p|∇Gψ|p + C

∫
RN

w2(z)e
γu|∇Gψ|q, (22)

where C > 0 independent of ϵ. Taking ψ = η
γ+ϵ
ϵ in (22) and employing Young’s

inequality, we receive∫
RN

f(z)e(γ+ϵ)uη
q(γ+ϵ)

ϵ

≤ C

∫
RN\ΩR0

w1(z)e
γu|∇Gη|pη

qγ
ϵ +q−p + C

∫
RN\ΩR0

w2(z)e
γu|∇Gη|qη

qγ
ϵ

≤
∫
RN\ΩR0

{
1

4

(
f(z)

γ
γ+ϵ eγuη

qγ
ϵ +q−p

)γ+ϵ
γ

+ C
(
w1(z)f(z)

− γ
γ+ϵ |∇Gη|p

)γ+ϵ
ϵ

}

+

∫
RN\ΩR0

{
1

4

(
f(z)

γ
γ+ϵ eγuη

qγ
ϵ

)γ+ϵ
γ

+ C
(
w2(z)f(z)

− γ
γ+ϵ |∇Gη|q

)γ+ϵ
ϵ

}
≤ 1

4

∫
RN\ΩR0

f(z)e(γ+ϵ)uη
q(γ+ϵ)

ϵ + C

∫
RN\ΩR0

w1(z)
γ+ϵ
ϵ f(z)−

γ
ϵ |∇Gη|

p(γ+ϵ)
ϵ

+
1

4

∫
RN\ΩR0

f(z)e(γ+ϵ)uη
q(γ+ϵ)

ϵ + C

∫
RN\ΩR0

w2(z)
γ+ϵ
ϵ f(z)−

γ
ϵ |∇Gη|

q(γ+ϵ)
ϵ .

This implies that∫
RN

f(z)e(γ+ϵ)uη
q(γ+ϵ)

ϵ ≤ C

∫
RN\ΩR0

w1(z)
γ+ϵ
ϵ f(z)−

γ
ϵ |∇Gη|

p(γ+ϵ)
ϵ

+ C

∫
RN\ΩR0

w2(z)
γ+ϵ
ϵ f(z)−

γ
ϵ |∇Gη|

q(γ+ϵ)
ϵ .

(23)

For all R > R0, applying (23) with η = ηR, where ηR is chosen as in Lemma 3.1,
we have ∫

ΩR

f(z)e(γ+ϵ)u ≤ C

∫
Ω2R\ΩR

w1(z)
γ+ϵ
ϵ f(z)−

γ
ϵ |∇GηR|

p(γ+ϵ)
ϵ

+ C

∫
Ω2R\ΩR

w2(z)
γ+ϵ
ϵ f(z)−

γ
ϵ |∇GηR|

q(γ+ϵ)
ϵ .

By the same argument in the proof of Theorem 1.3, we obtain∫
ΩR

f(z)e(γ+ϵ)u ≤ CRλ, (24)
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where

λ = Q−min

{
θγ + (p− δ1)(γ + ϵ)

ϵ
,
θγ + (q − δ2)(γ + ϵ)

ϵ

}
= Q− min{p− δ1 + θ, q − δ2 + θ}γ

ϵ
−min{p− δ1, q − δ2}.

By the assumption (7), we can fix some ϵ sufficiently close to 0 such that λ < 0.
Letting R→ ∞ in (24), we have a contradiction. Therefore, we get the conclusion
of the theorem. □

3.3. Proof of Theorem 1.5.

Proof. Suppose conversely that u is stable. Applying Proposition 2.2 with γ ∈(
0, 4

q−1

)
and η = ηR, where ηR is chosen as in Lemma 3.1. Then, for all R > R0,

there is a positive constant C independent of R such that∫
ΩR

f(z)e(γ+1)u ≤C
∫
Ω2R\ΩR

w1(z)
γ+1f(z)−γ(|∇Gu|p−2|∇GηR|2)γ+1

+ C

∫
Ω2R\ΩR

w2(z)
γ+1f(z)−γ(|∇Gu|q−2|∇GηR|2)γ+1.

Since |z|G > R > R0,∀z /∈ ΩR, using (2),(20) and the hypothesis about |∇Gu| we
obtain∫

ΩR

f(z)e(γ+1)u ≤C
∫
Ω2R\ΩR

|z|δ1(γ+1)
G |z|−θγ

G |z|(p−2)β(γ+1)
G R−2(γ+1)

+ C

∫
Ω2R\ΩR

|z|δ2(γ+1)
G |z|−θγ

G |z|(q−2)β(γ+1)
G R−2(γ+1).

Combining this with |z|G > R, ∀z /∈ ΩR and |z|G ≤ CR, ∀z ∈ Ω2R, we have∫
ΩR

f(z)e(γ+1)u ≤ CRλ, (25)

where

λ = Q+max{δ1 + (p− 2)β, δ2 + (q − 2)β}(γ + 1)− 2(γ + 1)− θγ.

Using the assumption (8), we get that

lim
γ→

(
4

q−1

)−
λ = Q+max{δ1 + (p− 2)β, δ2 + (q − 2)β} · q+3

q−1 − 2(q+3)
q−1 − 4θ

q−1 < 0.

So we can fix some γ sufficiently close to 4
q−1 such that λ < 0. Letting R → ∞ in

(25), we have a contradiction. Therefore, we get the conclusion of the theorem. □
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dégénérés. Rend. Sem. Mat. Univ. Politec. Torino, Special Issue (1983), 105–114 (1984).

Conference on linear partial and pseudodifferential operators (Torino, 1982). 2
[19] Grushin, V. V. On a class of elliptic pseudo differential operators degenerate on a submani-

fold. Mathematics of the USSR-Sbornik 13, 2 (1971), 155. 2
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