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#### Abstract

We compute the adjoint of higher order heat operators with respect to the Petersson scalar product on the space of Jacobi cusp forms.


## 1. Introduction

Constructing new modular forms by means of derivatives of modular forms is well known in the theory of modular forms. Recently, Kumar [15] constructed certain cusp forms by computing the adjoint of the Ramanujan-Serre derivative of a cusp form with respect to the Petersson scalar product. The work of Kumar [15] has been extended by Charan [2], where the author constructed cusp form by computing the adjoint of the higher order Ramanujan-Serre derivative $\vartheta_{k}^{[r]}$. There is a natural generalization of the differential operator $\vartheta_{k}$ in the case of Jacobi forms called the modified heat operator denoted by $\mathscr{L}_{k, m}$, which is defined as

$$
\mathscr{L}_{k, m}:=L_{m}-\frac{m}{3}\left(k-\frac{1}{2}\right) E_{2},
$$

where $L_{m}:=\frac{1}{(2 \pi i)^{2}}\left(8 \pi i m \frac{\partial}{\partial \tau}-\frac{\partial^{2}}{\partial z^{2}}\right), \tau \in \mathscr{H}, z \in \mathbb{C}$. The operator $\mathscr{L}_{k, m}$ maps a Jacobi form $\varphi$ of weight $k$ and index $m$ to a Jacobi form of weight $k+2$ and index $m$, and is a linear map.

The main aim of this paper is to construct Jacobi cusp forms using higher order heat operator. To do this, we first define the higher order modified heat operator (defined in Section 3) and compute its adjoint with respect to the Petersson scalar product on the space of Jacobi forms. To prove our result, we consider certain generalized Jacobi Poincaré series. Such Poincaré series was first studied by Williams [19] in the case of modular forms. Jha and Pandey studied similar Poincaré series for Jacobi forms in [10]. For more details on the problems of construction of automorphics forms, we refer to $[8,9,11,12,13,14,15,18]$.

We now give the outline of the paper. In the next section, we recall the basic definition and properties of Jacobi forms. In Section 3, we state our main result (Theorem 3.1). In Section 4, we provide some results which will be used to prove Theorem 3.1. A proof of Theorem 3.1 is presented in Section 5. Finally, we give some applications of Theorem 3.1 in Section 6.

## 2. Preliminaries

Let $\mathscr{H}$ and $\mathbb{C}$ denote the complex upper half plane and the field of complex numbers, respectively. The Jacobi group $\Gamma^{J}$ is defined by

$$
\Gamma^{J}:=S L_{2}(\mathbb{Z}) \ltimes \mathbb{Z}^{2}=\left\{(M,(\lambda, \mu)): M \in S L_{2}(\mathbb{Z}), \lambda, \mu \in \mathbb{Z}\right\}
$$
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with the group law $(M, X)\left(M^{\prime}, X^{\prime}\right)=\left(M M^{\prime}, X M^{\prime}+X^{\prime}\right)$. The Jacobi group $\Gamma^{J}$ acts on $\mathscr{H} \times \mathbb{C}$ via

$$
\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right),(\lambda, \mu)\right) \cdot(\tau, z):=\left(\frac{a \tau+b}{c \tau+d}, \frac{z+\lambda \tau+\mu}{c \tau+d}\right) .
$$

Let $k$ and $m$ be fixed positive integers. For a complex-valued function $\varphi$ defined on $\mathscr{H} \times \mathbb{C}$ and $\gamma=\left(\left(\begin{array}{ll}a & b \\ c & d\end{array}\right),(\lambda, \mu)\right) \in \Gamma^{J}$, the slash operator of weight $k$ and index $m$ is defined as

$$
\begin{equation*}
\left(\left.\varphi\right|_{k, m} \gamma\right)(\tau, z):=(c \tau+d)^{-k} e^{2 \pi i m\left(-\frac{c(z+\lambda \tau+\mu)^{2}}{c \tau+d}+\lambda^{2} \tau+2 \lambda z\right)} \varphi(\gamma .(\tau, z)),(\tau, z) \in \mathscr{H} \times \mathbb{C} . \tag{1}
\end{equation*}
$$

We define $\left.\varphi\right|_{k, m} M:=\left.\varphi\right|_{k, m}(M,(0,0))$ and $\left.\varphi\right|_{m} X:=\left.\varphi\right|_{k, m}\left(\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right), X\right)$ for $M \in S L_{2}(\mathbb{Z})$ and $X \in \mathbb{Z}^{2}$. Then it is easy to check that

$$
\begin{equation*}
\left.\varphi\right|_{k, m}(M, X)=\left.\left(\left.\varphi\right|_{k, m} M\right)\right|_{m} X . \tag{2}
\end{equation*}
$$

Definition 2.1. A Jacobi form of weight $k$ and index $m$ for the Jacobi group $\Gamma^{J}$ is a holomorphic function $\varphi: \mathscr{H} \times \mathbb{C} \rightarrow \mathbb{C}$ which satisfies $\left.\varphi\right|_{k, m} \gamma=\varphi$ for all $\gamma \in \Gamma^{J}$, and has a Fourier series expression of the form

$$
\varphi(\tau, z)=\sum_{\substack{n, r \in \mathbb{Z}, 4 m n \geq r^{2}}} c_{\varphi}(n, r) q^{n} \zeta^{r},\left(q=e^{2 \pi i \tau}, \zeta=e^{2 \pi i z}\right) .
$$

Furthermore $\varphi$ is called Jacobi cusp form if $c_{\varphi}(n, r)=0$ for $4 n m-r^{2}=0$.
Let $J_{k, m}$ (resp. $J_{k, m}^{\text {cusp }}$ ) denote the vector space of all Jacobi forms (resp. Jacobi cusp forms) of weight $k$ and index $m$. The space $J_{k, m}^{c u s p}$ is a finite dimensional Hilbert space with respect to the Petersson scalar product defined as

$$
\langle\varphi, \psi\rangle:=\int_{\Gamma^{J} \backslash \mathscr{H} \times \mathbb{C}} \varphi(\tau, z) \overline{\psi(\tau, z)} v^{k} e^{-4 \pi m y^{2} / v} d V,
$$

where $d V:=v^{-3} d x d y d u d v,(\tau=u+i v, z=x+i y)$ and $\varphi, \psi$ are Jacobi cusp form of weight $k$ and index $m$. For details on the theory of Jacobi forms we refer to [6].
2.1. Poincaŕe series. We now define the Jacobi Poincaŕe series of exponential type.

Definition 2.2. Let $m, n$ and $r$ be fixed integers with $r^{2}<4 m n$. Then the ( $n, r$ )-th Poincaŕe series of weight $k$ and index $m$ is defined by

$$
P_{k, m}^{n, r}(\tau, z):=\left.\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}} e^{2 \pi i(n \tau+r z)}\right|_{k, m} \gamma,
$$

where $\Gamma_{\infty}^{J}:=\left\{\left.\left(\left(\begin{array}{ll}1 & \lambda \\ 0 & 1\end{array}\right),(0, \mu)\right) \right\rvert\, \lambda, \mu \in \mathbb{Z}\right\}$ is the stabilizer of $q^{n} \zeta^{r}$ in $\Gamma^{J}$. It is well-known that $P_{k, m}^{n, r} \in J_{k, m}^{\text {cusp }}$ for $k>2$ (see [7]).
The next lemma shows that the Petersson scalar product of a Jacobi cusp form $\varphi \in J_{k, m}^{c u s p}$ and $P_{k, m}^{n, r}$ yields the $(n, r)$-th Fourier coefficient of $\varphi$ up to some constant.
Lemma 2.3 (eqn. 1, p. 519, [7]). Let $\varphi \in J_{k, m}^{\text {cusp }}$. Then we have

$$
\begin{equation*}
\left\langle\varphi, P_{k, m}^{n, r}\right\rangle=\alpha_{k, m}\left(4 m n-r^{2}\right)^{-k+\frac{3}{2}} c_{\varphi}(n, r), \tag{4}
\end{equation*}
$$

where $c_{\varphi}(n, r)$ is the $(n, r)$-th Fourier coefficient of $\varphi$ and $\alpha_{k, m}=\frac{m^{k-2} \Gamma\left(k-\frac{3}{2}\right)}{2 \pi^{k-\frac{3}{2}}}$.
For more details about the Poincaré series $P_{k, m}^{n, r}$ for Jacobi forms, we refer to [7].
Next we define the generalized Jacobi Poincaré series which will be used to prove Theorem 3.1.

Definition 2.4 (Generalized Jacobi Poincaré series). Let $f(\tau, z)$ be a holomorphic function on $\mathscr{H} \times \mathbb{C}$ with Fourier expansion

$$
f(\tau, z)=\sum_{\substack{n . r \in \mathbb{Z}, 4 n m>r^{2}}} a_{f}(n, r) q^{n} \zeta^{r} .
$$

where the coefficients $a_{f}(n, r)$ satisfy the bound $a_{f}(n, r)=O\left(\left(4 n m-r^{2}\right)^{\frac{k}{2}-6-\varepsilon}\right)$. We define the generalized Poincaré series $\mathbb{P}_{k, m}(f)(\tau, z)$ associated to the seed function $f$ as

$$
\begin{equation*}
\mathbb{P}_{k, m}(f)(\tau, z)=\left.\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}} f\right|_{k, m} \gamma . \tag{5}
\end{equation*}
$$

Remark 2.1. The bound satisfied by the coefficient in the above definition is needed for the convergence of the series. More details can be found in [10].
2.2. Higher order heat operator for Jacobi forms. Recall that the classical heat operator is defined as

$$
L_{m}=\frac{1}{(2 \pi i)^{2}}\left(8 \pi i m \frac{\partial}{\partial \tau}-\frac{\partial^{2}}{\partial z^{2}}\right) .
$$

We now state a lemma without proof which gives the relation between higher order classical heat operator and slash operator defined in (1).

Lemma 2.5 (Lemma 3.1, p. 98, [3]). Let $\varphi$ be a Jacobi form of weight $k$ and index $m$. Then for a non-negative integer $v, M=\left(\begin{array}{ll}* & * \\ c & d\end{array}\right) \in S L_{2}(\mathbb{Z})$, and $X \in \mathbb{Z}^{2}$, we have

$$
L_{m}^{v}\left(\left.\varphi\right|_{k, m} M\right)=\sum_{l=0}^{v}(-1)^{v-l}\binom{v}{l}\left(\frac{2 m c}{\pi i}\right)^{v-l} \frac{\left(k+v-\frac{3}{2}\right)!}{\left(k+l-\frac{3}{2}\right)!} \frac{\left.L_{m}^{l}(\varphi)\right|_{k+2 l, m} M}{(c \tau+d)^{v-l}}
$$

and

$$
L_{m}^{v}\left(\left.\varphi\right|_{m} X\right)=\left.\left(L_{m}^{V} \varphi\right)\right|_{m} X
$$

An easy consequence of the above lemma is the following (take $v=1$ ):

$$
\begin{equation*}
\left.\left(L_{m} \varphi\right)\right|_{k+2, m} M=L_{m} \varphi+\frac{m(2 k-1) c}{\pi i(c \tau+d)} \varphi . \tag{6}
\end{equation*}
$$

Therefore, in view of (2), $L_{m} \varphi$ is not a Jacobi form. However, we have the following:
Proposition 2.6. The modified heat operator $\mathscr{L}_{k, m}$ defined as

$$
\begin{equation*}
\mathscr{L}_{k, m}:=L_{m}-\frac{m}{3}(k-1 / 2) E_{2}, \tag{7}
\end{equation*}
$$

maps Jacobi forms (resp. Jacobi cusp forms) of weight $k$ and index $m$ to Jacobi forms (resp. Jacobi cusp forms) of weight $k+2$ and index $m$, where $E_{2}=1-24 \sum_{n \geqslant 1} \sigma(n) q^{n}\left(\sigma(n)=\sum_{d \mid n} d\right)$ is the Eisenstein series of weight 2 .

Proof. The proof is just straightforward calculations, hence omitted.
Remark 2.2. From now on, we drop the index notation for $\mathscr{L}_{k, m}$ and write only $\mathscr{L}$; as the index is fixed throughout the paper and the weight will be clear from the context.

For $n \geqslant 1$, we define the modified heat operator of order $n, \mathscr{L}^{n}: J_{k, m} \rightarrow J_{k+2 n, m}$ recursively as follows:

$$
\begin{equation*}
\mathscr{L}^{0} \varphi=\varphi, \quad \mathscr{L}^{1} \varphi=L_{m} \varphi-\frac{m}{3}(k-1 / 2) E_{2} \varphi \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{L}^{n+1} \varphi=\mathscr{L}\left(\mathscr{L}^{n} \varphi\right)-\left(\frac{m}{3}\right)^{2} n(k+n-3 / 2) E_{4} \mathscr{L}^{n-1} \varphi \tag{9}
\end{equation*}
$$

By Proposition $2.6, \mathscr{L}^{n}: J_{k, m}^{\text {cusp }} \rightarrow J_{k+2 n, m}^{\text {cusp }}$ is a $\mathbb{C}$-linear map. Therefore, it has an adjoint map $\mathscr{L}^{n^{*}}:$ $J_{k+2 n, m}^{\text {cusp }} \rightarrow J_{k, m}^{\text {cusp }}$ such that $\left\langle\mathscr{L}^{n^{*}} \varphi, \psi\right\rangle=\left\langle\varphi, \mathscr{L}^{n} \psi\right\rangle$ for any $\varphi \in J_{k+2 n, m}^{\text {cusp }}$ and $\psi \in J_{k, m}^{\text {cusp }}$. The aim of this paper is to compute the adjoint map of $\mathscr{L}^{n}$ with respect to the Petersson scalar product. This is done by explicitly computing the Fourier coefficients of the image of $\varphi$ under $\mathscr{L}^{n^{*}}$ for any $\varphi \in J_{k+2 n, m}^{\text {cusp }}$. We now state the main result of this paper.

Theorem 3.1. Let $k, m, n \in \mathbb{N}$ with $k \geqslant 4 n+4$. For any $\varphi \in J_{k+2 n, m}^{\text {cusp }}$, the $(N, R)$-th Fourier coefficient of $\mathscr{L}^{n^{*}} \varphi \in J_{k, m}^{\text {cusp }}$ is given by

$$
\begin{equation*}
b(N, R)=\left(\frac{m}{\pi}\right)^{2 n} \frac{\Gamma(k+2 n-3 / 2)}{\Gamma(k-3 / 2)}\left(4 N m-R^{2}\right)^{k-3 / 2} \sum_{t \geqslant 0} \frac{a(t+N, R) \Omega_{k, m, n}^{N, R}(t)}{\left(4(t+N) m-R^{2}\right)^{k+2 n-3 / 2}} \tag{10}
\end{equation*}
$$

where $a(s, t)$ is the $(s, t)$-th Fourier coefficient of $\varphi$, the constants $\Omega_{k, m, n}^{N, R}(t)$ is given by

$$
\Omega_{k, m, n}^{N, R}(t)= \begin{cases}\sum_{r=0}^{n}\binom{n}{r} \frac{(k+n-3 / 2)!}{(k+n-r-3 / 2)!}\left(-\frac{m}{3}\right)^{r}\left(4 N m-R^{2}\right)^{n-r} & \text { if } t=0  \tag{11}\\ \sum_{r=1}^{n}\binom{n}{r} \frac{(k+n-3 / 2)!}{(k+n-r-3 / 2)!}\left(-\frac{m}{3}\right)^{r}\left(4 N m-R^{2}\right)^{n-r} \mathrm{e}_{r}(t) & \text { if } t>0\end{cases}
$$

and $E_{2}(\tau)^{r}=\sum_{t \geqslant 0} \mathrm{e}_{r}(t) q^{t}$

## 4. Preliminary results

We first state few results which will play a crucial role in the proof of Theorem 3.1.
Proposition 4.1. Let $n$ be a positive integer and $\varphi$ a Jacobi form of weight $k$ and index $m$. Then we have

$$
\mathscr{L}^{n} \varphi=\sum_{r=0}^{n} A_{r}^{n, k, m} E_{2}^{r} L_{m}^{n-r} \varphi
$$

where $A_{r}^{n, k, m}=\binom{n}{r} \frac{(k+n-3 / 2)!}{(k+n-r-3 / 2)!}\left(-\frac{m}{3}\right)^{r}$.
Proof. This can easily be verified by simple induction arguments and we omit the proof.
Next, we describe the image of Jacobi Poincaré series under $\mathscr{L}^{n}$ in terms of the generalized Poincaré series.

Proposition 4.2. Let $n$ be a positive integer and $k \geqslant 4 n+4$. Then we have

$$
\mathscr{L}^{n} P_{k, m}^{N, R}=\mathbb{P}_{k+2 n, m}(\varphi)
$$

where the seed function $\varphi$ is given by $\varphi(\tau, z)=q^{N} \zeta^{R} \sum_{r=0}^{n} A_{r}^{n, k, m} E_{2}^{r}\left(4 N m-R^{2}\right)^{n-r}$.
Proof. Since the proof is just a routine calculation, we give a brief sketch of the proof. For any $\varepsilon>0$, we have $\mathrm{e}_{n}(t)=O\left(t^{2 n-1+\varepsilon}\right)$, thus the convergence condition for $\mathbb{P}_{k+2 n, m}(\varphi)$ becomes $\frac{k}{2}-2 n+\varepsilon>2$. Thus, for $k \geqslant 4 n+4, \mathbb{P}_{k+2 n, m}(\varphi)$ is given by

$$
\begin{equation*}
\left.\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}} \varphi\right|_{k+2 n, m} \gamma=\left.\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}} \sum_{r=0}^{n} \frac{A_{r}^{n, k, m}}{(c \tau+d)^{2 r}} E_{2}\left(\frac{a \tau+b}{c \tau+d}\right)^{r}\left(L_{m}^{n-r}\left(q^{N} \zeta^{R}\right)\right)\right|_{k+2 n-2 r, m} \gamma . \tag{12}
\end{equation*}
$$

Since $E_{2}\left(\frac{a \tau+b}{c \tau+d}\right)^{r}=\sum_{j=0}^{r}\binom{r}{j}(c \tau+d)^{r+j}\left(\frac{12 c}{2 \pi i}\right)^{r-j} E_{2}^{j}$, after a change of order of summation the right hand side of (12) is reduced to

$$
\sum_{\gamma \in \Gamma_{\infty}^{J} \backslash \Gamma^{J}} \sum_{j=0}^{n} A_{j}^{n, k, m} E_{2}^{j}\left[\sum_{r=0}^{n-j}\binom{n-j}{r}\left(-\frac{2 m c}{\pi i}\right)^{n-r-j} \frac{(k+n-j-3 / 2)!}{(k+r-3 / 2)!} \frac{\left.L_{m}^{r}\left(q^{N} \zeta^{R}\right)\right|_{k+2 r, m} \gamma}{(c \tau+d)^{n-r-j}}\right] .
$$

Since the expression inside bracket is $L_{m}^{n-j}\left(\left.q^{N} \zeta^{R}\right|_{k, m} \gamma\right)$, by linearity of $L_{m}$ and slash operator, we can write the above expression as $\sum_{j=0}^{n} A_{j}^{n, k, m} E_{2}^{j} L_{m}^{n-j}\left(\left.\sum_{\gamma \in \Gamma_{\infty}^{J}\left\lceil\Gamma^{J}\right.} q^{N} \zeta^{R}\right|_{k, m} \gamma\right)$. Now the statement follows from Proposition 4.

## 5. Proof of Theorem 3.1

We write $D$ and $D_{t}$ for $\left(4 N m-R^{2}\right)$ and $\left(4(t+N) m-R^{2}\right)$ respectively. By Proposition 4.2, we have

$$
\mathscr{L}^{n} P_{k, m}^{N, R}=\sum_{r=0}^{n} A_{r}^{n, k, m} D^{n-r} \mathbb{P}_{k+2 n, m}\left(\sum_{t \geqslant 0} \mathrm{e}_{r}(t) q^{t+N} \zeta^{R}\right)=\sum_{t \geqslant 0} \Omega_{k, m, n}^{N, R}(t) P_{k+2 n, m}^{t+N, R},
$$

where $\Omega_{k, m, n}^{N, R}(t)$ is given by (11). Using Lemma 2.3 and the definition of the adjoint map, we obtain

$$
\alpha_{k, m} D^{-k+3 / 2} b(N, R)=\left\langle\mathscr{L}^{n^{*}} \varphi, P_{k, m}^{N, R}\right\rangle=\left\langle\varphi, \sum_{t \geqslant 0} \Omega_{k, m, n}^{N, R}(t) P_{k+2 n, m}^{t+N, R}\right\rangle=\alpha_{k+2 n, m} \sum_{t=0}^{\infty} \Omega_{k, m, n}^{N, R}(t) \frac{a(t+N, R)}{D_{t}^{k+2 n-3 / 2}} .
$$

Upon simplification, the above equation yields

$$
b(N, R)=\left(\frac{m}{\pi}\right)^{2 n} \frac{\Gamma(k+2 n-3 / 2)}{\Gamma(k-3 / 2)}\left(4 N m-R^{2}\right)^{k-3 / 2} \sum_{t=0}^{\infty} \frac{a(t+N, R) \Omega_{k, m, n}^{N, R}(t)}{\left(4(t+N) m-R^{2}\right)^{k+2 n-3 / 2}} .
$$

## 6. Applications

In this section, we apply Theorem 3.1 in some of the special cases and obtain special evaluation of certain $L$-series. Let $E_{4}$ and $E_{6}$ be the Eisenstein series of weight 4 and 6 , respectively. We use the following

Fourier series expansion of $E_{4}$ :

$$
E_{4}(\tau)=1+240 \sum_{n=1}^{\infty} \sigma_{3}(n) q^{n}=\sum_{n=0}^{\infty} \sigma_{3}(n) q^{n}, \text { where } \sigma_{3}(0):=\frac{1}{240} .
$$

Example 1. Consider $\varphi_{10,1}=\frac{1}{144}\left(E_{6} E_{4,1}-E_{4} E_{6,1}\right) \in J_{10,1}^{\text {cusp }}$, where $E_{k, 1} \in J_{k, 1}$ is the Eisenstein series of weight $k$ and index 1. By taking $\varphi=\varphi_{10,1}$ in Theorem 3.1, we have $\mathscr{L}^{*} \varphi_{10,1} \in J_{8,1}^{\text {cusp }}=\{0\}$, and consequently

$$
0=\sum_{t=0}^{\infty} \frac{c_{10}(t+N, R) \Omega_{8,1,1}^{N, R}(t)}{\left(4(t+N)-R^{2}\right)^{8+2-3 / 2}},
$$

where $c_{10}(N, R)$ is the $(N, R)$-th Fourier coefficient of $\varphi_{10,1}$. Computing the involved constants explicitly, we have $\Omega_{8,1,1}^{N, R}(0)=\left(4 N-R^{2}-5 / 2\right)$, and $\Omega_{8,1,1}^{N, R}(t)=-60 \sigma(t)$ for $t>0$. Therefore,

$$
60 \sum_{t=1}^{\infty} \sigma(t) \frac{c_{10}(t+N, R)}{\left(4(t+N)-R^{2}\right)^{17 / 2}}=\frac{\left(4 N-R^{2}-5 / 2\right) c_{10}(N, R)}{\left(4 N-R^{2}\right)^{17 / 2}} .
$$

Now, if we take $N=1$ and $R=1$, we obtain the following special evaluation of the above series.

$$
\sum_{t \geqslant 1} \sigma(t) \frac{c_{10}(4 t+3)}{(4 t+3)^{17 / 2}}=\frac{1}{3^{19 / 2} \times 2^{2} \times 5} .
$$

Example 2. Consider the Jacobi cusp form $\varphi_{1}=E_{4} \varphi_{12,1}$ of weight 16 and index 1, where $\varphi_{12,1}=$ $\frac{1}{144}\left(E_{4}^{2} E_{4,1}-E_{6} E_{6,1}\right) \in J_{12,1}^{\text {cusp }}$. Then by taking $\varphi=\varphi_{1}$ in Theorem 3.1, we have $\mathscr{L}^{2^{*}} \varphi_{1} \in J_{12,1}^{\text {cusp }}=\mathbb{C} \varphi_{12,1}$, and

$$
c_{\varphi_{1}} C_{12}(N, R)=\left(\frac{1}{\pi}\right)^{4} \frac{\Gamma(16-3 / 2)}{\Gamma(12-3 / 2)}\left(4 N m-R^{2}\right)^{12-3 / 2} \sum_{t \geqslant 0} \frac{c(t+N, R) \Omega_{12,, 22}^{N, R}(t)}{\left(4(t+N)-R^{2}\right)^{16-3 / 2}}
$$

for some $c_{\varphi_{1}} \in \mathbb{C}$, where $C_{12}(\alpha, \beta)$ and $c(\alpha, \beta)$ are the $(\alpha, \beta)$-th Fourier coefficients of $\varphi_{12,1}$ and $\varphi_{1}$, respectively. Since

$$
\varphi_{1}=240\left(\sum_{t_{1} \geqslant 0} \sigma_{3}\left(t_{1}\right) q^{t_{1}}\right)\left(\sum_{t_{2}, r \in \mathbb{Z} ; 4 t_{2}-r^{2}>0} C_{12}\left(t_{2}, r\right) q^{t_{2}} \zeta^{r}\right),
$$

we have

$$
c(t+N, R)=\sum_{t_{1}+t_{2}-N=t} \sigma_{3}\left(t_{1}\right) C_{12}\left(t_{2}, R\right) .
$$

Consequently, we have

$$
\delta_{\varphi_{1}} C_{12}(N, R)=\sum_{t \geqslant 0} \frac{\Omega_{12,1,2}^{N, R}(t) \sum_{t_{1}+t_{2}-N=t} \sigma_{3}\left(t_{1}\right) C_{12}\left(t_{2}, R\right)}{\left(4(t+N)-R^{2}\right)^{16-3 / 2}},
$$

for some complex constant $\delta_{\varphi_{1}}$. Again, by putting particular values of $N$ and $R$, one can obtain various arithmetic relations between the Fourier coefficients of $\varphi_{12,1}$ and $E_{4}$.
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