Differentiability Properties of Log-Analytic Functions
Tobias Kaiser and Andre Opris

Abstract. We show that the derivative of a log-analytic function is log-analytic. We prove that log-analytic functions exhibit strong quasianalytic properties. We establish the parametric version of Tamm’s theorem for log-analytic functions.

Introduction

This paper contributes to analysis in the framework of o-minimal structures. O-minimality is a concept from mathematical logic with connections and applications to geometry, analysis, number theory and other areas. Sets and functions definable in an o-minimal structure (i.e. ‘belonging to’) exhibit tame geometric and combinatorial behaviour. We refer to the book of Van den Dries [2] or to Miller and Van den Dries [5] for the general properties of o-minimal structures; in the preliminary section we state the definition and give examples.

We consider log-analytic functions which have been defined by Lion and Rolin in their seminal paper [8]. They are iterated compositions from either side of globally subanalytic functions (see [5]) and the global logarithm. Their definition is kind of hybrid as we will explain. The globally subanalytic functions are precisely the functions that are definable in the o-minimal structure $\mathbb{R}_{an}$ of restricted analytic functions (see [5]). Since the global logarithm is not globally subanalytic the class of log-analytic functions contains properly the class of $\mathbb{R}_{an}$-definable functions. Observing that the exponential function is definable from the global logarithm and is not log-analytic we see that the class of log-analytic functions is not a class of definable functions. It is properly contained in the class of $\mathbb{R}_{an,\exp}$-definable functions ($\mathbb{R}_{an,\exp}$ is the o-minimal structure of restricted analytic function and the global exponential function (see [5])). Hence log-analytic functions capture $\mathbb{R}_{an}$-definability but not full definability; with respect to the global logarithm we restrict to composition.

Log-analytic functions are interesting from the view point of analysis. The globally subanalytic functions are not stable under parametric integration (the antiderivative of the reciprocal being the logarithm). But parametric integrals of globally subanalytic functions are log-analytic (see Lion and Rolin [9]; see also Cluckers and Dan Miller [1]).
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Globally subanalytic functions are ‘close’ to analytic functions (see Van den Dries and Miller [4]). They do not exhibit properties of the function \( \exp(-1/x^2) \) as flatness or infinite differentiability but not real analyticity. Since the definition of log-analytic functions avoids the exponential function they should be also ‘close’ to analytic functions. This seems to be obvious. But the problem is that a composition of globally subanalytic functions and the logarithm allows a representation by ‘nice’ terms only piecewise. Moreover the ‘pieces’ are in general not definable in \( \mathbb{R}_{an} \) but only in \( \mathbb{R}_{an,exp} \) as the following example shows (where the global logarithm is extended by 0 to the real line).

**Example**

Let \( F(x,y) \) be the globally subanalytic function with \( F(x,y) = y - x \) if \( y > x \) and zero else. Let \( f(x,y) \) be the log-analytic function \( F(x,\log(y)) \). Then \( f(x,y) = \log(y) - x \) if \( y > \exp(x) \) and zero else.

If a log-analytic function has on some ‘piece’ a representation by nice terms then on this piece the function is real analytic. But it is much harder to control the function on the boundary of the piece as the following example indicates.

**Example**

Let \( f(x,y) \) be the log-analytic function with \( f(x,y) = y - x/\log(y) \) if \( y > 0 \) and zero else. Then the following asymptotics hold. For every \( x \neq 0 \) we have \( f(x,-) \sim -1/\log(y) \) and \( f(0,-) \sim y \) as \( y \downarrow 0 \).

Hence one needs a better representation than a piecewise description by terms. Such a good representation is given by the preparation theorems of Lion and Rolin in [8] (see also the corrections by Pawlucki and Piękosz [11]; see also Van den Dries and Speissegger [6] for a weaker preparation in a more general context; compare also [7] for another kind of preparation for the special class of constructible functions not in terms of units but suitable for questions on integration). In case of log-analytic functions it states that the log-analytic function \( f(x,y) \) where \( y \) is the last variable can be piecewise written as

\[
f(x,y) = a(x)y_0(x,y)^{q_0} \cdots y_r(x,y)^{q_r} u(x,y)
\]

where \( y_0(x,y) = y - \Theta_0(x) \), \( y_1(x,y) = \log(|y_0(x,y)|) - \Theta_1(x) \), \ldots, the \( q_j \)'s are rational exponents and \( u(x,y) \) is a unit of a special form. This gives roughly that the functions \( f(x,\cdot) \) behave piecewise as iterated logarithms independently of \( x \) where the order of iteration is bounded in terms of \( f \). But the problem is that the functions \( a(x), \Theta_0(x), \ldots, \Theta_r(x) \) although being definable in \( \mathbb{R}_{an,exp} \) are in general not log-analytic anymore. We will present an example below. To be able to use the preparation theorems our initial result is the key observation that on certain ‘pieces’ which we call simple a log-analytic function can be prepared with log-analytic data only. For this one has to redo the proof of the existing preparation result. This allows us to prove that the class of log-analytic functions
is closed under taking derivatives.

**Theorem A**

Let $U \subset \mathbb{R}^n$ be open and let $f : U \to \mathbb{R}$ be log-analytic. Let $i \in \{1, \ldots, m\}$ be such that $f$ is differentiable with respect to $x_i$ on $U$. Then $\partial f / \partial x_i$ is log-analytic.

The asymptotic behaviour of log-analytic functions given by the preparation results on simple sets implies strong quasianalyticity (see Miller [10] for this result in polynomially bounded o-minimal structures).

**Theorem B**

Let $U \subset \mathbb{R}^n$ be a domain and let $f : U \to \mathbb{R}$ be a log-analytic function. Then there is $N \in \mathbb{N}$ with the following property. If $f$ is $C^N$ and if there is $a \in U$ such that all derivatives of $f$ up to order $N$ vanish in $a$ then $f$ vanishes identically.

With the results above, we can generalize the parametric version of Tamm’s theorem for globally subanalytic functions by Van den Dries and Miller [4] (see Tamm [12] for the original version) to log-analytic functions by adapting their arguments.

**Theorem C**

Let $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}, (x, y) \mapsto f(x, y)$, be a log-analytic function. Then there is $N \in \mathbb{N}$ such that the following holds for every $(x, y) \in \mathbb{R}^n \times \mathbb{R}^m$. If $f(x, -)$ is $C^N$ at $y$ then $f(x, -)$ is real analytic at $y$.

This implies in particular that the set of all $x \in \mathbb{R}^n$ such that $f(x, -)$ is real analytic is definable in $\mathbb{R}_{an,exp}$ and therefore o-minimal. This shows again that the class of log-analytic functions is a proper extension of the class of globally subanalytic functions but shares its properties from the viewpoint of analysis and of o-minimality. The latter observation does not hold when the exponential function comes into the game as remarked at the end of [4]. We formulate it in the following way:

**Example**

Consider the function

$$f : \mathbb{R} \times \mathbb{R} \to \mathbb{R}, (x, y) \mapsto \begin{cases} |y|^{2x}, & y \neq 0, \\ 0, & y = 0. \end{cases}$$

which is definable in $\mathbb{R}_{exp}$. Then the set of all $x \in \mathbb{R}$ such that $f(x, -)$ is real-analytic is the set of integers.
The paper is organized as follows. After a preliminary section on o-minimality, notations and conventions we give in Section 1 the definition of log-analytic functions and formulate elementary properties. In Section 2 we present the preparation theorem of Lion-Rolin for log-analytic functions and prove the pure preparation theorem on simple sets. Section 3 is devoted to the proof of the above theorems.

Preliminaries

O-Minimality

We give the definition and examples of o-minimal structures.

Semialgebraic sets:
A subset $A$ of $\mathbb{R}^n$, $n \geq 1$, is called \textit{semialgebraic} if there are $k, l \in \mathbb{N}_0$ and real polynomials $f_i, g_{i,1}, \ldots, g_{i,k} \in \mathbb{R}[X_1, \ldots, X_n]$ for $1 \leq i \leq l$, such that

$$A = \bigcup_{i=1}^l \{ x \in \mathbb{R}^n \mid f_i(x) = 0, g_{i,1}(x) > 0, \ldots, g_{i,k}(x) > 0 \}.$$

A map is called semiagebraic if its graph is semialgebraic.

Semi- and subanalytic sets:
A subset $A$ of $\mathbb{R}^n$, $n \geq 1$, is called \textit{semianalytic} if for each $a \in \mathbb{R}^n$ there are open neighbourhoods $U, V$ of $a$ with $\overline{U} \subset V$, $k, l \in \mathbb{N}_0$ and real analytic functions $f_i, g_{i,1}, \ldots, g_{i,k}$ on $V$ for $1 \leq i \leq l$, such that

$$A \cap U = \bigcup_{i=1}^l \{ x \in U \mid f_i(x) = 0, g_{i,1}(x) > 0, \ldots, g_{i,k}(x) > 0 \}.$$

A subset $B$ of $\mathbb{R}^n$, $n \geq 1$, is called \textit{subanalytic} if for each $a \in \mathbb{R}^n$ there is an open neighbourhood $U$ of $a$, some $p \geq n$ and some bounded semianalytic set $A \subset \mathbb{R}^p$ such that $B \cap U = \pi_n(A)$ where $\pi_n : \mathbb{R}^p \to \mathbb{R}^n, (x_1, \ldots, x_p) \mapsto (x_1, \ldots, x_n)$, is the projection on the first $n$ coordinates.

A map is called semianalytic or subanalytic if its graph is a semianalytic or subanalytic set, respectively. A set is called \textit{globally semianalytic} or \textit{globally subanalytic} if it is semianalytic or subanalytic, respectively, in the ambient projective space (or equivalently, after applying the semialgebraic homeomorphism $\mathbb{R}^n \to ]-1,1[^n, x_i \mapsto x_i/\sqrt{1+x_i^2}$).

O-minimal structures:
A \textit{structure} on the ordered field of reals is axiomatically defined as follows. For $n \in \mathbb{N}$ let $M_n$ be a set of subsets of $\mathbb{R}^n$ and let $\mathcal{M} := (M_n)_{n \in \mathbb{N}}$. Then $\mathcal{M}$ is a structure on $\mathbb{R}$ if the following holds for all $m, n, p \in \mathbb{N}$. 
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(S1) If $A, B \in \mathbb{R}^n$ then $A \cup B, A \cap B, \mathbb{R}^n \setminus A \in \mathcal{M}_n$.

(S2) If $A \in \mathcal{M}_n$ and $B \in \mathcal{M}_m$ then $A \times B \in \mathcal{M}_{n+m}$.

(S3) If $A \in \mathcal{M}_p$ and $p \geq n$ then $\pi_n(A) \in \mathcal{M}_n$.

(S4) $\mathcal{M}_n$ contains the semialgebraic subsets of $\mathbb{R}^n$.

The structure $\mathcal{M} = (\mathcal{M}_n)_{n \in \mathbb{N}}$ on $\mathbb{R}$ is called o-minimal if additionally the following holds.

(O) The sets in $\mathcal{M}_1$ are exactly the finite unions of intervals and points.

A subset of $\mathbb{R}^n$ is called definable in the structure $\mathcal{M}$ if it belongs to $\mathcal{M}_n$. A function is definable in $\mathcal{M}$ if its graph is definable in $\mathcal{M}$.

The o-minimality axiom (O) implies that a subset of $\mathbb{R}$ which is definable in an o-minimal structure on $\mathbb{R}$ has only finitely many connected components. But much more can be deduced from o-minimality. A definable subset of $\mathbb{R}^n$, $n \in \mathbb{N}$ arbitrary, has only finitely many connected components and these are again definable. More generally, sets and functions definable in an o-minimal structure exhibit tame geometric behaviour, for example the existence of definable cell decomposition. We refer to the book of Van den Dries [2] or to Miller and Van den Dries [5] for this and more of the general properties of o-minimal structures.

Examples of o-minimal structures

(1) The smallest o-minimal structure on $\mathbb{R}$ is given by the semialgebraic sets. It is denoted by $\mathbb{R}$.

(2) $\mathbb{R}_{\exp}$, the structure generated on the real field by the global exponential function $\exp : \mathbb{R} \to \mathbb{R}_{>0}$ (i.e. the smallest structure containing the semialgebraic sets and the graph of the exponential function), is o-minimal.

(3) $\mathbb{R}_{\an}$, the structure generated on the real field by the restricted analytic functions, is o-minimal. A function $f : \mathbb{R}^n \to \mathbb{R}$ is called restricted analytic if there is a function $g$ that is real analytic on a neighbourhood of $[-1,1]^n$ such that $f = g$ on $[-1,1]^n$ and $f = 0$ else. The sets definable in $\mathbb{R}_{\an}$ are exactly the globally subanalytic sets.

(4) $\mathbb{R}_{\an,exp}$, the structure generated by $\mathbb{R}_{\an}$ and $\mathbb{R}_{\exp}$, is o-minimal.
Notations

The empty sum is by definition 0 and the empty product is by definition 1.

By $\mathbb{N} = \{1, 2, \ldots\}$ we denote the set of natural numbers and by $\mathbb{N}_0 = \{0, 1, 2, \ldots\}$ the set of nonnegative integers. Given $x \in \mathbb{R}$ let $\lfloor x \rfloor$ be the smallest integer which is not smaller than $x$.

We set $\mathbb{R}_{>0} := \{x \in \mathbb{R} \mid x > 0\}$. For $m, n \in \mathbb{N}$ we denote by $M(m \times n, \mathbb{R})$ the set of $m \times n$-matrices with real entries. For $P \in M(n \times m, \mathbb{R})$ we denote by $P^t \in M(n \times m, \mathbb{R})$ its transpose. Given $x \in \mathbb{R} \setminus \{0\}$ we denote by $\text{sign}(x) \in \{\pm 1\}$ its sign. For $a, b \in \mathbb{R}$ with $a \leq b$ we denote by $[a, b]$ the closed interval and by $(a, b]$ the open interval with endpoints $a, b$, respectively. Denoting by $\lVert \cdot \rVert$ the euclidean norm on $\mathbb{R}^n$ we set $S^{n-1} := \{x \in \mathbb{R}^n \mid \lVert x \rVert = 1\}$ and, for $a \in \mathbb{R}^n$ and $\varepsilon \in \mathbb{R}_{>0}$, $B(a, \varepsilon) := \{x \in \mathbb{R}^n \mid \lVert x - a \rVert < \varepsilon\}$. Given a subset $A$ of $\mathbb{R}^n$ we denote by $\overline{A}$ its closure. A domain in $\mathbb{R}^n$ is a nonempty, open and connected subset of $\mathbb{R}^n$.

We use the usual $o$-notation and $O$-notation. By the symbol $\sim$ we denote asymptotic equivalence. By $\log_k$ we denote the $k$-times iterated of the logarithm.

Conventions

From now on definable means definable in the o-minimal structure $\mathbb{R}_{\text{an,exp}}$. A definable cell (see [2, 5]) is assumed to be analytic.

1 Log-analytic functions

We give the definition of a logarithmic-analytic function (log-analytic for short) established by Lion and Rolin in [8].

1.1 Definition

Let $X \subset \mathbb{R}^m$ be definable and let $f : X \to \mathbb{R}$ be a function.

(a) Let $r \in \mathbb{N}_0$. By induction on $r$ we define that $f$ is **log-analytic of order at most** $r$.

**Base case**: The function $f$ is log-analytic of order at most 0 if $f$ is piecewise the restriction of globally subanalytic functions; i.e. there is a finite decomposition $C$ of $X$ into definable sets such that for $C \in C$ there is a globally subanalytic function $F : \mathbb{R}^m \to \mathbb{R}$ such that $f|_C = F|_C$.

**Inductive step**: The function $f$ is log-analytic of order at most $r$ if the following holds. There is a finite decomposition $C$ of $X$ into definable sets such that for $C \in C$ there are $k, l \in \mathbb{N}_0$, a globally subanalytic function
$F : \mathbb{R}^{k+l} \to \mathbb{R}$ and log-analytic functions $g_1, \ldots, g_k : C \to \mathbb{R}, h_1, \ldots, h_l : C \to \mathbb{R}_{>0}$ of order at most $r - 1$ such that

$f|_C = F(g_1, \ldots, g_k, \log(h_1), \ldots, \log(h_l))$.

(b) Let $r \in \mathbb{N}_0$. We call $f$ **log-analytic of order** $r$ if $f$ is log-analytic of order at most $r$ but not of order at most $r - 1$.

(c) We call $f$ **log-analytic** if it is log-analytic of order $r$ for some $r \in \mathbb{N}_0$.

### 1.2 Remark

(1) A log-analytic function is definable.

(2) Let $L_{an}$ be the natural language for $\mathbb{R}_{an}$; i.e. $L_{an}$ is the augmentation of the language $L$ of ordered rings by symbols for restricted analytic functions. Then the log-analytic functions are precisely those definable functions which are piecewise given by $L_{an}(-1, (\sqrt[n]{\cdot})_{n=2,3,\ldots}, \log)$-terms (compare with Van den Dries et al. [3]).

(3) A function is log-analytic of order 0 if and only if it is piecewise the restriction of globally subanalytic functions.

### 1.3 Remark

Let $X \subset \mathbb{R}^n$ be definable.

(1) Let $r \in \mathbb{N}_0$. The set of log-analytic functions on $X$ of order at most $r$ is a ring with respect to pointwise addition and multiplication.

(2) The set of log-analytic functions on $X$ is a ring with respect to pointwise addition and multiplication.

### 2 Preparation of log-analytic functions

We let $x = (x_1, \ldots, x_n)$ range over $\mathbb{R}^n$ and $y$ over $\mathbb{R}$. We set $\pi : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n, (x,y) \mapsto x$.

#### 2.1 Lion-Rolin preparation

Lion and Rolin [8] have established a preparation result for log-analytic functions which we state here (in the corrected form of Pawlucki and Piękosz [11]). Let $r \in \mathbb{N}_0$. We let $w = (w_0, \ldots, w_r)$ range over $\mathbb{R}^{r+1}$. We set $\pi^* : \mathbb{R}^n \times \mathbb{R}^{r+1} \to \mathbb{R}^n, (x,w) \mapsto x$. 
2.1 Definition

Let $r \in \mathbb{N}_0$ and let $D \subset \mathbb{R}^n \times \mathbb{R}^{r+1}$ be definable. A function $u : D \to \mathbb{R}$ is called a **special unit** on $D$ if $u = v \circ \varphi$ where the following holds:

(a) The function $\varphi$ is given by

$$\varphi : D \to [-1, 1]^s,$$

$$\varphi(x, w) = \left( b_1(x) \prod_{j=0}^r |w_j|^{p_{1j}}, \ldots, b_s(x) \prod_{j=0}^r |w_j|^{p_{sj}} \right),$$

where $s \in \mathbb{N}_0$, $p_{ij} \in \mathbb{Q}$ for $(i, j) \in \{1, \ldots, s\} \times \{0, \ldots, r\}$ and $b_1, \ldots, b_s$ are definable functions on $\pi^*(D)$ which have no zeros.

(b) The function $v$ is a real power series which converges absolutely on an open neighbourhood of $[-1, 1]^s$.

(c) There are $d_1, d_2 \in \mathbb{R}_{>0}$ such that $d_1 \leq v \leq d_2$ on $[-1, 1]^s$.

We call $b := (b_1, \ldots, b_s)$ a tuple of **base functions** for $u$ and $I := (s, v, b, P)$ where

$$P := \begin{pmatrix} p_{10} & \cdots & p_{1r} \\ \vdots & \ddots & \vdots \\ p_{s0} & \cdots & p_{sr} \end{pmatrix} \in M(s \times (r + 1), \mathbb{R})$$

a **describing tuple** for $u$.

Let $C \subset \mathbb{R}^n \times \mathbb{R}$ be definable and let $r \in \mathbb{N}_0$.

2.2 Definition

A tuple $Y = (y_0, \ldots, y_r)$ of functions on $C$ is called an $r$-**logarithmic scale** on $C$ with **center** $\Theta = (\Theta_0, \ldots, \Theta_r)$ if the following holds:

(a) For every $j \in \{0, \ldots, r\}$ we have $y_j > 0$ or $y_j < 0$.

(b) The functions $\Theta_j$ are definable functions on $\pi(C)$ for every $j \in \{0, \ldots, r\}$.

(c) It is $y_0(x, y) = y - \Theta_0(x)$ and $y_j(x, y) = \log(|y_{j-1}(x, y)|) - \Theta_j(x)$ for $j \in \{1, \ldots, r\}$.

(d) There is $\varepsilon_0 \in ]0, 1[$ such that $0 < |y_0(x, y)| < \varepsilon_0|y|$ for all $(x, y) \in C$ or $\Theta_0 = 0$, and for every $j \in \{1, \ldots, r\}$ there is $\varepsilon_j \in ]0, 1[$ such that $0 < |y_j(x, y)| < \varepsilon_j |\log(|y_{j-1}(x, y)|)|$ for all $(x, y) \in C$ or $\Theta_j = 0$. 
Note that $\Theta$ is uniquely determined by $\mathcal{Y}$. Note also that $\mathcal{Y}$ is log-analytic if and only if $\Theta$ is log-analytic.

2.3 Definition
Let $\mathcal{Y} = (y_0, \ldots, y_r)$ be an $r$-logarithmic scale on $C$. Its \textbf{sign} $\text{sign}(\mathcal{Y}) \in \{-1, 1\}^{r+1}$ is defined by

$$\text{sign}(\mathcal{Y}) = (\text{sign}(y_0), \ldots, \text{sign}(y_r)).$$

2.4 Definition
Let $\mathcal{Y} = (y_0, \ldots, y_r)$ be an $r$-logarithmic scale on $C$. Let $q = (q_0, \ldots, q_r) \in \mathbb{Q}^{r+1}$. We set

$$|\mathcal{Y}|^{\otimes q} := \prod_{j=0}^{r} |y_j|^{q_j}.$$

2.5 Definition
Let $\mathcal{Y}$ be an $r$-logarithmic scale on $C$. We set

$$C^\mathcal{Y} := \{(x, \mathcal{Y}(x,y)) \mid (x,y) \in C\} \subset \mathbb{R}^n \times \mathbb{R}^{r+1}.$$

2.6 Definition
Let $g : C \to \mathbb{R}$ be a function. We say that $g$ is \textbf{$r$-log-analytically prepared with respect to $y$} if

$$g(x, y) = a(x)|\mathcal{Y}(x,y)|^{\otimes q} u(x, \mathcal{Y}(x,y))$$

where $a$ is a definable function on $\pi(C)$ which vanishes identically or has no zero, $\mathcal{Y}$ is an $r$-logarithmic scale on $C$, $q \in \mathbb{Q}^{r+1}$ and $u$ is a special unit on $C^\mathcal{Y}$. The function $a$ is called \textbf{coefficient} of $g$ and base functions $b_1, \ldots, b_s$ of $u$ are called \textbf{base functions} of $g$. We call $\mathcal{J} := (r, \mathcal{Y}, a, q, I)$ where $I$ is a describing tuple for $u$ an \textbf{$r$-preparing tuple} for $g$.

2.7 Remark
Let $g : C \to \mathbb{R}$ be a function. If $g$ is $r$-log-analytically prepared with respect to $y$ then $g$ is definable but not necessarily log-analytic.

2.8 Fact [8, Section 2.1]
Let $X \subset \mathbb{R}^n \times \mathbb{R}$ be definable and let $f : X \to \mathbb{R}$ be a log-analytic function of order $r$. Then there is a definable cell decomposition $C$ of $X$ such that $f|_C$ is $r$-log-analytically prepared with respect to $y$ for every $C \in \mathcal{C}$. 
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Here is the promised example that the above can in general not be carried out in the log-analytic category.

### 2.9 Example

Let \( \varphi : ]0, +\infty[ \to \mathbb{R}, t \mapsto t/(1 + t) \). Consider the log-analytic function

\[
f : \mathbb{R}_{>0} \times \mathbb{R}_{>0}, (x, y) \mapsto -\frac{1}{\log(\varphi(y))} - x.
\]

Then \( f \) is log-analytic of order 1 but does not allow a piecewise 1-log-analytic preparation with log-analytic data only.

**Proof:**

Assume that the contrary holds. Let \( C \) be a corresponding cell decomposition. Set \( \psi : ]0, 1[ \to \mathbb{R}, t \mapsto t/(1 - t) \). Then \( \psi \) is the compositional inverse of \( \varphi \). Note that \( f(x, \psi(e^{-1/x})) = 0 \) for all \( x \in \mathbb{R}_{>0} \). Let \( \alpha : \mathbb{R}_{>0} \to \mathbb{R}, x \mapsto \psi(e^{-1/x}) \). Then \( \alpha \) is not log-analytic and \( \alpha(x) = \sum_{n=1}^{\infty} e^{-n/x} \) for all \( x \in \mathbb{R}_{>0} \). By passing to a finer cell decomposition we find a cell \( C \) of the form

\[
C := \{ (x, y) \in \mathbb{R}_{>0} \times \mathbb{R}_{>0} | 0 < x < \varepsilon, \alpha(x) < y < \alpha(x) + \eta(x) \}
\]

with some suitable \( \varepsilon \in \mathbb{R}_{>0} \) and some definable function \( \eta : ]0, \varepsilon[ \to \mathbb{R}_{>0} \) such that \( f \) is 1-log-analytically prepared on \( C \) with log-analytic data only. Let \( (r, \mathcal{Y}, a, q, I) \) be a 1-preparing tuple for \( f|_C \) and let \( \Theta = (\Theta_0, \Theta_1) \) be the center of \( \mathcal{Y} \).

**Claim:** \( \Theta_0 = 0 \).

**Proof of the claim:** Assume that \( \Theta_0 \) is not the zero function. By the definition of a 1-logarithmic scale we find \( \varepsilon_0 \in ]0, 1[ \) such that \( |y_0| < \varepsilon_0 |y| \) on \( C \). This implies \( |\alpha(x) - \Theta_0(x)| \leq \alpha(x) \) for all \( 0 < x < \varepsilon \). But this is not possible since we have \( \alpha = o(\Theta_0) \) at 0 by the assumption that \( \Theta_0 \) is log-analytic and not the zero function.

From

\[
f(x, y) = a(x)|\mathcal{Y}(x, y)|^{\otimes q} u(x, \mathcal{Y}(x, y))
\]

for all \( (x, y) \in C \) and \( \lim_{y \searrow \alpha(x)} f(x, y) = 0 \) for all \( x \in ]0, \varepsilon[ \) we get by \( \alpha \)-minimality that there is, after shrinking \( \varepsilon > 0 \) if necessary, some \( j \in \{0, 1\} \) such that \( \lim_{y \searrow \alpha(x)} |y_j(x, y)|^{q_j} = 0 \) for all \( x \in ]0, \varepsilon[ \). By the claim the case \( j = 0 \) is not possible. In the case \( j = 1 \) we have, again by the claim, that \( q_1 > 0 \) and therefore \( \Theta_1 = \log(\alpha) \). But this is a contradiction to the assumption that the function \( \Theta_1 \) is log-analytic since the function \( \log(\alpha) \) on the right is not log-analytic. This can be seen by applying the logarithmic series. We obtain that \( \log(\alpha(x)) + 1/x \sim e^{-1/x} \).

In the case of globally subanalytic functions (i.e. log-analytic functions of order 0) there is the following well known stronger result.
2.10 Remark [8, Section 1]
If \( f : X \to \mathbb{R} \) is globally subanalytic then there is a globally subanalytic cell decomposition \( C \) of \( X \) such that \( f|_C \) is globally subanalytic prepared with respect to \( y \) for all \( C \in C \); i.e.
\[
f|_C(x, y) = a(x)|y - \Theta(x)|^q v(b_1(x)|y - \Theta(x)|^{p_1}, \ldots, b_s(x)|y - \Theta(x)|^{p_s})
\]
where \( a, b_1, \ldots, b_s, \Theta : \pi(C) \to \mathbb{R} \) are globally subanalytic functions such that the image of \( (b_1(x)|y - \Theta(x)|^{p_1}, \ldots, b_s(x)|y - \Theta(x)|^{p_s}) \) is contained in \([-1, 1]^s\) and \( v \) is a real power series converging absolutely on \([-1, 1]^s\) with \( v([-1, 1]^s) \subset \mathbb{R}_{>0} \).

2.2 Simple sets and simple preparation
Let \( C \subset \mathbb{R}^n \times \mathbb{R} \) be definable and \( r \in \mathbb{N}_0 \).

2.11 Definition
(a) We call \( C \) \textit{r-admissible} if there is an \( r \)-logarithmic scale on \( C \).
(b) We call \( C \) \textit{r-unique} if there is a unique \( r \)-logarithmic scale on \( C \).

2.12 Definition
An \( r \)-logarithmic scale on \( C \) is called \textit{elementary} if its center is vanishing.

2.13 Remark
An elementary \( r \)-logarithmic scale may not exist on \( C \). If it exists it is uniquely determined and log-analytic.

2.14 Definition
If \( C \) has an elementary \( r \)-logarithmic scale then we call \( C \) \textit{r-elementary}. The elementary \( r \)-logarithmic scale on \( C \) is then denoted by \( \mathcal{Y}_r^{\text{el}} = \mathcal{Y}_r^{\text{el},C} \).

For the next definition compare with the setting of [4, Section 4] and [7, Definition 3.6]. Given \( x \in \mathbb{R}^n \), we set \( C_x := \{ y \in \mathbb{R} \mid (x, y) \in C \} \).

2.15 Definition
We call \( C \) \textit{simple} if for every \( x \in \pi(C) \) we have \( C_x = ]0, d_x[ \) for some \( d_x \in \mathbb{R}_{>0} \cup \{+\infty\} \).

2.16 Remark
Let \( C \) be a definable cell decomposition of \( \mathbb{R}^n \times \mathbb{R}_{>0} \). Then
\[
\mathbb{R}^n = \bigcup \{ \pi(C) \mid C \in C \text{ simple} \}.
\]
We set \( e_0 := 0 \) and \( e_r := \exp(e_{r-1}) \) for \( r \in \mathbb{N} \). In the following we let \( 1/0 := +\infty \).

2.17 Proposition
Let \( C \) be simple and \( r \)-elementary and let \( \mathcal{Y}_{r,C} = (y_0, \ldots, y_r) \). Then the following holds:

1. \( \sup C_x \leq 1/e_r \) for all \( x \in \pi(C) \).
2. \( y_0 = y, y_1 = \log(y), y_j = \log_{j-1}(-\log(y)) \) for \( j \in \{2, \ldots, r\} \).
3. \( \text{sign}(\mathcal{Y}_{r,C}) = (1, -1, 1, \ldots, 1) \in \mathbb{R}^{r+1} \).

Proof:
For \( x \in \pi(C) \) let \( d_x := \sup C_x \). Let \( (\sigma_0, \ldots, \sigma_r) \) be the sign of \( \mathcal{Y}_{r,C} \). We show by induction on \( k \in \{0, \ldots, r\} \) that \( d_x \leq 1/e_k \) for all \( x \in \pi(C) \), that \( y_0 = y, y_1 = \log(y), y_j = \log_{j-1}(-\log(y)) \) for all \( j \in \{2, \ldots, k\} \) and that \( (\sigma_0, \ldots, \sigma_k) = (1, -1, 1, \ldots, 1) \in \mathbb{R}^{k+1} \).

\( k = 0 \): We have \( y_0 = y \) by Definition 2.2. This gives \( \sigma_0 = 1 \). That \( d_x \leq +\infty = 1/e_0 \) for all \( x \in \pi(C) \) is clear.

\( k = 1 \): Since \( y_0 = y \) and \( \sigma_0 = 1 \) by above we obtain according to Definition 2.2 that \( y_1 = \log(y) \) and that \( d_x \leq 1/e_1 \) for all \( x \in \pi(C) \). This gives \( \sigma_1 = -1 \).

\( k = 2 \): Since \( \sigma_1 = -1 \) we have \( y_1 < 0 \). According to Definition 2.2 we get that \( y_2 = \log(-y_1) = \log(-\log(y)) \) and therefore that \( d_x \leq 1/\exp(1) = 1/e_2 \) and \( \sigma_2 = 1 \).

\( k \to k + 1 \): We can assume that \( k \geq 2 \). By the inductive hypothesis we have \( y_k = \log_{k-1}(-\log(y)) > 0 \) and \( \sigma_k = 1 \). According to Definition 2.2 we obtain that \( y_{k+1} = \log_k(-\log(y)) \) and that \( d_x \leq 1/\exp(e_k) = 1/e_{k+1} \) for all \( x \in \pi(C) \). This gives also \( \sigma_{k+1} = 1 \).

2.18 Definition
We call \( C \) \( r \)-simple if it is simple and \( r \)-admissible.

2.19 Proposition
Let \( C \) be \( r \)-simple. Then \( C \) is \( r \)-elementary and \( r \)-unique.

Proof:
Let \( \mathcal{Y} = (y_0, \ldots, y_r) \) be an \( r \)-logarithmic scale on \( C \). We show that \( \mathcal{Y} \) is elementary and are done by Remark 2.13. Let \( \Theta = (\Theta_0, \ldots, \Theta_r) \) be the center of \( \mathcal{Y} \). We show by induction on \( k \in \{0, \ldots, r\} \) that \( \Theta_0 = \ldots = \Theta_k = 0 \).

\( k = 0 \): Assume that \( \Theta_0 \neq 0 \). Then by Definition 2.2 there is \( \varepsilon_0 \in ]0, 1[ \) such that

\[ |y - \Theta_0(x)| < \varepsilon_0|y| \]
for all \((x, y) \in C\). Let \(x \in \pi(C)\) such that \(\Theta_0(x) \neq 0\). Then we obtain
\[
+\infty = \lim_{y \searrow 0} \left| 1 - \frac{\Theta_0(x)}{y} \right| \leq \varepsilon_0
\]
which is a contradiction.

\(k = 1\): Assume that \(\Theta_1 \neq 0\). By the case \(k = 0\) and Proposition 2.17 we have \(y_0 = y\). According to Definition 2.2 there is \(\varepsilon_1 \in [0, 1]\) such that
\[
|\log(y) - \Theta_1(x)| < \varepsilon_1 |\log(y)|
\]
for all \((x, y) \in C\). Therefore
\[
1 = \lim_{y \searrow 0} \left| 1 - \frac{\Theta_1(x)}{\log(y)} \right| \leq \varepsilon_1
\]
for \(x \in \pi(C)\) which is a contradiction.

\(k = 2\): Assume that \(\Theta_2 \neq 0\). By the case \(k = 1\) and Proposition 2.17 we have \(y_1 = \log(y)\). According to Definition 2.2 there is \(\varepsilon_2 \in [0, 1]\) such that
\[
|\log(-y_1) - \Theta_1(x)| < \varepsilon_2 |\log(-y_1)|
\]
for all \((x, y) \in C\). Therefore
\[
1 = \lim_{y \searrow 0} \left| 1 - \frac{\Theta_1(x)}{\log(-y_1)} \right| \leq \varepsilon_2
\]
for \(x \in \pi(C)\) which is a contradiction.

\(k \to k+1\): We may assume that \(k \geq 2\). Assume that \(\Theta_{k+1} \neq 0\). By the inductive hypothesis and Proposition 2.17 we have \(y_k = \log_{k-1}(-\log(y))\). According to Definition 2.2 there is \(\varepsilon_{k+1} \in [0, 1]\) such that
\[
|\log(y_k) - \Theta_{k+1}(x)| < \varepsilon_{k+1} |\log(y_k)|
\]
for all \((x, y) \in C\). Therefore
\[
1 = \lim_{y \searrow 0} \left| 1 - \frac{\Theta_{k+1}(x)}{\log(y_k)} \right| < \varepsilon_{k+1}
\]
for \(x \in \pi(C)\) which is a contradiction. 

\[\Box\]

2.20 Corollary

Let \(C\) be simple. Then the following are equivalent:

\(i\) \(C\) is \(r\)-simple.
(ii) \( \sup C_x \leq 1/e_r \) for every \( x \in \pi(C) \).

**Proof:**

(i) \( \Rightarrow \) (ii): If \( C \) is \( r \)-simple then \( C \) is \( r \)-elementary by Proposition 2.19. By Proposition 2.17 we obtain (ii).

(ii) \( \Rightarrow \) (i): Let \( y_0 = y, y_1 := \log(y), y_j = \log_{j-1}(-\log(y)) \) for \( j \in \{2, \ldots, r\} \). Then it is straightforward to see that \( Y := (y_0, \ldots, y_r) \) is a well defined elementary \( r \)-logarithmic scale on \( C \). ■

**2.21 Definition**

Let \( g : C \to \mathbb{R} \) be a function. We say that \( g \) is \textbf{elementary \( r \)-log-analytically prepared with respect to} \( y \) if \( g \) is \( r \)-log-analytically prepared with elementary \( r \)-logarithmic scale.

**2.22 Corollary**

Let \( C \) be simple and let \( g : C \to \mathbb{R} \) be \( r \)-log-analytically prepared with respect to \( y \). Then \( g \) is elementary \( r \)-log-analytically prepared with respect to \( y \).

**Proof:**

Since \( C \) is simple and since \( g \) has an \( r \)-log-analytic preparation we have that \( C \) is \( r \)-simple. We are done by Proposition 2.19. ■

Let \( q = (q_0, \ldots, q_r) \in \mathbb{Q}^{r+1} \) with \( q \neq 0 \). We set \( j(q) := \min\{j \mid q_j \neq 0\} \) and \( \sigma(q) := \text{sign}(q_j(q)) \in \{\pm 1\} \). Moreover, let

\[
q_{\text{diff}} := (q_0 - 1, \ldots, q_{j(q)} - 1, q_{j(q)+1}, \ldots, q_r).
\]

**2.23 Remark**

Let \( C \) be \( r \)-simple. Let \( q \in \mathbb{Q}^{r+1} \) with \( q \neq 0 \). Then

\[
\lim_{y \searrow 0} |\mathcal{Y}^\text{el}_{r,C}(y)|^{\otimes q} = \begin{cases} 
0, & j(q) = 0, \sigma(q) = +1, \\
+\infty, & j(q) = 0, \sigma(q) = -1, \\
+\infty, & j(q) > 0, \sigma(q) = +1, \\
0, & j(q) > 0, \sigma(q) = -1.
\end{cases}
\]

**2.24 Proposition**

Let \( C \) be \( r \)-simple. Let \( q \in \mathbb{Q}^{r+1} \) with \( q \neq 0 \). Then

\[
\lim_{y \searrow 0} \frac{d}{dy} |\mathcal{Y}^\text{el}_{r,C}(y)|^{\otimes q} = q_{j(q)}.
\]

**Proof:**
Let $\mathcal{Y}^{\text{rel}}_{r,C} = (y_0, \ldots, y_r)$. We get by Proposition 2.17 that $d|y_0|/dy = 1$ and that for $j \in \{1, \ldots, r\}$

$$d|y_j| \over dy = -\frac{1}{\prod_{i=0}^{j-1} |y_i|}.$$ 

This gives

$$\frac{d}{dy} \prod_{j=0}^{r} |y_j|^{q_j} = q_0|y_0|^{q_0-1}|y_1|^{q_1} \cdot \ldots \cdot |y_r|^{q_r} - \sum_{j=1}^{r} q_j |y_j|^{q_j-1} \prod_{i=0}^{j-1} |y_i|^{q_i} \prod_{i\neq j} |y_i|^{q_i}.$$ 

We obtain the assertion by the growth properties of the iterated logarithms. 

\[\blacksquare\]

\section*{2.3 Pure preparation}

Let $C \subset \mathbb{R}^n \times \mathbb{R}$ be definable.

\subsection*{2.25 Definition}

Let $g : C \to \mathbb{R}$ be a function. We say that $g$ is \textbf{purely $r$-log-analytically prepared with respect to $y$} if $g$ is $r$-log-analytically prepared with respect to $y$ with log-analytic logarithmic scale, log-analytic coefficient and log-analytic base functions. An $r$-preparing tuple for $g$ with log-analytic components is then called a \textbf{purely $r$-preparing tuple} for $g$.

\subsection*{2.26 Remark}

Let $g : C \to \mathbb{R}$ be a function. If $g$ is purely $r$-log-analytically prepared with respect to $y$ then $g$ is log-analytic.

In the next proposition and corollary we assume that $r \geq 1$.

\subsection*{2.27 Proposition}

Let $C$ be $r$-simple.

1. Let $g : C \to \mathbb{R}$ be purely $(r-1)$-log-analytically prepared with respect to $y$. Then there are $t \in \mathbb{N}$, a log-analytic function $\eta : \pi(C) \to \mathbb{R}^t$ and a globally subanalytic function $G : \mathbb{R}^t \times \mathbb{R}^r \to \mathbb{R}$ such that

$$g(x,y) = G(\eta(x), \mathcal{Y}^{\text{rel}}_{r-1,C}(y))$$

for all $(x,y) \in C$. 
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(2) Let \( h : C \to \mathbb{R}_{>0} \) be purely \((r - 1)\)-log-analytically prepared with respect to \( y \). Then there are \( t \in \mathbb{N} \), a log-analytic function \( \eta : \pi(C) \to \mathbb{R}^{t} \) and a globally subanalytic function \( H : \mathbb{R}^{t} \times \mathbb{R}^{r+1} \to \mathbb{R} \) such that

\[
\log(h(x,y)) = H(\eta(x), \mathcal{Y}_{r,C}^{el}(y))
\]

for all \((x, y) \in C\).

**Proof:**

(1): By Corollary 2.20 we have that \( C \) is \((r - 1)\)-simple. By Corollary 2.22 we have a purely \((r - 1)\)-preparing tuple \( J \) for \( g \) of the form

\[
J = (r - 1, \mathcal{Y}_{r-1,C}^{el}, a, q, s, v, b, P)
\]

where \( a, b_{1}, \ldots, b_{s} \) are log-analytic functions on \( \pi(C) \). Take \( t = s + 1 \) and

\[
\eta = (\eta_{0}, \ldots, \eta_{s}) : \pi(C) \to \mathbb{R}^{t}, x \mapsto (a(x), b_{1}(x), \ldots, b_{s}(x)).
\]

Then \( \eta \) is log-analytic. Let \( z = (z_{0}, \ldots, z_{s}) \) and \( w = (w_{0}, \ldots, w_{r-1}) \). Set

\[
\alpha_{0} : \mathbb{R}^{t} \times \mathbb{R}^{r} \to \mathbb{R}, (z, w) \mapsto z_{0} \prod_{j=0}^{r-1} |w_{j}|^{q_{j}}.
\]

For \( i \in \{1, \ldots, s\} \) let

\[
\alpha_{i} : \mathbb{R}^{t} \times \mathbb{R}^{r} \to \mathbb{R}, (z, w) \mapsto z_{i} \prod_{j=0}^{r-1} |w_{j}|^{p_{i,j}}.
\]

Set

\[
G : \mathbb{R}^{t} \times \mathbb{R}^{r} \to \mathbb{R}, (z_{0}, \ldots, z_{s}, w_{0}, \ldots, w_{r-1}) \mapsto \begin{cases} 
\alpha_{0}(z, w) v\left(\alpha_{1}(z, w), \ldots, \alpha_{s}(z, w)\right), & |\alpha_{i}(z, w)| \leq 1 \text{ for all } i \in \{1, \ldots, s\}, \\
0, & \text{else.}
\end{cases}
\]

Then \( G \) is globally subanalytic and we have

\[
g(x, y) = G(\eta(x), \mathcal{Y}_{r-1,C}^{el}(y))
\]

for all \((x, y) \in C\).

(2): By Corollary 2.20 we have that \( C \) is \((r - 1)\)-simple. By Corollary 2.22 we have a purely \((r - 1)\)-preparing tuple \( J \) for \( h \) of the form

\[
J = (r - 1, \mathcal{Y}_{r-1,C}^{el}, a, q, s, v, b, P)
\]

where \( a, b_{1}, \ldots, b_{s} \) are log-analytic functions on \( \pi(C) \). Then \( a > 0 \). Take \( t = s + 1 \) and

\[
\eta = (\eta_{0}, \ldots, \eta_{s}) : \pi(C) \to \mathbb{R}^{t}, x \mapsto (\log(a(x)), b_{1}(x), \ldots, b_{s}(x)).
\]
Then $\eta$ is log-analytic. Let $z = (z_0, \ldots, z_s)$ and $w = (w_0, \ldots, w_r)$. Set

$$
\beta_0 : \mathbb{R}^t \times \mathbb{R}^r \to \mathbb{R}, (z, w) \mapsto z_0 + \sum_{j=0}^{r-1} q_j w_{j+1}.
$$

For $i \in \{1, \ldots, s\}$ let

$$
\alpha_i : \mathbb{R}^t \times \mathbb{R}^r \to \mathbb{R}, (z, w) \mapsto z_i \prod_{j=0}^{r-1} |w_j|^{p_{ij}}.
$$

Set

$$
H : \mathbb{R}^t \times \mathbb{R}^r \to \mathbb{R}, (z_0, \ldots, z_s, w_0, \ldots, w_{r-1}) \mapsto \\
\begin{cases}
\beta_0(z, w) + \log \left(v\left(\alpha_1(z, w), \ldots, \alpha_s(z, w)\right)\right), & |\alpha_i(z, w)| \leq 1 \text{ for all } i \in \{1, \ldots, s\}, \\
0, & \text{else}.
\end{cases}
$$

Then $H$ is globally subanalytic since $\log(v)$ is globally subanalytic and we have

$$
\log(h(x, y)) = H(\eta(x), \mathcal{Y}_{r,C}^{\text{rel}}(y))
$$

for all $(x, y) \in C$. $\blacksquare$

2.28 Corollary

Let $C$ be $r$-simple and let $g_1, \ldots, g_k : C \to \mathbb{R}$ and $h_1, \ldots, h_l : C \to \mathbb{R}_{>0}$ be purely $(r - 1)$-log-analytically prepared with respect to $y$. Let $F : \mathbb{R}^{k+l} \to \mathbb{R}$ be globally subanalytic. Then there are $t \in \mathbb{N}$, a log-analytic function $\eta : \pi(C) \to \mathbb{R}^t$ and a globally subanalytic function $I : \mathbb{R}^t \times \mathbb{R}^{r+1} \to \mathbb{R}$ such that

$$
F(g_1(x, y), \ldots, g_k(x, y), \log(h_1(x, y)), \ldots, \log(h_l(x, y))) = I(\eta(x), \mathcal{Y}_{r,C}^{\text{rel}}(x, y))
$$

for all $(x, y) \in C$.

2.29 Proposition

Let $C$ be $r$-simple and let $i : C \to \mathbb{R}$ be a function. Assume that there are $t \in \mathbb{N}$, a log-analytic function $\eta : \pi(C) \to \mathbb{R}^t$ and a globally subanalytic function $I : \mathbb{R}^t \times \mathbb{R}^{r+1} \to \mathbb{R}$ such that

$$
i(x, y) = I(\eta(x), \mathcal{Y}_{r,C}^{\text{rel}}(y))
$$

for all $(x, y) \in C$. Then there is a definable cell decomposition $\mathcal{D}$ of $C$ such that $i|_D$ is purely $r$-log-analytically prepared with respect to $y$ for every simple $D \in \mathcal{D}$.

Proof:

We do induction on $r$. Let $z := (z_1, \ldots, z_t)$ and $w := (w_0, \ldots, w_r)$. We set $w' := (w_1, \ldots, w_r)$. 
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We prepare $I$ globally subanalytically with respect to the coordinate $w_0$ and find a globally subanalytic cell decomposition $E \subseteq \mathbb{R}^t \times \mathbb{R}_{>0}$ such that for every $E \in E$ the restriction $I|_E$ is globally subanalytic prepared with respect to $w_0$. We find a definable cell decomposition $\mathcal{A}$ of $C$ such that for every simple $A \in \mathcal{A}$ there is $E_A \in E$ such that $(\eta(x), y) \in E_A$ for every $(x, y) \in A$. Fix a simple $A \in \mathcal{A}$. Since $A$ is simple and $y$ is plugged in for $w_0$ we get that $E_A$ is simple with respect to $w_0$ and therefore by Remark 2.10 in combination with Corollary 2.22 that $I|_{E_A}$ is elementarily globally subanalytic prepared with respect to $w_0$. Hence again by Remark 2.10 we have that

$$I|_{E_A} = a(z)|w_0|^q v(b_1(z)|w_0|^{p_1}, \ldots, b_s(z)|w_0|^{p_s})$$

where $a, b_1, \ldots, b_s$ are globally subanalytic functions on $\pi(E_A)$. We obtain

$$i|_C(x, y) = a(\eta(x))|y|^q v(b_1(\eta(x))|y|^{p_1}, \ldots, b_s(\eta(x))|y|^{p_s})$$

for all $(x, y) \in C$ and are done.

$r - 1 \to r$: We prepare $I$ globally subanalytically with respect to the coordinate $w_0$ and find a globally subanalytic cell decomposition $E \subseteq \mathbb{R}^t \times \mathbb{R}_{>0} \times \mathbb{R}^r$ such that for every $E \in E$ the restriction $I|_E$ is globally subanalytic prepared with respect to $w_0$. We find a definable cell decomposition $\mathcal{A}$ of $C$ such that for every simple $A \in \mathcal{A}$ there is $E_A \in E$ such that $(\eta(x), y, 0) \in E_A$ for every $(x, y) \in A$. Fix a simple $A \in \mathcal{A}$. Since $A$ is simple and $y$ is plugged in for $w_0$ we get that $E_A$ is simple with respect to $w_0$ and therefore by Remark 2.10 in combination with Corollary 2.22 that $I|_{E_A}$ is elementarily globally subanalytic prepared with respect to $w_0$. Hence again by Remark 2.10 we have that

$$I|_{E_A} = a(z, w')|w_0|^q v(b_1(z, w')|w_0|^{p_1}, \ldots, b_s(z, w')|w_0|^{p_s})$$

where $a, b_1, \ldots, b_s$ are globally subanalytic functions. Denoting by $c$ one of these functions we have to deal with $c(\eta(x), y_1, \ldots, y_r)$. Using composition of power series we are done with the following claim.

**Claim:** Let $J : \mathbb{R}^t \times \mathbb{R}^r \to \mathbb{R}$ be globally subanalytic. Then there is a definable cell decomposition $\mathcal{B}$ of $A$ such that for every simple $B \in \mathcal{B}$ the function

$$j : B \to \mathbb{R}, (x, y) \mapsto J(\eta(x), y_1, \ldots, y_r)$$

is purely $r$-log-analytically prepared.

**Proof of the claim:** Since $C$ is $r$-simple we get that $A$ is $r$-simple. Set

$$\hat{A} := \{(x, -1/\log(y)) \mid (x, y) \in A\}.$$ 

Then $\hat{A}$ is $(r - 1)$-simple by Corollary 2.20. Set

$$\hat{J} : \mathbb{R}^t \times \mathbb{R}^r \to \mathbb{R}, (z, w') \mapsto \begin{cases} \alpha(z, -1/w_1, -w_2, w_3, \ldots, w_r), & w_1 < 0, \\ 0, & \text{else.} \end{cases}$$
Then for \( (x, y) \in A \) we have
\[
j(x, y) = \hat{J}(\eta(x), \mathcal{Y}_{r-1, \hat{A}}^{-1}(y) - 1/\log(y)).
\]

Applying the inductive hypothesis to
\[
\hat{j} : \hat{A} \to \mathbb{R}, (x, y) \mapsto \hat{J}(\eta(x), \mathcal{Y}_{r-1, \hat{A}}^{-1}(y))
\]
we are done.

\[\square\]

**Claim**

2.30 Theorem

Let \( f : \mathbb{R}^n \times \mathbb{R}_{>0} \to \mathbb{R} \) be log-analytic of order \( r \). Then there is a definable cell decomposition \( C \) of \( X \) such that for every simple \( C \in \mathcal{C} \) the cell \( C \) is \( r \)-simple and \( f|_C \) is purely \( r \)-log-analytically prepared with respect to \( y \).

**Proof:**

We do induction on the log-analytic order \( r \) of \( f \).

\( r = 0 \): Then \( f \) is piecewise globally subanalytic and we are done by Remark 2.10.

\( < r \to r \): It is enough to consider the following situation. Let \( g_1, \ldots, g_k : \mathbb{R}^n \times \mathbb{R}_{>0} \to \mathbb{R}, h_1, \ldots, h_l : \mathbb{R}^n \times \mathbb{R}_{>0} \to \mathbb{R}_{>0} \) be log-analytic functions of order at most \( r - 1 \) and let \( F : \mathbb{R}^{k+l} \to \mathbb{R} \) be globally subanalytic such that
\[
f = F(g_1, \ldots, g_k, \log(h_1), \ldots, \log(h_l)).
\]

Applying the inductive hypothesis and Corollary 2.28 in combination with Corollary 2.20 we find a definable cell decomposition \( C \) of \( \mathbb{R}^n \times \mathbb{R}_{>0} \) such that every simple \( C \in \mathcal{C} \) is \( r \)-simple and for every such \( C \) there is \( t \in \mathbb{N} \), a log-analytic function \( \eta : \pi(C) \to \mathbb{R}^t \) of order at most \( r \) and a globally subanalytic function \( E : \mathbb{R}^t \times \mathbb{R}^{r+1} \to \mathbb{R}, (z, w) \mapsto E(z, w) \), such that
\[
f|_C = E(\eta(x), \mathcal{Y}_{r,C}^{-1}(x, y))
\]
for all \( (x, y) \in C \). By Proposition 2.29 we can refine the cell decomposition such that the assertion follows.

\[\square\]

Note that the above result extends the Expansion Theorem of [4, Section 4] to log-analytic functions.
3 Proof of the main results

3.1 Derivatives - Proof of Theorem A

3.1 Theorem
Let $f : \mathbb{R} \times \mathbb{R}^n_0 \to \mathbb{R}$, $(x,y) \mapsto f(x,y)$, be log-analytic. Assume that for every $x \in \mathbb{R}^n$ we have $\lim_{y \searrow 0} f(x,y) \in \mathbb{R}$. Then the function $h : \mathbb{R}^n \to \mathbb{R}, x \mapsto \lim_{y \searrow 0} f(x,y)$, is log-analytic.

Proof:
By Theorem 2.30 we find a definable cell decomposition $C$ of $\mathbb{R}^n \times \mathbb{R}^n_0$ such that for every simple $C \in C$ the cell $C$ is $r$-simple and $f|_C$ is purely $r$-log-analytically prepared with respect to $y$. Let $C \in C$ be a simple cell. Set $g := f|_C$ and let

$$\mathcal{J} = (r, \mathcal{Y}_{r,C}^{\text{el}}, a, q, s, v, b, P)$$

be a purely $r$-preparing tuple for $g$. Then

$$g(x,y) = a(x)\mathcal{Y}_{r,C}^{\text{el}}(y)^{\otimes q}v(b_1(x)\mathcal{Y}_{r,C}^{\text{el}}(y)^{\otimes p_1}, \ldots, b_s(x)\mathcal{Y}_{r,C}^{\text{el}}(y)^{\otimes p_s})$$

for $(x,y) \in C$. By the assumption, Remark 2.23 and Definition 2.1 we see that

$$A : \pi(C) \to \mathbb{R}, x \mapsto \lim_{y \searrow 0} a(x)\mathcal{Y}_{r,C}^{\text{el}}(y)^{\otimes q},$$

and, for $j \in \{1, \ldots, s\}$,

$$B_i : \pi(C) \to [-1, 1], x \mapsto \lim_{y \searrow 0} b_j(x)\mathcal{Y}_{r,C}^{\text{el}}(y)^{\otimes p_i},$$

are well defined and log-analytic. We obtain that for $x \in \pi(C)$

$$h(x) = A(x)v\left(B_1(x), \ldots, B_s(x)\right).$$

Hence $h$ is log-analytic on $\pi(C)$. By Remark 2.16 we get that $h$ is log-analytic.

With the above theorem we are able to establish Theorem A.

Theorem A
Let $U \subset \mathbb{R}^n$ be definable and open and let $f : U \to \mathbb{R}$ be log-analytic. Let $i \in \{1, \ldots, n\}$ be such that $f$ is differentiable with respect to the variable $x_i$ on $U$. Then $\partial f/\partial x_i$ is log-analytic.

Proof:
We may assume that $f$ is differentiable with respect to the last variable $x_n$. We have to show that $\partial f/\partial x_n$ is log-analytic. Let $\epsilon_n := (0, \ldots, 0, 1) \in \mathbb{R}^n$ be the $n^{th}$ unit vector. We define
\[
V := \{(x, y) \in U \times \mathbb{R}_{>0} \mid x + y \epsilon_n \in U\}
\]
and
\[
F : V \to \mathbb{R}, (x, y) \mapsto \frac{f(x + y \epsilon_n) - f(x)}{y}.
\]
Then $F$ is log-analytic. Since
\[
\frac{\partial f}{\partial x_n}(x) = \lim_{y \searrow 0} F(x, y)
\]
for $x \in U$ we are done by Theorem 3.1. 

### 3.2 Strong quasianalyticity - Proof of Theorem B

Let $U \subset \mathbb{R}^n$ be open and let $g : U \to \mathbb{R}$ be a function. Let $a \in U$. The function $g$ is $N$-flat at $a$ if $g$ is $C^N$ at $a$ and all partial derivatives of $g$ of order at most $N$ vanish in $a$. The function $g$ is flat at $a$ if $g$ is $C^{\infty}$ at $a$ and all partial derivatives of $g$ vanish in $a$.

The asymptotic behaviour of log-analytic function on simple sets implied by the elementary preparation gives the following (see [9] for the corresponding result in polynomially bounded o-minimal structures).

#### 3.2 Proposition

*Let $f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}, (x, y) \mapsto f(x, y)$, be a log-analytic function. Then there is $N \in \mathbb{N}$ such that the following holds for every $x \in \mathbb{R}^n$: If $f(x, -)$ is $N$-flat at $y = 0$ then $f(x, -)$ vanishes identically on some open interval around $0 \in \mathbb{R}$.***

**Proof:**

By also considering the function $f(x, -y)$ it is enough to show that the following holds. There is $N \in \mathbb{N}$ such that for every $x \in \mathbb{R}^n$ with $f(x, -)$ being $N$-flat at $y = 0$ we have $f(x, y) = 0$ for all $y \in ]0, \varepsilon_x[$ for some $\varepsilon_x \in \mathbb{R}_{>0}$.

Let $r$ be the log-analytic order of $f$. By Theorem 2.30 we find a definable cell decomposition $C$ of $\mathbb{R}^n \times \mathbb{R}$ such that for every simple $C \in C$ the cell $C$ is $r$-simple and $f|_C$ is purely $r$-log-analytically prepared with respect to $y$. Let $C \in C$ be simple and let
\[
\mathcal{J} = (r, \mathcal{Y}_{r,C}^{sil}, a, q, s, v, b, P)
\]
be a purely $r$-preparing tuple for $f|_C$. We show that $a$ vanishes identically.

Choose $N_C \in \mathbb{N}$ such that $N_C \geq q_0$. Let $x \in \pi(C)$. If $f(x, -)$ is $N_C$-flat at
Let $t \in (0, 0.1)$ and let $\varepsilon > 0$. By Remark 2.16 we are done by taking $N := \max\{N_C \mid C \in \mathcal{C} \text{ simple}\}$. 

With Proposition 3.2 we can prove Theorem B using familiar connectivity arguments.

**Theorem B**

Let $U \subset \mathbb{R}^n$ be a definable domain and let $f : U \to \mathbb{R}$ be a log-analytic function. Then there is $N \in \mathbb{N}$ with the following property. If $f$ is $C^N$ and if there is $a \in U$ such that $f$ is $N$-flat at $a$ then $f$ vanishes identically.

**Proof:**

Let

$$V := \{(x, z, t, y) \in U \times S^{n-1} \times \mathbb{R} \times \mathbb{R} \mid x + (y - t)z \in U\}$$

and

$$F : V \times \mathbb{R}, (x, z, t, y) \mapsto f(x + (y - t)z).$$

Then $F$ is log-analytic. By Proposition 3.2 there is $N \in \mathbb{N}$ such that the following holds for every $(x, z, t) \in U \times S^{n-1} \times \mathbb{R}$ such that $(x, z, t, 0) \in V$. If $F(x, z, t, -)$ is $N$-flat at $y = 0$ then $F(x, z, t, -)$ vanishes identically on an open interval around 0 in $\mathbb{R}$.

We assume that $f$ is $C^N$. Note that then $F$ is $C^N$. Let $a \in U$ such that $f$ is $N$-flat at $a$. We show that this implies that $f$ vanishes identically and are done. We start with the following.

**Claim:** There is $r \in \mathbb{R}_{>0}$ such that $f$ vanishes identically on $B(a, r)$.

**Proof of the claim:** Let $r \in \mathbb{R}_{>0}$ be such that $B(a, 4r) \subset U$. Then

$$W := B(a, r) \times S^{n-1} \times ] - r, r[ \times ] - r, r[ \subset V.$$ 

Given $z \in S^{n-1}$ we have that $F(a, z, 0, -)$ is $N$-flat at $y = 0$. Then by above $F(a, z, 0, -)$ vanishes on some open interval around 0. Fix $z \in S^{n-1}$ and let $A_z$ be the set of all $t \in ] - r, r[$ such that $F(a, z, t, -)$ vanishes identically on some open interval around 0. Then $A_z \neq \emptyset$ since $0 \in A_z$ by above. Clearly $A_z$ is open. Let $t \in A_z \cap ] - r, r[$. Then $F(a, z, t, -)$ is $N$-flat at 0. Hence by above $F(a, z, t, -)$ vanishes identically on some open interval around 0. Therefore $A_z$ is closed in $] - r, r[$. Since intervals are connected we obtain that $A_z = ] - r, r[$ and hence that $F(a, z, -, -)$ vanishes identically on $] - r, r[ \times ] - r, r[$. Since $z \in S^{n-1}$ is arbitrary we get that $f$ vanishes identically on $B(a, r)$. 

**Claim**

Let $X$ be the set of all $x \in U$ such that $f$ vanishes identically on some open ball around $x$. Then $X \neq \emptyset$ since $a \in X$ by the above. Clearly $X$ is open. Let $x \in \overline{X} \cap U$. Then $f$ is $N$-flat at $x$. Again by the claim we get that $x \in X$. Therefore $X$ is closed in $U$. Since $U$ is connected we obtain that $X = U$ and hence that $f$ vanishes identically on $U$. 

\[\square\]
3.3 Tamm’s theorem - Proof of Theorem C

With our result on pure preparation of log-analytic functions on simple sets we can establish the parametric version of Tamm’s theorem for log-analytic functions. For this we adapt the reasoning of Van den Dries and Miller [4]. The theorem below deals with the case of a parameterized family of unary functions where the adaptations are most extensive.

3.3 Theorem

Let \( f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}, (x,y) \mapsto f(x,y) \), be log-analytic. Then there is \( N \in \mathbb{N} \) such that the following holds for all \( x \in \mathbb{R}^n \): If \( f(x,-) \) is \( C^N \) at \( 0 \) then \( f(x,-) \) is real analytic at \( 0 \).

Proof:

Let \( r \in \mathbb{N}_0 \) be the log-analytic order of \( f \). By Theorem 2.30 we find a definable cell decomposition \( C \) of \( \mathbb{R}^n \times \mathbb{R} \) such that for every simple \( C \in C \) the cell \( C \) is \( r \)-simple and \( f|_C \) is purely \( r \)-log-analytically prepared with respect to \( y \). Fix a simple cell \( C \in C \) and set \( \eta_x := \sup_{C} x \) for \( x \in \pi(C) \). Let \( J = (r,Y^{\text{el}}_{r,C},a,q,s,v,b,P) \) be a purely \( r \)-preparing tuple for \( g := f|_C \). We set \( Y := Y^{\text{el}}_{r,C} \). Let \( \sum_{\alpha \in \mathbb{N}_0^s} c_{\alpha} X^\alpha \) be the power series expansion of \( v \). Let

\[
\Gamma_1 := \{ \alpha \in \mathbb{N}_0^s \mid \, ^tP\alpha + q \in \mathbb{N}_0 \times \{0\}^r \}
\]

and \( \Gamma_2 := \mathbb{N}_0^s \setminus \Gamma_1 \). Set \( v_1 := \sum_{\alpha \in \Gamma_1} c_{\alpha} X^\alpha \) and \( v_2 := \sum_{\alpha \in \Gamma_2} c_{\alpha} X^\alpha \). For \( l \in \{ 1, 2 \} \) let

\[
g_l : C \to \mathbb{R}, (x,y) \mapsto a(x)|Y(y)|^{\otimes q} v_l \left( b_1(x) |Y(y)|^{\otimes p_1}, \ldots, b_s(x) |Y(y)|^{\otimes p_s} \right).
\]

Then \( g_1, g_2 \) are log-analytic and \( g = g_1 + g_2 \). For \( k \in \mathbb{N}_0 \) let

\[
\Gamma_{1,k} := \{ \alpha \in \mathbb{N}_0^s \mid \, ^tP\alpha + q = (k,0,\ldots,0) \} \subset \Gamma_1
\]

and

\[
d_k : \pi(C) \to \mathbb{R}, x \mapsto a(x) \sum_{\alpha \in \Gamma_{1,k}} c_{\alpha} \prod_{i=1}^{s} b_i(x)^{\alpha_i}.
\]

Then

\[
g_1(x,y) = \sum_{k=0}^{\infty} d_k(x) y^k
\]

for \( (x,y) \in C \). The series to the right converges absolutely on \( C \) and therefore \( g_1 \) extends to a well defined extension

\[
\hat{g}_1 : \hat{C} := \{ (x,y) \in \mathbb{R}^{n+1} \mid \, x \in \pi(C), -\eta_x < y < \eta_x \} \to \mathbb{R},
\]

\[
(x,y) \mapsto \sum_{k=0}^{\infty} d_k(x) y^k,
\]
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such that \( \hat{g}_1(x, -) \) is real analytic at 0 for every \( x \in \pi(C) \).

**Claim 1:** The function \( \hat{g}_1 \) is log-analytic.

**Proof of Claim 1:** Clearly \( \hat{C} \) is definable. We show that \( \hat{g}_1 \) is log-analytic on \( \hat{C} \cap (\mathbb{R}^n \times \mathbb{R}_{<0}) \) and on \( \hat{C} \cap (\mathbb{R}^n \times \{0\}) \) and are done. For the former set \( \Gamma_{1,e} := \bigcup_{k \text{ even}} \Gamma_{1,k} \) and \( \Gamma_{1,o} := \bigcup_{k \text{ odd}} \Gamma_{1,k} \). Let \( v_{1,e} := \sum_{\alpha \in \Gamma_{1,e}} c_\alpha X^\alpha \) and \( v_{1,o} := \sum_{\alpha \in \Gamma_{1,o}} c_\alpha X^\alpha \). Then for \((x, y) \in \hat{C} \) with \( y < 0 \) we have

\[
\hat{g}_1(x, y) = a(x)|\mathcal{Y}(-y)|^{\otimes q} \left( v_{1,e} (b_1(x)|\mathcal{Y}(-y)|^{\otimes p_1}, \ldots, b_s(x)|\mathcal{Y}(-y)|^{\otimes p_s}) \right) - v_{1,o} (b_1(x)|\mathcal{Y}(-y)|^{\otimes p_1}, \ldots, b_s(x)|\mathcal{Y}(-y)|^{\otimes p_s})
\]

which implies the desired assertion. For the latter note that

\[
\hat{g}_1(x, 0) = \lim_{y \searrow 0} g_1(x, y)
\]

for \( x \in \pi(C) \). We are done by Theorem 3.1. \hfill \Box_{\text{Claim 1}}

Set

\[
\hat{g}_2 : \hat{C} \to \mathbb{R}, (x, y) \mapsto f(x, y) - \hat{g}_1(x, y).
\]

Then \( \hat{g}_2 \) is log-analytic by Claim 1 and \( \hat{g}_2|_C = g_2 \). Fix \( x^* \in \pi(C) \). Let

\[
\Lambda := \{ ^tP\alpha + q \mid \alpha \in \Gamma_2 \}.
\]

Then \( \Lambda \subset \mathbb{Q}^{r+1} \setminus (\mathbb{N}_0 \times \{0\}^r) \). For \( \lambda \in \Lambda \), let

\[
\Gamma_{2,\lambda} := \{ \alpha \in \mathbb{N}_0^r \mid ^tP\alpha + q = \lambda \}
\]

and

\[
e_{x^*,\lambda} := a(x^*) \sum_{\alpha \in \Gamma_{2,\lambda}} c_\alpha \prod_{i=0}^s b_i(x^*)^{\alpha_i} \in \mathbb{R}.
\]

Then

\[
\hat{g}_2(x^*, -) = \sum_{\lambda \in \Lambda} e_{x^*,\lambda} |\mathcal{Y}|^{\otimes \lambda}
\]

on \( ]0, \eta_{x^*}[^1 \). Let

\[
\Lambda_{x^*} := \{ \lambda \in \Lambda \mid e_{x^*,\lambda} \neq 0 \}.
\]

If \( \Lambda_{x^*} = \emptyset \) then \( \hat{g}_2(x^*, -) = 0 \) on \( ]0, \eta_{x^*}[ \). If \( \Lambda_{x^*} \neq \emptyset \) there is \( \mu_{x^*} = (\mu_{x^*,0}, \ldots, \mu_{x^*,r}) \in \Lambda_{x^*} \) such that \( |\mathcal{Y}|^{\otimes \lambda} = o(|\mathcal{Y}|^{\otimes \mu_{x^*}}) \) for all \( \lambda \in \Lambda_{x^*} \) with \( \lambda \neq \mu_{x^*} \).

**Claim 2:** Assume that \( \Lambda_{x^*} \neq \emptyset \). Let \( M \in \mathbb{N} \) be such that \( f(x^*, -) \) is \( C^M \) at 0. Then \( \mu_{x^*,0} \geq M \).

**Proof of Claim 2:** Assume that \( \mu_{x^*,0} < M \).
Case 1: \( \mu_{x^*,0} \in \mathbb{N}_0 \).
Then \( m := \mu_{x^*,0} + 1 \leq M \). Differentiating \( g_2 \) \( m \)-times with respect to \( y \) we see with Proposition 2.24 (note that \( \mu_x \neq 0 \)) that there is \( \beta = (-1, \beta_1, \ldots, \beta_r) \in \mathbb{Q}^{r+1} \) such that

\[
\lim_{y \searrow 0} \frac{\partial^m g_2 / \partial y^m(x^*, y)}{|\mathcal{Y}(y)|^{\otimes \beta}} \in \mathbb{R}^*.
\]

Since \( \hat{g}_2(x^*, -) = f(x^*, -) - \hat{g}_1(x^*, -) \) is \( C^M \) at 0 we obtain that

\[
\lim_{y \searrow 0} \frac{\partial^m \hat{g}_2(x^*, y)}{\partial y^m} = \frac{\partial^m \hat{g}_2(x^*, 0)}{\partial y^m} \in \mathbb{R},
\]

which contradicts that \( \hat{g}_2(x^*, -) \) extends \( g_2(x^*, -) \).

Case 2: \( \mu_{x^*,0} \notin \mathbb{N}_0 \).
Then \( m := \lfloor \mu_{x^*,0} \rfloor \leq M \). Differentiating \( g_2 \) \( m \)-times with respect to \( y \) we see with Proposition 2.24 (note that \( \mu_x \neq 0 \)) that there is \( \beta = (\beta_0, \beta_1, \ldots, \beta_r) \in \mathbb{Q}^{r+1} \) with \( \beta_0 < 0 \) such that

\[
\lim_{y \searrow 0} \frac{\partial^m g_2 / \partial y^m(x^*, y)}{|\mathcal{Y}|^{\otimes \beta}} \in \mathbb{R}^*.
\]

But \( \hat{g}_2(x^*, -) = f(x^*, -) - \hat{g}_1(x^*, -) \) is \( C^M \) at 0. We get the same contradiction as in Case 1. \( \square \) Claim 2

Claim 3: Let \( M \in \mathbb{N} \) be such that \( f(x^*, -) \) is \( C^M \) at 0. Then \( \hat{g}_2(x^*, -) \) is \( (M - 1) \)-flat at 0.

Proof of Claim 3:

Case 1: \( \Lambda_{x^*} = \emptyset \).
Then \( \hat{g}_2(x^*, -) = 0 \) on \( ]0, \eta_*[ \) and we are clearly done.

Case 2: \( \Lambda_{x^*} \neq \emptyset \).
By Claim 1 we obtain that \( \mu_{x^*,0} \geq M \). Hence we obtain by Proposition 2.24 and Remark 2.23 that

\[
\lim_{y \searrow 0} \frac{\partial^m g_2 / \partial y^m(x^*, y)}{\partial y^m} = 0
\]

for all \( m \in \{0, \ldots, M - 1\} \). Since \( \hat{g}_2(x^*, -) = f(x^*, -) - \hat{g}_1(x^*, -) \) is \( C^M \) at 0 and since \( \hat{g}_2(x^*, -) \) extends \( g_2(x^*, -) \) we are done. \( \square \) Claim 3

Since \( \hat{g}_2 \) is log-analytic we find by Proposition 3.2 some \( K_C \in \mathbb{N} \) such that the following holds for every \( x \in \pi(C) \). If \( \hat{g}_2(x, -) \) is \( K_C \)-flat at \( y = 0 \) then \( \hat{g}_2(x, -) \) vanishes identically on some open interval around 0. Set \( N_C := K_C + 1 \). Assume that \( f(x, -) \) is \( C^{N_C} \) at 0. Then by Claim 3 \( \hat{g}_2(x, -) \) is \( K_C \)-flat and hence by the above that \( f(x, -) = \hat{g}_1(x, -) \) on some open interval around 0. Since \( \hat{g}_1(x, -) \) is real analytic at 0 we get that \( f(x, -) \) is real analytic at 0. By Remark 2.16 we are done by taking

\[
N := \max\{N_C \mid C \in \mathcal{C} \text{ simple} \}.
\]
3.4 Corollary

Let \( f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \), \((x,y) \mapsto f(x,y)\), be log-analytic such that \( f(x,-) \) is real analytic at 0 for every \( x \in \mathbb{R}^n \). Then there is a definable cell decomposition \( \mathcal{B} \) of \( \mathbb{R}^n \) such that \( B \to \mathbb{R}, x \mapsto d^k/dy^k f(x,0) \), is real analytic for every \( B \in \mathcal{B} \) and every \( k \in \mathbb{N}_0 \).

Proof:

Using the notation of the previous proof we have \( f(x,y) = \hat{g}_1(x,y) \) for all \((x,y) \in C\) where \( C \) is a simple cell of the constructed cell decomposition \( \mathcal{C} \). Since functions definable in \( \mathbb{R}_{an,exp} \) are piecewise real analytic (see [5, Section 4]) we find a cell decomposition \( \mathcal{D} \) of \( \pi(C) \subset \mathbb{R}^n \) such that the coefficient \( a \) and the base functions \( b_1, \ldots, b_s \) are real analytic on every \( D \in \mathcal{D} \). Hence on each \( D \in \mathcal{D} \) the coefficients \( d_k \) of \( \hat{g}_1 \) are real analytic for every \( k \in \mathbb{N}_0 \). Since \( d_k/dy^k f(x,0) = k!d_k(x) \) we are done by Remark 2.16.

Now we can finish as in [4, Section 5]. For the reader’s convenience we give the details.

Let \( U \subset \mathbb{R}^n \) be open and let \( g : U \to \mathbb{R} \) be a function. Let \( a \in U \). Let \( k \in \mathbb{N} \). Then \( g \) is called \( k \)-times Gateaux-differentiable or \( G^k \) at \( a \) if \( y \mapsto g(a+yz) \) is \( C^k \) at \( y = 0 \) for every \( z \in \mathbb{R}^n \) and \( z \mapsto (d^k g(a+yz)/dy^k)(0) \) is given by a homogeneous polynomial in \( z \) of degree \( k \). The function \( g \) is called \( G^\infty \) at \( a \) if \( g \) is \( G^k \) at \( a \) for every \( k \in \mathbb{N} \). The following holds:

3.5 Fact ([4, Proposition 2.2])

Let \( U \subset \mathbb{R}^n \) be open and let \( g : U \to \mathbb{R} \) be a function. Let \( a \in U \). The following are equivalent.

(i) The function \( g \) is real analytic at \( a \).

(ii) The function \( g \) is \( G^\infty \) at \( a \) and there is \( \varepsilon \in \mathbb{R}_{>0} \) such that for every \( z \in \mathbb{R}^n \) with \( |z| \leq 1 \) the function \( y \mapsto g(a + yz) \) is defined and real analytic on \( ]-\varepsilon,\varepsilon[ \).

3.6 Proposition

Let \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}, (x,u) \mapsto f(x,u) \), be a log-analytic function and let \( k \in \mathbb{N} \). Then there is a log-analytic function \( w_k : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}, (x,u,v) \mapsto w_k(x,u,v) \), such that the following is equivalent for every \( (x,u) \in \mathbb{R}^n \times \mathbb{R}^m \).

(i) The function \( f(x,-) \) is \( G^k \) at \( u \).

(ii) It is \( w_k(x,u,v) = 0 \) for every \( v \in \mathbb{R}^m \).
**Proof:**

For $k \in \mathbb{N}$ let $W_k$ be the set of all $(x, u) \in \mathbb{R}^n \times \mathbb{R}^m$ such that $y \mapsto f(x, u + yv)$ is $k$-times differentiable in 0 for every $v \in \mathbb{R}^m$. We define

$$
\Phi_k : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}, (x, u, v) \mapsto \begin{cases} 
\frac{d^k f(x,u+yv)}{dy^k}(0), & (x, u) \in W_k, \\
1, & (x, u) \notin W_k.
\end{cases}
$$

Then $\Phi_k$ is log-analytic by Theorem A. Let $\nu(k)$ be the dimension of the real vector space of homogeneous real polynomials of degree $k$ in the variables $V := (V_1, \ldots, V_m)$ and let $M_1(V), \ldots, M_{\nu(k)}(V)$ be the homogeneous monomials of degree $k$ in $V$. There are points $p_{k,1}, \ldots, p_{k,\nu(k)} \in \mathbb{R}^m$ and linear functions $a_1, \ldots, a_{\nu(k)} : \mathbb{R}^{\nu(k)} \to \mathbb{R}$ such that for all $s := (s_1, \ldots, s_{\nu(k)}) \in \mathbb{R}^{\nu(k)}$

$$P_k(s, V) := \sum_{j=1}^{\nu(k)} a_j(s) M_j(V) \in \mathbb{R}[V]
$$

is the unique homogeneous polynomial of degree $k$ with $P_k(s, p_{k,i}) = s_i$ for all $i \in \{1, \ldots, \nu(k)\}$ (see [4, Section 2.3]). Set

$$\hat{w}_k : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}, (x, u, v) \mapsto P_k(\Phi_k(x, u, p_{k,1}), \ldots, \Phi_k(x, u, p_{k,\nu(k)}), v),
$$

and $w_k := \hat{w}_k - \Phi_k$. Then $w_k$ is log-analytic. We show that it fulfils the requirements.

$(i) \Rightarrow (ii)$: Let $(x, u) \in \mathbb{R}^n \times \mathbb{R}^m$ be such that $f(x, -) \in G^k$ at $u$. Then $(x, u) \in W_k$ and $v \mapsto \Phi_k(x, u, v)$ is a homogeneous polynomial of degree $k$. By the definition of $\hat{w}_k$ we have $\hat{w}_k(x, u, p_{k,i}) = \Phi_k(x, u, p_{k,i})$ for all $i \in \{1, \ldots, \nu(k)\}$. By the uniqueness of $P_k$ we obtain that

$$\hat{w}_k(x, u, v) = P_k(\Phi_k(x, u, p_{k,1}), \ldots, \Phi_k(x, u, p_{k,\nu(k)}), v) = \Phi_k(x, u, v)
$$

and therefore $w_k(x, u, v) = 0$ for all $v \in \mathbb{R}^m$.

$(ii) \Rightarrow (i)$: Let $(x, u) \in \mathbb{R}^n \times \mathbb{R}^m$ be such that $w_k(x, u, v) = 0$ for all $v \in \mathbb{R}^m$. Then $\Phi_k(x, u, v) = \hat{w}_k(x, u, v)$ for all $v \in \mathbb{R}^m$ and therefore $v \mapsto \Phi_k(x, u, v)$ is a homogeneous polynomial of degree $k$. Since $k \geq 1$ it is not constant. Hence we get that $(x, u) \in W_k$ and consequently $f$ is $G^k$ at $u$.

**3.7 Proposition**

Let $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}, (x, u) \mapsto f(x, u)$, be a log-analytic function. Then there is $N \in \mathbb{N}$ such that the following holds for every $(x, u) \in \mathbb{R}^n \times \mathbb{R}^m$. If $f(x, -)$ is $G^N$ at $u$ then $f(x, -)$ is $G^\infty$ at $u$.

**Proof:**
By Theorem 3.3 there is $K \in \mathbb{N}$ such that the following holds for every $(x, u, v) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m$. If $y \mapsto f(x, u + yv)$ is $C^K$ at 0 then $y \mapsto f(x, u + yv)$ is real analytic at 0. Letting as in the previous proof $W_k$ for $k \in \mathbb{N}$ to be the set of all $(x, u) \in \mathbb{R}^n \times \mathbb{R}^m$ such that $y \mapsto f(x, u + yv)$ is $k$-times differentiable at 0 for every $v \in \mathbb{R}^m$ we get that $W_k = W_K$ for all $k \geq K$. Letting also $\Phi_k$ for $k \in \mathbb{N}$ be as in the previous proof and dealing with $\Phi_1, \ldots, \Phi_{K-1}$ we find by Corollary 3.4 a definable cell decomposition $C$ of $\mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m$ such that $\Phi_k|_C$ is real analytic for every $C \in C$ and all $k \in \mathbb{N}$. Constructing $w_k : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}$, $(x, u, v) \mapsto w_k(x, u, v)$, for $k \in \mathbb{N}$ as in the previous proof we see that $w_k|_C$ is real analytic for every $k \in \mathbb{N}$. By Tougeron [13] (see also [4, Proposition 1.6]) we find for every $C \in C$ some $N_C \in \mathbb{N}$ such that

$$\bigcap_{k \in \mathbb{N}} \{(x, u, v) \in C \mid w_k(x, u, v) = 0\} = \bigcap_{k \leq N_C} \{(x, u, v) \in C \mid w_k(x, u, v) = 0\}.$$ 

Let $N := \max\{N_C \mid C \in C\}$. Then

$$\bigcap_{k \in \mathbb{N}} \{(x, u, v) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \mid w_k(x, u, v) = 0\} =\bigcap_{k \leq N} \{(x, u, v) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \mid w_k(x, u, v) = 0\}.$$ 

Hence for every $(x, u) \in \mathbb{R}^n \times \mathbb{R}^m$ we have that $f(x, -)$ is $G^\infty$ at $u$ if and only if $w_k(x, u, v) = 0$ for all $k \in \mathbb{N}$ and all $v \in \mathbb{R}^m$ if and only if $w_k(x, u, v) = 0$ for all $k \in \{1, \ldots, N\}$ and all $v \in \mathbb{R}^m$ if and only if $f(x, -)$ is $G^N$ at $u$. ■

**Theorem C**

Let $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$, $(x, y) \mapsto f(x, y)$, be a log-analytic function. Then there is $N \in \mathbb{N}$ such that the following holds for every $(x, y) \in \mathbb{R}^n \times \mathbb{R}^m$. If $f(x, -)$ is $G^N$ at $y$ then $f(x, -)$ is real analytic at $y$.

**Proof:**

By Proposition 3.7 there is $N_1 \in \mathbb{N}$ such that if $f(x, -)$ is $G^{N_1}$ at $y$ then $f(x, -)$ is $G^\infty$ at $y$. Let $F : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R} \to \mathbb{R}$, $(x, y, z, t) \mapsto f(x, y + tz)$. By Theorem 3.3 there is $N_2 \in \mathbb{N}$ such that if $F(x, y, z, -)$ is $C^{N_2}$ at 0 then $F(x, y, z, -)$ is real analytic at 0. Taking $N := \max\{N_1, N_2\}$ we are done by Fact 3.5. ■

**3.8 Corollary**

Let $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$, $(x, y) \mapsto f(x, y)$, be a log-analytic function. Then the set of all $(x, y) \in \mathbb{R}^n \times \mathbb{R}^m$ such that $f(x, -)$ is real analytic at $y$ is definable.
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