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In this paper, we analyze a positivity problem of a linear functional U in the space
P of polynomials in one variable with complex coefficients. Some new results con-
nection relations for generalized Hermite polynomials and generalized Gegenbauer
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1 Introduction

The study of the orthogonal polynomials is important in various mathematical
areas, such as approximation theory, interpolation, probability, special func-
tions, because the solution of a large number of problems depends on whether a
characterization and connections between orthogonal polynomials. For exam-
ple, study classical orthogonal polynomials via a linear differential operators
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and results on the relations between classical polynomials have been studied
in Aloui and his co-authors [1, 2, 3, 4, 5, 6]. Moreover, reference should be
made to the work of Atia [7, 8] on the propriety and relations of semi-classical
orthogonal polynomials.
A linear functional U is said to be positive-definite if and only if 〈U , p2〉 > 0,
for every non-zero real polynomial p (see [18]). To construct positive-definite
linear functionals from positive-definite linear data, Christoffel proved that
the product of a positive-definite linear functional and a positive polynomial
yields a positive-definite linear form [14, 27].
The paper is organized as follows. In Section 2, the basic background and
notations are introduced. In Section 3, the main results are presented. In par-
ticular, it is proved that for any pair (µ, c) ∈ R∗+×R and any positive-definite
linear functional µU , the linear functional U (µ, c) given by (µ−1)U (µ, c)−
(x − c)

(
U (µ, c)

)′
= µU is also positive-definite. Finally, new results on the

relations between the corresponding sequences of monic generalized Hermite
polynomials and generalized Gegenbauer polynomials are presented.

2 Orthogonality and positive-definiteness of linear functionals

Let P be the linear space of polynomials in one variable with complex coef-
ficients and P′ its algebraic dual space. 〈U , p〉 denotes the action of U ∈ P′
on p ∈ P, and (U )n := 〈U , xn〉, n ≥ 0, the sequence of moments of U with
respect to the polynomial sequence {xn}n≥0. Let the following operations in
P′ be defined. For any linear functionals U and V , any polynomial q, and any
(a, b, c) ∈ C∗×C2, let DU = U ′, qU , (x− c)−1U , τ−bU , haU , and U V be
the linear functionals defined by duality as follows [18]:

〈U ′, p〉 := −〈U , p′〉,
〈qU , p〉 := 〈U , qp〉,

〈(x− c)−1U , p〉 := 〈U , θcp〉 =
〈
U ,

p(x)− p(c)
x− c

〉
,

〈τ−bU , p〉 := 〈U , τbp〉 = 〈U , p(x− b)〉,
〈haU , p〉 := 〈U , hap〉 = 〈U , p(ax)〉,
〈U V , p〉 := 〈U ,V p〉, p ∈ P,

where the right-multiplication of V by p yields a polynomial given by

(V p)(x) := 〈Vy,
xp(x)− yp(y)

x− y
〉, p ∈ P.

For any c ∈ C, (x− c)−1(x− c)U = U − (U )0δc, where δc is the Dirac mass
defined by 〈δc, p〉 = p(c), p ∈ P.
It should be noticed that if U ∈ P′ is such that U ′ = 0, then U = 0.
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A linear functional U is said to be quasi-definite (regular) if a monic poly-
nomial sequence (MPS) {Bn}n≥0 with degBn = n, n ≥ 0, can be associated
with it, so that

〈U , BnBm〉 = rnδn,m, m, n ≥ 0, and where rn 6= 0, n ≥ 0, (2.1)

where δn,m is the Kronecker delta.
In such a situation, {Bn}n≥0 is said to be the monic orthogonal polynomial se-
quence (MOPS) with respect to U . The MOPS {Bn}n≥0 satisfies the following
three-term recurrence relation (TTRR):B−1(x) = 0, B0(x) = 1,

Bn+1(x) = (x− βn)Bn(x)− γnBn−1(x), n ≥ 0,
(2.2)

where βn ∈ C, γn ∈ C∗ for every integer n ≥ 0, and γ0 = (U )0. Furthermore,
the following formula will be used:

βn =
〈U , xB2

n〉
〈U , B2

n〉
, n ≥ 0, γn+1 =

〈U , B2
n+1〉

〈U , B2
n〉

, n ≥ 0, (2.3)

〈U , B2
n〉 =

n∏
ν=0

γν , n ≥ 0, (γ0 = (U )0). (2.4)

When U is quasi-definite and A ∈ P is such that AU = 0, then A = 0.
A linear functional U is said to be positive-definite if it is quasi-definite, i.e.,
it satisfies (2.1) and is such that rn > 0 for every integer n ≥ 0.
The quasi-definiteness of a linear functional U is equivalent to (see [13, 22])

∆n(U ) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(U )0 (U )1 (U )2 ... (U )n

(U )1 (U )2 (U )3 ... (U )n+1

(U )2 (U )3 (U )4 ... (U )n+2

...
...

...
...

(U )n (U )n+1 (U )n+2 ... (U )2n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0, (2.5)

where ∆n(U ) is the Hankel determinant of order n of U .
We thereby have the following formula [13]:

〈U , B2
n〉 =

∆n(U )

∆n−1(U )
, n ≥ 0, (∆−1(U ) = 1). (2.6)

By using the first definition of positive-definite linear functional already men-
tioned in the introduction and by using the last formula we find in an equiva-
lent, U is positive-definite if and only if ∆n(U ) > 0 for every integer n ≥ 0.
Also, we can characterize the criterion of positive-definite linear functional by
this following definition:
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Definition 2.1 [13] A linear functional U is said to be positive-definite if
〈U , p〉 > 0, for every real polynomial p that is not identically zero and is
non-negative.

Lemma 1 [Christoffel] Let {Bn}n≥0 be a MOPS with respect to the linear
functional U and let A be a monic polynomial with degA = t. The following
statements are equivalent:

(i) The linear functional AU is quasi-definite.
(ii) There exists a MPS {Qn}n≥0 satisfying

AQn(x) =
n+t∑
ν=n

λn,νBν(x), n ≥ 0,

λn,n 6= 0, n ≥ 0.

In this case, {Qn}n≥0 is the MOPS with respect to AU .

Remark 2.2 The last Lemma expressions is known in the literature of or-
thogonal polynomials as Christoffel’s formula [14, 27] and indicates a finite-
type relations between two monic polynomial sequences, for more details for
the readers we can cite the work of Maroni [18, pp 21],[19, pp 302-303] and
Petronilho [20], also we can cite the work of Marcellán and Sfaxi [16] and
recently in the paper of Salah [23].

3 Main results

For any (µ, c) ∈ C2 with µ 6= −n, n ≥ 0, and U ∈ P′, let U (µ, c) be
the linear functional whose moments with respect to the MPS {(x− c)n}n≥0,
which are denoted by

(
U (µ, c)

)
n, c
, n ≥ 0, are given by

(
U (µ, c)

)
n, c

=
µ

n+ µ
(U )n, c, n ≥ 0. (3.1)

Lemma 2 For any (µ, c) ∈ C2 with µ 6= −n, n ≥ 0, and U ∈ P′, the linear
functional U (µ, c) satisfies the distributional equation

(µ− 1)U (µ, c)− (x− c)
(
U (µ, c)

)′
= µU . (3.2)

Proof. For any (µ, c) ∈ C2 with µ 6= −n, n ≥ 0, we have
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(µ− 1)〈U (µ, c), (x− c)n〉 − 〈(x− c)
(
U (µ, c)

)′
, (x− c)n〉=µ〈U , (x− c)n〉

(µ− 1)〈U (µ, c), (x− c)n〉 − 〈
(
U (µ, c)

)′
, (x− c)n+1〉=µ〈U , (x− c)n〉

(µ− 1)〈U (µ, c), (x− c)n〉+ (n+ 1)〈U (µ, c), (x− c)n〉=µ〈U , (x− c)n〉
(n+ µ)〈U (µ, c), (x− c)n〉=µ〈U , (x− c)n〉

(n+ µ)
(
U (µ, c)

)
n, c

=µ(U )n, c

The following operational formulas are immediate.

Lemma 3 For any integer m ≥ 0, any (µ, a, b, c, α, β) ∈ C6, a 6= 0, µ 6=
−n, n ≥ 0, and any U ∈ P′, the following formulas hold:(

αU + βV
)
(µ, c) = αU (µ, c) + βV (µ, c), (3.3)(

τb ◦ haU
)
(µ, b+ ac) = τb ◦ ha

(
U (µ, c)

)
, (3.4)(

(x− c)mU
)
(µ+m, c) =

µ+m

µ
(x− c)m

(
U (µ, c)

)
, (3.5)

δ(m)
c (µ, c) =

µ

µ+m
δ(m)
c , (3.6)

(
U +

m∑
ν=0

λνδ
(ν)
c

)
(µ, c) = U (µ, c) +

m∑
ν=0

µ

µ+ ν
λνδ

(ν)
c . (3.7)

The analysis of the quasi-definiteness of U (µ, c) is very difficult in the gen-
eral case. But when U is positive-definite, we can prove that U (µ, c) is also
positive-definite. It is the aim of this section.

3.1 Preservation of positive-definiteness

Assuming that U is positive-definite, a necessary and sufficient condition
on the real parameter µ will be obtained whereby the linear functional U (µ, c)
is also positive-definite.

To this end, the following Lemma is required.

Lemma 4 Let µ be a real number with µ 6= −n, n ≥ 0, and let c ∈ R. The
following statements are equivalent:

(i) µ ∈]0,+∞[.

(ii) For every real non-negative polynomial p ≥ 0, the first-order differential
equation µy(x) + (x− c)y′(x) = (µ+ deg p)p(x) has a unique polynomial
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solution y = q(.;µ, c) ∈ P such that q(x; c, µ) ≥ 0 for all x ∈ R and
deg q(.; c, µ) = deg p.

Proof. It is first assumed that (i) holds. By the uniqueness theorem and
direct computation,

y(x) =
deg p∑
ν=0

(µ+ deg p

µ+ ν

)p(ν)(c)
ν!

(x− c)ν ∼ p(x), x→ ±∞, (3.8)

is the expression of the polynomial solution q(.; c, µ). Let α be an absolute
minimum of y = q(.; c, µ) on R, which clearly exists because y(x) = q(x; c, µ)
tends to infinity as x→ ±∞. It should be noticed that q′(α; c, µ) = 0, as α is
a critical point of q(.; c, µ). Accordingly, µq(α; c, µ) = (µ+ deg p)p(α) ≥ 0, as
p(α) ≥ 0 and µ > 0. Thus, q(x; c, µ) ≥ q(α; c, µ) ≥ 0 for all x ∈ R.
Hence, (ii) holds.

It is now assumed that (ii) holds. For any integer n ≥ 1, let the real non-
negative polynomial pn(x) = (x− c)2n + 1 be considered. By the assumption
(ii) with p = pn, the first-order differential equation µy(x) + (x − c)y′(x) =
(µ + deg p)pn(x) has a unique polynomial solution y = qn(.; c, µ) such that
qn(x; c, µ) ≥ 0 for all x ∈ R and deg qn(.; c, µ) = deg pn. However, it follows
from (3.8) that qn(x; c, µ) = (x − c)2n + µ+2n

µ
for all x ∈ R. In particular, we

must have qn(c; c, µ) ≥ 0 for all n ≥ 1, i.e., µ+2n
µ
≥ 0 for all n ≥ 1. This yields

(i).

The following result can now be established.

Theorem 5 Let µ be a real number with µ 6= −n, n ≥ 0, let c ∈ R, and
let U be a positive-definite linear functional. The following statements are
equivalent:

(i) µ ∈]0,+∞[.
(ii) The unique linear functional U (µ, c) satisfying

(µ− 1)U (µ, c)− (x− c)
(
U (µ, c)

)′
= µU is positive-definite.

Proof. It is first assumed that (i) holds. Let p be a real non-negative poly-
nomial p ≥ 0. By the previous Lemma, the unique solution q(.; c, µ) of the
first-order differential equation µy(x) + (x− c)y′(x) = (µ+ deg p)p(x) is a real
non-negative polynomial q(.; c, µ) ≥ 0. As U is positive-definite, it holds that

〈U (µ, c), p〉 = (µ+ deg p)−1〈U (µ, c), µq(x; c, µ) + (x− c)q′(x; c, µ)〉

= (µ+ deg p)−1〈(µ− 1)U (µ, c)− (x− c)
(
U (µ, c)

)′
, q(x; c, µ)〉

= µ(µ+ deg p)−1〈U , q(x; c, µ)〉 > 0.

It is now assumed that (ii) holds. From (3.1), it follows that
(
U (µ, c)

)
2n, c

=
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µ
2n+µ

(U )2n, c, n ≥ 1. As U (µ, c) and U are positive-definite,
(
U (µ, c)

)
2n, c

> 0

and (U )2n, c > 0. Therefore, µ
2n+µ

> 0 for all n ≥ 1. This implies (i).

Remark 3.1 The case where µ = 1 and c ∈ R, is totally study in [24].

Corollary 3.2 Let c ∈ R, and let U be a positive-definite linear functional.
For any integer m ≥ 1, any λ ≥ 0, any positive real numbers αi, i = 1, ...,m,
and µi, i = 1, ...,m, the following hold:

(i) The linear functional R given by the following expressions of its moments
with respect to the polynomial sequence {(x− c)n}n≥0

(R)n, c =
(
λ+

m∑
ν=1

αν
µν

n+ µν

)
(U )n, c, n ≥ 0, is positive-definite.

(ii) The linear functional S given by the following expressions of its moments
with respect to the polynomial sequence {(x− c)n}n≥0

(S )n, c =
(
λ+

m∏
ν=1

µν
n+ µν

)
(U )n, c, n ≥ 0, is positive-definite.

Proof. (i) Just note that the finite sum of the positive-definite linear func-
tional is always positive-definite and the multiplication of a positive-definite
linear functional by a positive real number is also always positive-definite. Now
the proof is immediate by using Theorem 5.
(ii) The proof is similar to the last proof, using Theorem 5 and applying the
same process as the relation (3.1).

3.2 Semiclassical case

A quasi-definite linear functional W is said to be semiclassical if it satisfies
the following functional equation (Pearson equation):

(φW )′ + ψW = 0, (3.9)

where φ and ψ are polynomials such that φ is monic and deg(ψ) ≥ 1.

The corresponding MOPS {Bn}n≥0 is said to be semiclassical (for more details,
see [18] and the references therein).

If for each zero c of φ, we have

| φ′(c) + ψ(c) | + | 〈W , θ2cφ+ θcψ〉 |> 0, (3.10)

then the nonnegative integer s := max{deg(φ) − 2, deg(ψ) − 1} is said to be
either the class of W or the class of {Bn}n≥0.
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The family of semiclassical linear functionals is invariant under shifting. In-
deed, if W is a semiclassical linear functional of class s satisfying (3.9) and
(3.10), then for any pair (a, b) ∈ C2 with a 6= 0, the shifted linear functional
W̃ = (ha−1◦τ−b)W is also semiclassical of class s and satisfies (φ̃W̃ )′+ψ̃W̃ = 0
with φ̃(x) = a−tφ(ax+b), ψ̃(x) = a1−tψ(ax+b), where t = deg φ. A description
of the class s = 1 may be found in [7, 9, 10, 11, 12, 17, 25]. This corresponds
to semiclassical linear functionals (generalized Hermite and symmetric gener-
alized Gegenbauer functionals).
In Rainville’s book [21], we find properties and connection relations of classical
orthogonal polynomials (Hermite, Laguerre, Bessel, Jacobi), in this part we
will establish some new results connection relations for generalized Hermite
polynomials and symmetric generalized Gegenbauer polynomials.

Proposition 3.3 If W is a semiclassical linear functional of class s (s ∈ N)
with deg φ = 1, then (

µ−1(ψ + µ)W
)
(µ, c) = W . (3.11)

Proof. As deg φ = 1, we can write φ(x) = x−c. Let µ ∈ C with µ 6= −n, n ∈
N. From (3.9), it follows that

−(x− c)W ′ + (µ− 1)W = (ψ + µ)W . (3.12)

Clearly, we have
(
(ψ + µ)W

)
0,c

= µ(W
)
0,c

= µ 6= 0 . Indeed,

(
µ−1(ψ + µ)W

)
n,c

=µ−1
(
− (x− c)W ′ + (µ− 1)W

)
n,c

=µ−1
[
(µ− 1)

(
W
)
n,c
−
(
W ′
)
n+1,c

]
=µ−1

[
(µ− 1)

(
W
)
n,c

+ (n+ 1)
(
W
)
n,c

]
=
n+ µ

µ

(
W
)
n,c
.

Taking into account the equation (3.1) we obtain(
µ−1(ψ + µ)W

)
(µ, c) = W .

A particular case will now be studied.
Namely, c = 0, µ = 2ζ + 1, ψ(x) = 2x2− 2ζ − 1, and W = Hζ , i.e., the gener-
alized Hermite linear functional with parameter ζ 6= 0 and ζ 6= −2n+1

2
, n ≥ 0,

which is the unique linear functional satisfying (see [18])

(xHζ)′ + (2x2 − 2ζ − 1)Hζ = 0, (Hζ)0 = 1, (Hζ)1 = 0.
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from which he derived an integral representation and the moments

〈Hζ , p〉 =
1

Γ(ζ + 1
2
)

∫ +∞

−∞
|x|2ζ exp(−x2)p(x)dx, p ∈ P,R(ζ) >

1

2
.

(Hζ)2n =
1

22n

Γ(ζ + 1)Γ(2n+ 2ζ + 1)

Γ(2ζ + 1)Γ(n+ ζ + 1)
; (Hζ)2n+1 = 0, n ≥ 0.

It is clear from the last identity we have 2(2ζ + 1)−1x2Hζ = Hζ+1, we obtain
that 2ζHζ − x(Hζ)′ = (2ζ + 1)Hζ+1; thus,

Hζ+1(2ζ + 1, 0) = Hζ . (3.13)

The MOPS {Ĥζ
n(x)}n≥0 of the generalized Hermite functional was introduced

by G. Szegö (see [13, 25]) and satisfies the three-term recurrence relation
(TTRR) [11, 13 ] Ĥ

ζ
n+1(x) = xĤζ

n(x)− γn(ζ)Ĥζ
n−1(x), n ≥ 0,

Ĥζ
0 (x) = 1, Ĥζ

−1(x) = 0,
(3.14)

with γn(ζ) = (n− 2ζηn)/2, n ≥ 0, where ηn =
(
(−1)n − 1

)
/2, n ≥ 0.

Other characterizations may be found in [17], Table 5.
The first structure relation is

x(Ĥζ
n)′(x) = 2ζηnĤ

ζ
n(x) + 2γn(ζ)xĤζ

n−1(x), n ≥ 0, (3.15)

and the differential equation is

x2(Ĥζ
n)′′(x) + 2x(−x2 + ζ)(Ĥζ

n)′(x) = −2(nx2 + ζηn)Ĥζ
n(x), n ≥ 0. (3.16)

Corollary 3.4 The polynomials Ĥζ
n(x) and Ĥζ+1

n (x) satisfy the following re-
lation:

(Ĥζ
n)′′(x)− 2x(Ĥζ

n)′(x) + 2(n+ 2ζ)Ĥζ
n(x) = 4ζĤζ+1

n (x), n ≥ 0, (3.17)

where ζ 6= 0 and ζ 6= −2n+1
2
, n ≥ 0.

Proof. Using (3.15) and (3.14), we have

x(Ĥζ
n)′(x) = 2(x2 + ζηn)Ĥζ

n(x)− 2xĤζ
n+1(x)

= 2(x2 + ζηn)Ĥζ
n(x)− 2Ĥζ

n+2(x)− 2γn+1(ζ)Ĥζ
n(x)

=
(
2x2 + 2ζηn − 2γn+1(ζ)

)
Ĥζ
n(x)− 2Ĥζ

n+2(x)

=
(
2x2 − n− 1− 2ζ

)
Ĥζ
n(x)− 2Ĥζ

n+2(x), n ≥ 0. (3.18)

9
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For any integer n ≥ 0, (3.18) and (3.16) imply that

x2
[
(Ĥζ

n)′′(x)− 2x(Ĥζ
n)′(x) + 2nĤζ

n(x)
]

= −2ζ
(
x(Ĥζ

n)′(x) + ηnĤ
ζ
n(x)

)
= 2ζ(−2x2 + n+ 1 + 2ζ − ηn)Ĥζ

n(x)

+ 4ζĤζ
n+2(x).

Hence,

x2Qn(x) = Ĥζ
n+2(x) +

(n+ 1 + 2ζ − ηn)

2
Ĥζ
n(x), n ≥ 0,

where Qn(x) = (4ζ)−1
[
(Ĥζ

n)′′(x)− 2x(Ĥζ
n)′(x) + 2(n+ 2ζ)Ĥζ

n(x)
]
, n ≥ 0.

By Lemma 1, with A(x) = x2, Bn = Ĥζ
n, and λn,n = (n+ 1 + 2ζ − ηn)/2 6= 0,

n ≥ 0, and by the fact that 2(2ζ + 1)−1x2Hζ = Hζ+1, it can be concluded
that {Qn}n≥0 is a MOPS with respect the linear functional Hζ+1, and thus

Qn(x) = Ĥζ+1
n (x), n ≥ 0. This yields (3.17).

The same result was proven by Atia and his co-author ([7]), to establish beau-
tiful proof used successfully at giving a second-order spectral vectorial differ-
ential equation (SVDE) and apply it to generalized Hermite polynomial.

Proposition 3.5 If W is a semiclassical linear functional of class s (s ∈ N)
with deg φ ≥ 2, then

(µ−1ρW )(µ, c) = θc(φ)W . (3.19)

where ρ ∈ P with deg ρ ≤ s = deg(ψ)− 1.

Proof. We have deg φ ≥ 2 and s = deg(φ)− 2 = deg(ψ)− 1. Let now c be a
zero of φ. The Euclidean division of ψ by θc(φ) yields

ψ(x) = −µθc(φ)(x) + ρ(x), (3.20)

Clearly, µ is given by

µ = −ψ
(s+1)(0)

(s+ 1)!
6= 0. (3.21)

As degψ = deg φ− 1, µ is the leading coefficient of −ψ.
By (3.9) and (3.20), we have

(µ− 1)(θc(φ)W )− (x− c)(θc(φ)W )′ = ρW . (3.22)

It should be noticed that deg ρ ≥ 0; otherwise, the linear functional θc(φ)W
would satisfy (µ− 1)(θc(φ)W )− (x− c)(θc(φ)W )′ = 0 and then its moments
with respect to the MPS {(x−c)n}n≥0 would be such that (n+µ)(θc(φ)W )n,c =
0, n ≥ 0. Thus, there exists an integer n0 ≥ 0 such that (θc(φ)W )n,c = 0, n ≥
n0, i.e. (x− c)n0θc(φ)W = 0, which contradicts the quasi-definiteness of W .
It follows immediately that

(µ−1ρW )(µ, c) = θc(φ)W .
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Another particular case will now be studied.
Namely, c = 0, µ = 2(α + β + 2), and W = GG(α, β), i.e. the symmetric
generalized Gegenbauer quasi-definite linear functional with parameters α and
β where α, β and α + β 6= −n, n ≥ 1 and β 6= −1

2
which is the unique monic

and symmetric linear functional satisfying(
x(x2 − 1)GG(α, β)

)′
+
(
− 2(α + β + 2)x2 + 2(β + 1)

)
GG(α, β) = 0.

It can be easily shown that

GG(α + 1, β) = 2(α + β + 2)(x2 − 1)GG(α, β), (3.23)

thus,(
2(α+β+2)−1

)
GG(α+1, β)−xGG(α+1, β)′ = 2(α+β+2)GG(α, β). (3.24)

Let {Ĝ(α,β)
n (x)}n≥0 denote the MOPS with respect to the symmetric general-

ized Gegenbauer linear functional GG(α, β). Then, {Ĝ(α,β)
n (x)}n≥0 satisfies the

three-term recurrence relation (TTRR) [15, 18] Ĝ
(α,β)
n+1 (x) = xĜ(α,β)

n (x)− γnĜ(α,β)
n−1 (x), n ≥ 0,

Ĝ
(α,β)
0 (x) = 1, Ĝ

(α,β)
−1 (x) = 0,

(3.25)

where for any integer n ≥ 0,

γn+1 =

[
2n+ 2 + (2β + 1)(1 + (−1)n)

][
2n+ 2 + 4α + (2β + 1)(1 + (−1)n)

]
16(n+ α + β + 1)(n+ α + β + 2)

.

Another characterization may be found in [17], Table 6.
The first structure relation of {Ĝ(α,β)

n }n≥0 is given for any integer n ≥ 0 by

x(x2−1)(Ĝ(α,β)
n )′(x) =

(
nx2−(2β+1)ηn

)
Ĝ(α,β)
n (x)−2(n+α+β)γnxĜ

(α,β)
n−1 (x),

(3.26)

where ηn = (−1)n−1
2

.

Corollary 3.6 The polynomials Ĝ
(α,β)
n+2 (x) and Ĝ(α+1,β)

n (x) satisfy the follow-
ing identity:

x(Ĝ
(α,β)
n+2 )′(x)− (n+ 2)Ĝ

(α,β)
n+2 (x) = %nĜ

(α+1,β)
n (x), (3.27)

where for any integer n ≥ 0,

%n = n+ 2− (2β + 1)ηn+2 − 2(n+ α + β + 2)γn+2 6= 0.
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Proof.

Using (3.26) and taking (3.25) into account, we obtain for any integer n ≥ 0

(x2 − 1)
(
x(Ĝ

(α,β)
n+2 )′(x)− (n+ 2)Ĝ

(α,β)
n+2 (x)

)
= −2(n+ α + β + 2)γn+2γn+1Ĝ

(α,β)
n (x)

+ %nĜ
(α,β)
n+2 (x).

It should be noticed that %n 6= 0, n ≥ 0; otherwise, there would exist an
integer j ≥ 0 such that %j = 0. By (3.26) with x = 1, and the fact that

(n+α+β)γn 6= 0, n ≥ 1, it is easily seen by induction that Ĝ(α,β)
n (1) = 0, 0 ≤

n ≤ j. In particular, Ĝ
(α,β)
0 (1) = 0, which is a contradiction, as Ĝ

(α,β)
0 (x) = 1.

Accordingly,

(x2 − 1)Qn(x) = Ĝ
(α,β)
n+2 (x)− 2%−1n (n+ α + β + 2)γn+2γn+1Ĝ

(α,β)
n (x), n ≥ 0,

where Qn(x) = %−1n
(
x(Ĝ

(α,β)
n+2 )′(x)− (n+ 2)Ĝ

(α,β)
n+2 (x)

)
, n ≥ 0.

By Lemma 1, with A(x) = x2 − 1, Bn = Ĝ(α,β)
n , and λn,n = −2%−1n (n + α +

β + 2)γn+2γn+1 6= 0, n ≥ 0, and by taking (3.23) into account, the MPS
{Qn(x)}n≥0 is orthogonal with respect the linear functional G(α+1,β). Thus,

Qn(x) = Ĝ(α+1,β)
n (x), n ≥ 0. This leads to (3.27).
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