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On Disruptions of Semigroups and Points Strongly Focusing Chaos

Ryszard J. Pawlak* and Justyna Poprawa

Abstract. In the mathematical literature, there are various approaches to the concept

of chaos, also in the local aspects. Points of chaos (connected with homoclinic points

of Poincare), points of distributional chaos and points focusing entropy are known. It

can be shown in [14], by using topological tools that these concepts are significantly

different. In this paper we join them, considering new kind of points (strongly focusing

chaos) combinig them with problem of disruptions of semigroups of functions. The

paper ends with open problems.

1. Introduction

Issues related to the theory of dynamical systems have also been widely studied in the

context of groups and semigroups generated by finite families of functions (e.g., [1,8]), also

in relation to the local aspects of chaos theory (e.g., [5, 13]).

The concept of chaos has many meanings, often nonequivalent (e.g., [15]). Also in

the case of points of chaos, different approaches to this issue can be found. There are

considered points focusing entropy, DC1 points and chaotic points.

The importance of these concepts and their diversity makes it worth to consider the

new notion: point strongly focusing chaos, which is a combination of earlier notions. In

this paper we will combine this type of points with the disruptions of semigroups. The

starting point for our considerations is the observation that there exists a finite family A
of functions defined on the unit interval and a point x0 such that x0 is a point strongly

focusing chaos of any function from the family A and there exists a function τ belonging

to the semigroup generated by A such that x0 is not a point strongly focusing chaos of τ .

Therefore, the question arises: if we have a finite family of functions A and a certain

point x0, can this family be disturbed in such a way that the point x0 becomes a strongly

focusing point of any function from the semigroup generated by A? This paper contains

the answer to this question. At the end we formulate two open problems.
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2. Preliminaries

We use standard symbols and notations. By N+, N0, R and I we denote the set of all

positive integers, nonnegative integers, real numbers and the interval [0, 1], respectively.

To simplify the notation we use the same letters R and Il for metric spaces equipped with

the natural metric (we denote these metrics with a common symbol de).

By Int(A), Fr(A), card(A) and diam(A) we denote interior, boundary, cardinality and

diameter of the set A. Now let x ∈ Il, r > 0. Symbol B(x, r) (B(x, r)) stands for open

(closed) ball with the centre at x and radius r.

Many issues in this paper refer to the topics analyzed in [5,6] considered, among others,

in relation to topological manifolds. In order to reduce the length of the paper and simplify

the notation, we will only consider space Il for l ∈ N+, although with a slight refinement

of the proofs, the presented theorems will remain true for topological manifolds.

Let a, b ∈ Rl. We denote the closed interval with endpoints a, b by I(a, b) and an

arbitrary arc with endpoints a, b ∈ Il by L(a, b). Note that there can be more than one

arc with the same endpoints. If we consider space R and a < b then for closed (right-hand

open, etc.) intervals we use the standard notation [a, b] ([a, b), etc.). Moreover, symbol

Ja, bK stands for a set [a, b] ∩ N0. By log we mean the logarithm to base 2.

Similar to [6, 13], we are going to use a family of intervals. Let us begin with the

following definition. The cube K ⊂ Rl, where the length of the edge is denoted by s(K) > 0,

is the set [a1, b1] × · · · × [al, bl], where bi − ai = s(K) for ai, bi ∈ R and i ∈ J1, lK.

Fix x0 = (x1, . . . , xl) ∈ Il and n ∈ N+. Let Kx0,n = [a1, b1] × · · · × [al, bl] be the cube

such that s(Kx0,n) = 1
n and xi is a midpoint of the interval [ai, bi] for i ∈ J1, lK. By symbol

Kl(x0) we denote the sequence {Kn}∞n=1 ⊂ Il such that Kn = Kx0,n ∩ Il for n ∈ N+.

Obviously, the sequence Kl(x0) satisfies the following conditions:

(K1) x0 ∈ Int(Kn) for n ∈ N+;

(K2) Kn+1 ⊂ Int(Kn) for n ∈ N+;

(K3) limn→∞ diam(Kn) = 0;

(K4) the sequence {Kn}∞n=1 has the extension property i.e., for any i, j ∈ N+ and any con-

tinuous function f : A→ Kj , where A ⊂ Ki is a closed set, there exists a continuous

function f∗ : Ki → Kj being an extension of f , that is f∗|A = f .

In this paper we will consider only continuous functions and we will denote the set of all

continuous functions f : Il → Il (l ∈ N+) by C(Il). By f−1 we denote the inverse function

or preimage, depending on the context. Symbol f0 stands for the identity function. Let

X be a topological space. Consider the cover {As}s∈S of X and the family {fs}s∈S of
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continuous functions fs : As → Y where Y is a topological space. We say that functions

fs are compatible if for any s1, s2 ∈ S we have fs1(x) = fs2(x) for x ∈ As1 ∩ As2 . By the

combination of functions (see [4]) we will call the function ∇s∈Sfs : X → Y given by the

formula ∇s∈Sfs(x) = fs(x) for x ∈ As. In case of finite number of functions f1, f2, . . . , fk

we will also write f1▽f2▽ · · ·▽fk.

Lemma 2.1. [4] If {As}s∈S is a locally finite closed cover (i.e., As are closed sets for s ∈ S

and each point x ∈ X has an open neighbourhood U such that the set {s ∈ S : As∩U ̸= ∅}
is finite) of a topological space X, {fs}s∈S, (fs : As → Y , Y is a metric space) is a family

of continuous compatible functions then also ∇s∈Sfs : X → Y is a continuous function.

Let A = {f0, f1, . . . , fk} ⊂ C(Il) be a family of functions. We say that a family

A is uniformly nowhere constant at x0 (briefly u.n.c. at x0) if there exists an interval

I(x0, a) ⊂ Il such that f−1
i ({fi(x0)})∩ I(x0, a) = {x0} for i ∈ J0, kK. Obviously, if a family

A is u.n.c. at x0 then for any open neighborhood V of x0 there exists a nondegenerate

interval I(x0, y0) ⊂ V such that the equality f−1
i ({fi(x0)}) ∩ I(x0, y0) = {x0} holds for

i ∈ J0, kK. In the context of the above definition, let us note a useful statement.

Lemma 2.2. Let K ⊂ Rl be an l-dimensional cube, A = {f0, f1, . . . , fk} be a family of

functions on K and I(x0, y0) ⊂ K be an interval such that fi(x0) ̸= fi(y0) for i ∈ J0, kK.

Then there exists q0 ∈ I(x0, y0) \ {x0} such that for any x ∈ I(x0, q0) \ {q0} we have

fi(x) ̸= fi(y0) for i ∈ J0, kK.

Let A = {f0, f1, . . . , fk} ⊂ C(Il) and x0 ∈ Il. We say that x0 is a fixed point of

the family A (briefly x0 ∈ Fix(A)) if x0 = f(x0) for any f ∈ A. If A = {f} we write

x0 ∈ Fix(f). Moreover FIX(x0) = {f ∈ C(Il) : x0 ∈ Fix(f)}. We will write x0 ∈ Fix(A) if

A is simultaneously an u.n.c. at x0 and x0 ∈ Fix(A).

Based on [5] we define the set ≈ (f, g) = {x : f(x) ̸= g(x)} for f, g : Il → Il. Fix x0 ∈ Il

and ε > 0. Let us consider the equivalence relation f
ε
−
x0

g defined as

f
ε
−
x0

g ⇐⇒
((

≈ (f, g) ∪ f(≈ (f, g)) ∪ g(≈ (f, g))
)
⊂ B(x0, ε) ∧ f, g ∈ FIX(x0)

)
.

By [f ]εx0
we denote an equivalence class generated by the relation

ε
−
x0

for f .

We will use the concept of (autonomous) dynamical system following [2,15]. Let X be

a compact space. A dynamical system (X, f) (denoted by (f)) is given by a continuous

function f : X → X. The evolution of the system is given by the successive iterations of

the function i.e., f0(x) = x and fm(x) = f ◦ fm−1(x) for x ∈ X and n ∈ N+.

We will adopt the classical definition of entropy (see [2, 16]). Let us consider a dy-

namical system (f). Fix n ∈ N+, ε > 0 and Y ⊂ Il. We say that a set E ⊆ Y is
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(n, ε)-separated in Y if for any distinct points x, y ∈ E there exists j ∈ J0, n − 1K such

that de(f
j(x), f j(y)) > ε. By sn(f, Y, ε) we denote the maximal cardinality of (n, ε)-

separated set in Y . The topological entropy of a system (f) on Y ⊂ Il is the number

h(f, Y ) = limε→0 lim supn→∞
1
n log sn(f, Y, ε). If Y = Il, then we use symbols sn(f, ε) and

h(f), respectively.

In our considerations we use various well known theorems to calculate or estimate the

value of entropy. Let us begin with the results contained in [11]. We will not introduce

all the concepts from [11], but adapt some of them to conform to the terminology used in

this paper.

Let P = {A1, . . . , Ak} be a nonsingleton family of sets for k > 1. We will say that a

family V1, . . . , Vk of open sets weakly separates P if Ai ⊂ Vi for i ∈ J1, kK and Ai ∩ Vj = ∅
for distinct i, j ∈ J1, kK.

We will say that dynamical system (f) is k-turbulent if there exists a family P =

{A1, . . . , Ak} consisting of nonempty sets such that ∪P is a closed set, topology of space

Il weakly separates P and, moreover,
⋃k

j=1Aj ⊂
⋂k

j=1 fi(Aj) for i ∈ N+.

Lemma 2.3. [11] If (f) is a k-turbulent dynamical system, then h(f) ≥ log k.

In some considerations it would be more convenient to use the term n-horseshoe. Let

f : I → I. If J1, . . . , Jn are nondegenerate closed intervals with pairwise disjoint interiors

such that
⋃n

k=1 Jk ⊂ f(Ji) for any i ∈ J1, nK, then (J1, . . . , Jn) is called an n-horseshoe.

Lemma 2.4. [15] Let f : I → I. If f has an n-horseshoe, then h(f) ≥ log n.

Our main considerations connected with “entropy points” will be with those of points

focusing entropy. Let (f) be a dynamical system. We say that x0 ∈ Il is a point focusing

entropy of a system (f) if the equality h(f, U) = h(f) holds for any open neighbourhood

U of x0. This definition is analogous to the one introduced in [17].

During the study of the local aspects of dynamical systems, the chaotic points were

analyzed, among others. In this paper we will base on concepts from [12, 13]. Let (f) be

a dynamical system on Il and x0 ∈ Fix(f). By W(x0, f) we denote the set of all points

t ∈ Il such that there exist sequences {yn}∞n=1 ⊂ Il and {kn}∞n=1 ⊂ N0 such that yn → x0

and fkn(yn) = t. A point t ∈ Il is called an (x0, f)-homoclinic point if x0 ̸= t ∈ W(x0, f)

and x0 is a limit of {fmk(t)}∞k=0 for some sequence of positive integers {mk}∞k=0.

We say that a point x0 is a chaotic point of a system (f) if for each neighbourhood of

x0 there exists an (x0, f)-homoclinic point.

In 1994, Schweizer and Smı́tal have introduced the concept of distributional chaos (see

[16]). In this paper we will base on this concept. Due to restriction of our considerations

to Il, the following definitions are formulated only for this space.
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Let (f) be a dynamical system on Il, fix t > 0 and x, y ∈ Il. Consider the functions

given by the formulas

Φ(f)
x,y(t) = lim inf

n→∞

1

n
card

(
{j ∈ J0, n− 1K : de(f

j(x), f j(y)) < t}
)
,

Φ∗(f)
x,y (t) = lim sup

n→∞

1

n
card

(
{j ∈ J0, n− 1K : de(f

j(x), f j(y)) < t}
)
.

Let x, y ∈ Il. We say that a pair (x, y) is distributionally chaotic of type 1 for a dynamical

system (f) if Φ
∗(f)
x,y (t) = 1 for any t > 0 and there exists t0 > 0 such that Φ

(f)
x,y(t0) = 0.

We say that A ⊂ Il is a distributionally scrambled set of type 1 (briefly DS-set) for

a dynamical system (f) if card(A) > 1 and for each x, y ∈ A such that x ̸= y the

pair (x, y) is distributionally chaotic of type 1 for this system. A dynamical system (f) is

distributionally chaotic of type 1 if there exists an uncountable DS-set for this system. We

say that x0 ∈ Il is a DC1 point (distributionally chaotic point) of a dynamical system (f)

if for any ε > 0, there exists an uncountable set S being a DS-set for the dynamical system

(f) such that there are n ∈ N+ and a closed set A ⊃ S such that A ⊂ f i·n(A) ⊂ B(x0, ε)

for i ∈ N+. The set A described above is called (n, ε)-envelope of the set S (see [13]).

Now let us note the statement, which will be useful for our consideration.

Lemma 2.5. [9, 15, 16] The function f : I → I has positive entropy if and only if the

dynamical system (f) is distributionally chaotic of type 1.

Lemma 2.6. [13] Let L ⊂ X be an arc, φ : [0, 1] → L be a homeomorphism, f ∈ C(I)
and g = φ ◦ f ◦φ−1. If S ⊂ [0, 1] is an uncountable DS-set for the dynamical system (f),

then φ(S) is an uncountable DS-set for the dynamical system (g).

In many papers the concept of chaos is combined with entropy (e.g., [7]). In line with

this concept one can consider the following definitions. We say that x0 is a point focusing

chaos if it is simultaneously a chaotic point and a point focusing entropy. We say that

x0 is a point focusing distributional chaos if it is simultaneously a DC1 point and a point

focusing entropy. From the point of view of the considerations contained in this paper, the

most important thing is to combine all those notions. We say that x0 is a point strongly

focusing chaos if it is simultaneously a chaotic point, DC1 point and a point focusing

entropy.

3. Semigroups, disruptions

In this chapter we will discuss the problems of semigroups related to the theory of dy-

namical systems. We will adopt concepts and symbols based on [1, 6]. Let A = {f0 =

idIl , f1, f2, . . . , fk} be a finite family of continuous functions where fi : Il → Il for i ∈ J0, kK
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and l ∈ N+. Put Gn(A) = {fi1 ◦ · · · ◦ fin : fi1 , . . . , fin ∈ A} for any n ∈ N+. The set

G(A) =
⋃∞

n=1Gn(A) is a semigroup of functions generated by the family A. Then the

family A will be called the set of generators of the semigroup G(A).

The notion of entropy of semigroup has been introduced in [1]. We take the same

approach as in [6]. Let A = {f0, f1, f2, . . . , fk} where fi : Il → Il for i ∈ J0, kK be the set of

generators. Let n ∈ N+, ε > 0 and Y ⊂ Il. We say that the set Z ⊂ Y is (n, ε)-separated

by G(A) in Y if for any distinct points p, q ∈ Z there exists function g ∈ Gn(A) such

that de(g(p), g(q)) > ε. By s(n, ε,G(A), Y ) we denote the maximal cardinality of the set

(n, ε)-separated by G(A) in Y . Then the entropy of semigroup G(A) on the set Y is the

number h(G(A), Y ) = limε→0 lim supn→∞
1
n log sn(G(A), Y, ε).

In [13] various variants of disturbances of dynamical systems were analysed. Moreover,

in [6] the disruption of semigroup was considered. Let us now introduce the necessary

definitions and notation.

Let x0 ∈ Fix(A) and A = {f0, f1, . . . , fk} be the set of generators. The family Ad =

{f0, g1 ◦ f1, . . . , gk ◦ fk} where gi ∈ [fi]
ε
x0

for i ∈ J1, kK is called an ε-disruption of A at x0.

We say that x0 is a point strongly focusing chaos of the family A = {f0, f1, . . . , fk}
where fi : Il → Il for i ∈ J0, kK if for any function g ∈ G(A) \ {f0} the point x0 is a point

focusing chaos of g and x0 is a point strongly focusing chaos of g. It can be seen that

there exist examples of the family A = {f0, f1, f2} where fi : I → I for i ∈ {1, 2, 3} such

that x0 = 1
2 is a point focusing chaos and focusing distributional chaos of f1 and f2, but

x0 is not a point strongly focusing chaos of the family A.

Then, there arises the natural question: if we have a given family A and ε > 0 does

there exist its ε-disruption Ad, such that the fixed point x0 becomes a point strongly

focusing chaos of the family Ad. The following theorem gives an answer to that question.

Theorem 3.1. Let A = {f0, f1, . . . , fk} be a family of functions fi : Il → Il (i ∈ J0, kK)

and let x0 ∈ Fix(A). For any ε > 0 there exists ε-disruption Ad of A such that x0 is a

point strongly focusing chaos of the family Ad.

Proof. Let us assume the symbols as in the Theorem and fix the sequence Kl(x0). From

(K1), we conclude that x0 ∈ Int(Kn) for any n ∈ N+. By (K3) there exists n0 ∈ N+ such

that Kn0 ⊂ B(x0, ε).

We will construct sequences of appropriate numbers, cubes, intervals, arcs and sets.

For a better explanation of the following operations, we will present very precisely the

first step of the construction, and then the reasoning would be analogous to that in the

first step. We will list the dependencies and properties necessary in the further part of

the proof and thus the necessary changes which should be done in successive steps will be

clearly visible.
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Let us move on to the first step of construction. Directly by the definition of Kl(x0)

we can conclude that there exist m1, n1 ∈ N+ such that m1 > n1 > n0 and

Km1 ⊂ Int(Kn1) ⊂ Kn1 ⊂ Int(Kn0) ⊂ Kn0 ,

fi(Kn1) ⊂ Int(Kn0) for i ∈ J0, kK,

fi(Km1) ⊂ Int(Kn1) for i ∈ J0, kK.

(3.1)

Of course, there exists a nondegenerate interval

(3.2) Lm1 = I(x0, zm1) ⊂ Int(Km1) ⊂ Kn1

such that f−1
i ({fi(x0)}) ∩ I(x0, zm1) = {x0} for i ∈ J0, kK.

From Lemma 2.2 we infer that there exists a point qm1 ∈ Lm1 \ {x0} such that

fi(x) ̸= fi(zm1), i ∈ J0, kK, for any x ∈ I(x0, qm1) \ {qm1}.

Let us fix xm1 ∈ I(x0, qm1) \ {x0, qm1}. Moreover, we define Dm1 = I(xm1 , zm1) and

Xn1,i = fi(Dm1) for i ∈ J0, kK.

From (3.1) and (3.2) we get

(3.3) Xn1,i ⊂ Int(Kn1) for i ∈ J0, kK.

Obviously, x0 /∈ Dm1 . We can also infer that x0 /∈ Xn1,i and card(Xn1,i) > 1 for i ∈ J0, kK.

Moreover, it is easy to see that the set Xn1,i for i ∈ J0, kK is closed and arcwise-connected.

From (3.3) and (3.1) we get fi(Fr(Kn1) ∪ Xn1,i) ⊂ Kn0 for i ∈ J0, kK. Based on

(3.3) it can also be seen that Fr(Kn1) ∩ Xn1,i = ∅ for i ∈ J0, kK. Let us consider the

arc Sn1,i = L(fi(xm1), fi(zm1)) ⊂ Xn1,i for i ∈ J0, kK. Let us choose two disjoint arcs

Sj
n1,i

⊂ Sn1,i (j ∈ {1, 2}) for any i ∈ J0, kK. It is easy to see that x0 /∈ Sj
n1,i

for i ∈ J0, kK,

j ∈ J1, 2K.

Moreover, let T j
n1,i

= f−1
i (Sj

n1,i
)∩Dm1 for i ∈ J0, kK and j ∈ {1, 2}. Obviously, T j

n1,i
is

a closed set and fi(T
j
n1,i

) = Sj
n1,i

for i ∈ J0, kK and j ∈ {1, 2}. By (K1) and (K3) we can

conclude that

(3.4)

there exists σ1 > 0 such that B(x0, σ1) ⊂ Int(Km1) and B(x0, σ1) ∩
( k⋃

i=0

Xn1,i

)
= ∅.

Note that
⋃k

i=0

⋃2
j=1 T

j
n1,i

⊂ Dm1 = Xn1,0. Then

( k⋃
i=0

2⋃
j=1

T j
n1,i

∪
k⋃

i=0

2⋃
j=1

Sj
n1,i

)
⊂

k⋃
i=0

Xn1,i.
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Thus by (3.4) one can infer that

B(x0, σ1) ∩
( k⋃

i=0

2⋃
j=1

T j
n1,i

∪
k⋃

i=0

2⋃
j=1

Sj
n1,i

)
= ∅.

Moreover, by (3.4) we conclude that there exist w1, v1 ∈ N+ such that w1 > v1 > m1 and

Kw1 ⊂ Int(Kv1) ⊂ Kv1 ⊂ B(x0, σ1) ⊂ Int(Km1),

fi(Kv1) ⊂ B(x0, σ1) ⊂ Int(Km1) for i ∈ J0, kK,

fi(Kw1) ⊂ Int(Kv1) for i ∈ J0, kK.

The construction presented below is analogous to the one presented above. The changes

will only apply to considerations related to arcs.

Let us start with the observation that there exists a nondegenerate interval Lw1 =

I(x0, zw1) ⊂ Int(Kw1) ⊂ Int(Kv1), such that f−1
i ({fi(x0)})∩I(x0, zw1) = {x0} for i ∈ J0, kK.

Fix a point qw1 ∈ Lw1 \{x0} such that for any x ∈ I(x0, qw1)\{qw1} we get fi(x) ̸= fi(zw1)

for i ∈ J0, kK. Let us choose xw1 ∈ I(x0, qw1) \ {x0, qw1}. Put Dw1 = I(xw1 , zw1) and

Xv1,i = fi(Dw1) for i ∈ J0, kK. Then Xv1,i ⊂ Int(Kv1) and x0 /∈ Xv1,i for i ∈ J0, kK. Note

that Xv1,i is non-singleton, closed and arcwise-connected set for i ∈ J0, kK.

Let us consider an arc A1
v1,i

⊂ Xv1,i for i ∈ J0, kK. Then x0 /∈ A1
v1,i

and A1
v1,i

∩Fr(Kv1) =

∅ for i ∈ J0, kK. According to the fact that x0 /∈ Xv1,i for i ∈ J0, kK we can show that

(3.5)

there exists κ1 > 0 such that B(x0, κ1) ⊂ Int(Kw1) and B(x0, κ1) ∩
( k⋃

i=0

Xv1,i

)
= ∅.

Indeed. We have x0 ∈ Il \
(⋃k

i=0Xv1,i

)
. Since the set

⋃k
i=0Xv1,i is closed, there exists

κ1 > 0 such that B(x0, κ1) ⊂ Il \
(⋃k

i=0Xv1,i

)
and B(x0, κ1) ⊂ Int(Kw1), which ends the

proof of (3.5).

In the second step of the construction, the reasoning can be carried out analogous to

the one above, “approaching the point x0” and increasing the number of arcs considered

(details can be read from the general description presented below).

Continuing the reasoning in the same way as described earlier, we will establish a

sequence of cubes {Kns}∞s=1 and {Kms}∞s=1 satisfying the conditions:

(3.6)

If s = 1 and i ∈ J0, kK, then Km1 ⊂ Int(Kn1) ⊂ Kn1 ⊂ Int(Kn0) ⊂ Kn0 ⊂ B(x0, ε),

fi(Kn1) ⊂ Int(Kn0), fi(Km1) ⊂ Int(Kn1).

If s ≥ 2 and i ∈ J0, kK, then Kms ⊂ Int(Kns) ⊂ Kns ⊂ B(x0, κs−1) ⊂ Int(Kws−1) ⊂ Kn0 ,

fi(Kns) ⊂ B(x0, κs−1), fi(Kms) ⊂ Int(Kns).
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Let us fix an interval Lms = I(x0, zms) ⊂ Int(Kms) for s ∈ N+, such that x0 /∈ fi(I(x0, zms)

\ {x0}) and the point xms ∈ Lms such that fi(xms) ̸= fi(zms) for s ∈ N+, i ∈ J0, kK. Then

denote Dms = I(xms , zms) ⊂ Lms (of course x0 /∈ Dms) and Xns,i = fi(Dms) for s ∈ N+,

i ∈ J0, kK. Obviously,

(3.7) Xns,i ⊂ Int(Kns) for s ∈ N+, i ∈ J0, kK.

Note that x0 /∈ Xns,i, fi(Fr(Kns) ∪ Xns,i) ⊂ Kn0 and Fr(Kns) ∩ Xns,i = ∅ for s ∈ N+,

i ∈ J0, kK. Next, let us fix the arcs Sns,i = L(fi(xms), fi(zms)) ⊂ Xns,i for s ∈ N+,

i ∈ J0, kK and consider 2s pairwise disjoint arcs Sj
ns,i

⊂ Sns,i for j ∈ J1, 2sK. Of course

x0 /∈ Sj
ns,i

for s ∈ N+, i ∈ J0, kK, j ∈ J1, 2sK.

Put T j
ns,i

= f−1
i (Sj

ns,i
) ∩Dms for s ∈ N+, i ∈ J0, kK, j ∈ J1, 2sK. Then

(3.8) fi(T
j
ns,i

) = Sj
ns,i

for s ∈ N+, i ∈ J0, kK, j ∈ J1, 2sK.

Next, fix the sequences of cubes {Kws}∞s=1 and {Kvs}∞s=1 such that

B(x0, σs) ⊂ Int(Kms), B(x0, σs) ∩
( k⋃

i=0

Xns,i

)
= ∅,

Kws ⊂ Int(Kvs) ⊂ Kvs ⊂ B(x0, σs) ⊂ Int(Kms),

fi(Kvs) ⊂ B(x0, σ1) ⊂ Int(Kms) ⊂ Kn0 , fi(Kws) ⊂ Int(Kvs).

(3.9)

Then there exists an interval

(3.10) Lws = I(x0, zws) ⊂ Int(Kws) for s ∈ N+

such that x0 /∈ fi(I(x0, zws) \ {x0}) for s ∈ N+, i ∈ J0, kK and the point xws ∈ Lws such

that fi(xws) ̸= fi(zws). Put Dws = I(xws , zws) ⊂ Lws and Xvs,i = fi(Dws) for s ∈ N+,

i ∈ J0, kK. Obviously, x0 /∈ Dws and x0 /∈ Xvs,i for s ∈ N+, i ∈ J0, kK.

Now we will define a finite sequence of arcs. If s = 1 then, according to previous

arrangements, A1
v1,i

⊂ Xv1,i, where i ∈ J0, kK. If s ≥ 2, then Ar
vs,i

⊂ Xvs,i, where r ∈ J1, 2K

are pairwise disjoint for i ∈ J0, kK. Hence

(3.11)
x0 /∈ Ar

vs,i for s ∈ N+, r ∈ J1, 2K, i ∈ J0, kK,

Ar
vs,i ∩ Fr(Kvs) = ∅ for i ∈ J0, kK, s ∈ N+, r ∈ J1, 2K.

There exists κs > 0, s ∈ N+ such that

(3.12) B(x0, κs) ⊂ Int(Kws) and B(x0, κs) ∩
( k⋃

i=0

Xvs,i

)
= ∅.
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Note that by (3.6), (3.9), (3.12) for s > 1, the following inclusions hold:

Kws ⊂ Int(Kvs) ⊂ Kvs ⊂ B(x0, σs) ⊂ Int(Kms) ⊂ Kms ⊂ Int(Kns)

⊂ Kns ⊂ B(x0, κs−1) ⊂ Int(Kws−1) ⊂ Kws−1 ⊂ Int(Kvs−1) ⊂ · · ·

⊂ Kw1 ⊂ Int(Kv1) ⊂ Kv1 ⊂ B(x0, σ1) ⊂ Int(Km1) ⊂ Km1 ⊂ Int(Kn1)

⊂ Kn1 ⊂ Int(Kn0) ⊂ Kn0 ⊂ B(x0, ε).

(3.13)

Let us move to the definitions of the functions essential in the further part of the proof.

Consider the family of homeomorphisms λjns,i
: Sj

ns,i
on−→ Dms for s ∈ N+, j ∈ J1, 2sK,

i ∈ J0, kK and a family of functions λns,i :
⋃2s

j=1 S
j
ns,i

on−→ Dms defined by the formula

λns,i(x) = ∇2s
r=1λ

r
ns,i

(x) for s ∈ N+, i ∈ J0, kK.

For any s ∈ N+ and i ∈ J0, kK there exists a continuous function τns,i : Xns,i
on−→ Dms

which is an extension of the function λns,i :
⋃2s

j=1 S
j
ns,i

on−→ Dms .

Let us now define continuous functions ψns,i : Fr(Kns) ∪ Xns,i → Kns−1 for s ∈ N+,

i ∈ J0, kK in the following way

(3.14) ψns,i(x) =

τns,i(x) for x ∈ Xns,i,

fi(x) for x ∈ Fr(Kns).

By (K4) one can consider the continuous function φns,i : Kns → Kns−1 for s ∈ N+ and

i ∈ J0, kK which is an extension of ψns,i.

If s ≥ 1 for i ∈ J0, kK, then ξ1vs,i : A
1
vs,i

→ {x0} will be defined as ξ1vs,i(x) = x0. If s > 1

we will fix homeomorphisms ξ2vs,i : A
2
vs,i

on−→ Dws−1 for i ∈ J0, kK.

In order to simplify further entries assume that A2
v1,i

= ∅ for i ∈ J0, kK and Dw0 = ∅.

Let us define continuous functions ξvs,i :
⋃2

r=1A
r
vs,i

→ {x0} ∪ Dws−1 for s ∈ N+ and

i ∈ J0, kK as

ξvs,i(x) =

ξ1vs,i(x) for x ∈ A1
vs,i
,

ξ2vs,i(x) for x ∈ A2
vs,i

and πvs,i :
⋃2

r=1A
r
vs,i

∪Fr(Kvs)∪Fr(Kns+1) → Kns−1 for s ∈ N+, i ∈ J0, kK in the following

way

πvs,i(x) =


ξvs,i(x) for x ∈

⋃2
r=1A

r
vs,i
,

φns,i(x) for x ∈ Fr(Kvs),

fi(x) for x ∈ Fr(Kns+1).

Of course Fr(Kvs) ⊂ Kns . Note that by (3.11), (3.6) and (3.12) the sets A1
vs,i

∪ A2
vs,i

,

Fr(Kvs) and Fr(Kns+1) are pairwise disjoint. According to (3.13), (3.11) and (3.10) it is

easy to show that A1
vs,i

∪A2
vs,i

∪ Fr(Kvs) ∪ Fr(Kns+1) ⊂ Kvs .
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Applying (K4) we can consider the function φvs,i : Kvs → Kns−1 which is a continuous

extension of πvs,i for s ∈ N+ and i ∈ J0, kK. Finally, let us define a continuous function

φi : Il → Il for i ∈ J0, kK in the following way

φi(x) =



fi(x) for x /∈ Kn1 ,

x0 for x = x0,

φns,i(x) for x ∈ Kns \Kvs , where s ∈ N+,

φvs,i(x) for x ∈ Kvs \Kns+1 , where s ∈ N+.

Now one can consider the family Ad = {f0, φ1 ◦ f1, φ2 ◦ f2, . . . , φk ◦ fk}.

We will show that the family Ad is an ε-disruption of A at x0. For this purpose we

will prove that φi ∈ [fi]
ε
x0

for i ∈ J1, kK. So let us fix i ∈ J1, kK.

Notice that we have φi(x) = fi(x) for x ∈ Il \ Kn1 , so ≈ (fi, φi) ⊂ Kn1 ⊂ B(x0, ε).

Based on (3.6) and (3.13) we can conclude that fi(≈ (fi, φi)) ⊂ fi(Kn1) ⊂ Kn0 ⊂ B(x0, ε).

Now we will show that φi(≈ (fi, φi)) ⊂ B(x0, ε). For x ∈≈ (fi, φi) ⊂ Kn1 by virtue of

the definition of the function φi (i ∈ N+) and (3.13) we get x ∈ Kns−1 ⊂ B(x0, ε). Thus

we have proved that ≈ (fi, φi) ∪ fi(≈ (fi, φi)) ∪ φi(≈ (fi, φi)) ⊂ B(x0, ε). We also know

that fi ∈ FIX(x0) and, by virtue of the definition of the function φi, we get φi(x0) = x0.

Hence φi ∈ FIX(x0). The above considerations prove that fi
ε
x0
φi.

Now we will show that x0 is a point strongly focusing chaos of the family Ad, so we

will prove that for any function g ∈ G(Ad) \ {f0} the point x0 fulfils the assertion of the

Theorem. Fix µ ∈ N+ and let us consider the function g ∈ G(Ad) \ {f0} i.e.,

(3.15) g = tµ ◦ tµ−1 ◦ · · · ◦ t1 where tp ∈ Ad for p ∈ J1, µK.

There is no loss of generality in assuming that tp ̸= f0 for p ∈ J1, µK. Hence tp = φip ◦ fip ,

where p ∈ J1, µK and ip ∈ J1, kK. Obviously

(3.16) tp(x0) = x0 for p ∈ J1, µK.

Note that

(3.17) tp(Dms) = Dms for s ∈ N+ and p ∈ J1, µK.

Indeed. Fix s ∈ N+ and p ∈ J1, µK. Then according to the definition of Xns,i we have

tp(Dms) = φip ◦ fip(Dms) = φip(Xns,ip).

By (3.9) we get Xns,ip ∩Kvs = ∅ and by (3.7) we have Xns,ip ⊂ Int(Kns). Then Xns,ip ⊂
Kns \ Kvs , hence by (3.14) we gain φip(Xns,ip) = ψns,ip(Xns,ip) = τns,ip(Xns,ip) = Dms ,

which ends the proof of (3.17). From (3.17) and (3.15) it is easy to see that

(3.18) g(Dms) = Dms for s ∈ N+.
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Now we will show that

(3.19) g(T j
ns,i1

) = Dms for s ∈ N+ and j ∈ J1, 2sK.

Let us fix s ∈ N+ and j ∈ J1, 2sK. First note that using (3.8), (3.9), (3.7), (3.14), taking

into account the definition of arcs Sns,i and subarcs Sj
ns,i

⊂ Sns,i we gain

t1(T
j
ns,i1

) = φns,i1(Sj
ns,i1

) = τns,i1(Sj
ns,i1

) = λns,i1(Sj
ns,i1

) = Dms .

From the above considerations, by virtue of (3.17) it is easy to see that

g(T j
ns,i1

) = tµ ◦ · · · ◦ t3 ◦ t2 ◦ t1(T j
ns,i1

) = tµ ◦ · · · ◦ t3 ◦ t2(Dms) = · · · = Dms ,

which ends the proof of (3.19). From (3.19) one can easily conclude that

(3.20)
2s⋂
j=1

g(T j
ns,i1

) = Dms for s ∈ N+.

Now we will show that

(3.21) h(g|Dms
) ≥ log 2s for s ∈ N+.

Let us recall that by virtue of (3.15) we have g = tµ ◦ tµ−1 ◦ · · · ◦ t1 for µ ∈ N+. Consider

function t1 = φi1 ◦ fi1 for i1 ∈ J1, kK. Let us fix s ∈ N+. We chose 2s pairwise disjoint

closed sets T j
ns,i1

contained in Dms such that fi1(T j
ns,i1

) = Sj
ns,i1

for j ∈ J1, 2sK. Moreover,

we can note that the family {T j
ns,i1

| j ∈ J1, 2sK} is closed and the topology of the space Il

weakly separates the family {T j
ns,i1

| j ∈ J1, 2sK}. In order to prove (3.21) at first we will

show that

(3.22)

2s⋃
j=1

T j
ns,i1

⊂
2s⋂
j=1

g|Dms
(T j

ns,i1
).

Note that for j ∈ J1, 2sK from T j
ns,i1

⊂ Dms we have
⋃2s

j=1 T
j
ns,i1

⊂ Dms . By (3.20) we get

Dms =
⋂2s

j=1 g(T j
ns,i1

), and therefore
⋃2s

j=1 T
j
ns,i1

⊂
⋂2s

j=1 g(T j
ns,i1

). Then, by (3.18) and

inclusion T j
ns,i1

⊂ Dms we have g|Dms
(T j

ns,i1
) = g(T j

ns,i1
) for j ∈ J1, 2sK. Consequently,

by (3.20) one can infer that
⋃2s

j=1 T
j
ns,i1

⊂
⋂2s

j=1 g|Dms
(T j

ns,i1
). This finishes the proof of

(3.22).

In view of the above properties, we conclude that the function g|Dms
is 2s-turbulent.

Therefore, all assumptions of the Lemma 2.3 are fulfilled. Hence h(g|Dms
) ≥ log 2s, which

ends the proof of inequality (3.21).

In the next step of the proof we will show that x0 is a point focusing entropy of the

function g. Let U be an arbitrary open neighbourhood of x0. We will show that

h(g, U) = ∞.
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Fix any β∗ > 0. Let s∗ be a positive integer such that s∗ > β∗ and Kms∗ ⊂ U . Let us

consider the interval Dms∗ ⊂ Kms∗ ⊂ U . By (3.21) we get h(g|Dms∗
) ≥ log 2s∗ > β∗.

According to (3.18) one can observe that h(g,Dms∗ ) = h(g|Dms∗
) > β∗. Definition

of the interval Dms∗ allows us to conclude that Dms∗ ⊂ Kms∗ ⊂ U . Hence h(g, U) ≥
h(g,Dms∗ ) > β∗. By the arbitrariness of β∗ > 0 we get h(g, U) = ∞.

Now we are going to prove that x0 is a point of distributional chaos of the function

g. Fix η > 0. By (K3) and lims→∞ κs = 0 we conclude, that there exists a number

sη ≥ 2 such that Knsη
⊂ B(x0, κsη−1) ⊂ B(x0, η). So, let us consider the interval Dmsη

=

I(xmsη
, zmsη

) ⊂ B(x0, η).

For the function fi1 we have chosen sets T j
nsη ,i1

⊂ Dmsη
for j ∈ J1, 2sηK. Consider

two sets T 1
nsη ,i1

, T 2
nsη ,i1

⊂ Dmsη
. Hence, by (3.19) and (3.18), we have g(T j

nsη ,i1
) = Dmsη

for j = 1, 2, and g(Dmsη
) = Dmsη

. Let χ : [0, 1] → Dmsη
be a homeomorphism. So, one

can consider a function θ = χ−1 ◦ g|Dmsη
◦ χ : [0, 1] → [0, 1] and disjoint and closed sets

χ−1(T j
nsη ,i1

) for j = 1, 2.

By (3.19) we get θ ◦ χ−1(T j
nsη ,i1

) = [0, 1]. Therefore χ−1(T 1
nsη ,i1

) ∪ χ−1(T 2
nsη ,i1

) ⊂
θ(χ−1(T 1

nsη ,i1
)) ∩ θ(χ−1(T 2

nsη ,i1
)). This inclusion allows us to infer that the function

θ : [0, 1] → [0, 1] has a horseshoe. Hence by Lemma 2.4 we gain h(θ) > 0 and by

Lemma 2.5 there exists the set S ⊂ [0, 1] which is an uncountable DS-set for the func-

tion θ. Obviously, χ ◦ θ ◦ χ−1 = g|Dmsη
. Therefore, the assumptions of Lemma 2.6

are fulfilled, which means, that χ(S) ⊂ Dmsη
is an uncountable DS-set for the function

g|Dmsη
. Of course if x ∈ Dmsη

then g|Dmsη
(x) = g(x). Consequently, due to (3.18) we

have gz|Dmsη
(x) = gz(x) for x ∈ Dmsη

and z ∈ N+. It means that for any distinct points

x, y ∈ χ(S) there exists t0 > 0 such that 0 = Φ
(g|Dmsη

)

x,y (t0) = lim infn→∞
1
n card({z ∈

J0, n − 1K : |gz(x) − gz(y)| < t0}) = Φ
(g)
x,y(t0) and for any distinct points x, y ∈ χ(S) and

any t > 0 we have 1 = lim supn→∞
1
n card({z ∈ J0, n−1K : |gz(x)−gz(y)| < t}) = Φ

∗(g)
x,y (t),

therefore χ(S) is an uncountable DS-set for the system (g).

Note that for any z ∈ N+ we have gz(Dmsη
) = Dmsη

⊂ B(x0, η), hence χ(S) ⊂
Dmsη

= gz(Dmsη
) ⊂ B(x0, η) for z ∈ N+, which means that the interval Dmsη

is an (1, η)-

envelope of the set χ(S). The above reasoning allows us to conclude that x0 is a point of

distributional chaos of the function g.

At the end we will prove that x0 is a point of chaos of the function g. Fix η∗ > 0 and

let sη∗ ≥ 2 be a positive integer such that Kvsη∗
⊂ B(x0, σsη∗ ) ⊂ B(x0, η∗). Let us consider

a point a1 ∈ A1
vsη∗ ,i1

. Therefore, since A1
vsη∗ ,i1

⊂ Xvsη∗ ,i1
= fi1(Dwsη∗

) there exists a point

a ∈ Dwsη∗
such that a1 = fi1(a). We will show that

(3.23) t1(a) = x0.

Notice that by (3.11) and (3.10) one can get A1
vsη∗ ,i1

⊂ Kvsη∗
. It is also known that
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a1 /∈ Knsη∗+1 . By (3.6) the inclusion Knsη∗+1 ⊂ B(x0, κsη∗ ) holds. According to (3.12) and

(3.11) we have a1 ∈ Kvsη∗
\Knsη∗+1 . Consequently, it is easy do conclude that φi1(a1) = x0.

From the definition of t1 we have t1(a) = φi1 ◦ fi1(a) = φi1(a1) = x0, which ends the

proof of (3.23).

Further we will show that the point a chosen in this way is an (x0, g)-homoclinic point.

Obviously, a ̸= x0 since a ∈ Dwsη∗
. First, note that according to (3.15), (3.23) and

(3.16) the equalities g(a) = tµ ◦ · · · ◦ t3 ◦ t2 ◦ t1(a) = tµ ◦ · · · ◦ t3 ◦ t2(x0) = · · · = x0 and

g(x0) = tµ ◦ · · · ◦ t3 ◦ t2 ◦ t1(x0) = tµ ◦ · · · ◦ t3 ◦ t2(x0) = · · · = x0 take place.

It allows us to conclude that x0 is the limit of the sequence {gw(a)}∞w=0. Now we will

show two auxiliary facts. At first we will prove that

for any interval Dws , any point α ∈ Dws and any p ∈ J1, µK,

there exists a point x∗ ∈ Dws+1 such that tp(x∗) = α.
(3.24)

Let us fix s ∈ N+, α ∈ Dws and p ∈ J1, µK. Consider an arc A2
vs+1,ip

. It is not hard to see

that there is a point β ∈ A2
vs+1,ip

such that φip(β) = α. Now, note that based on (3.11)

one can infer the existence of the point x∗ ∈ Dws+1 such that fip(x∗) = β. Therefore

tp(x∗) = φip ◦ fip(x∗) = φip(β) = α, which ends the proof of (3.24).

Using the fact proved above, we will show that

for any interval Dws and any point γ ∈ Dws ,

there exists a point δ ∈ Dws+µ such that g(δ) = γ.
(3.25)

Indeed. Fix s ∈ N+ and γ ∈ Dws . Since γ ∈ Dws and by (3.24) there exists δws+1,iµ ∈
Dws+1 such that tµ(δws+1,iµ) = γ. Again, by (3.24) there exists δws+2,iµ−1 ∈ Dws+2 such that

tµ−1(δws+2,iµ−1) = δws+1,iµ . Then tµ ◦ tµ−1(δws+2,iµ−1) = tµ(δws+1,iµ) = γ. By continuing

this reasoning, we will find a point δ = δws+µ,i1 ∈ Dws+µ such that t1(δ) = δws+µ−1,i2 .

Then g(δ) = tµ ◦ tµ−1 ◦ tµ−2 ◦ · · · ◦ t2 ◦ t1(δws+µ,i1) = γ, which ends the proof of (3.25).

Since a ∈ Dwsη∗
and by (3.25) we can conclude that there exists a point δ1wsη∗+µ

∈
Dwsη∗+µ such that g(δ1wsη∗+µ

) = a. So let y1 = δ1wsη∗+µ
and k1 = 1. Hence gk1(y1) = a.

Because δ1wsη∗+µ
∈ Dwsη∗+µ and by (3.25) there exists a point δ2wsη∗+2µ

∈ Dwsη∗+2µ such

that g(δ2wsη∗+2µ
) = δ1wsη∗+µ

. Let y2 = δ2wsη∗+2µ
and k2 = 2. Then gk2(y2) = g2(δ2wsη∗+2µ

) =

g(δ1wsη∗+µ
) = a.

Continuing this procedure, one can find the sequences {km}∞m=1 = {m}∞m=1 and

{ym}∞m=1 ⊂ Il where ym ∈ Dwsη∗+m·µ for m ∈ N+ such that gkm(ym) = a for any m ∈ N+.

Using (3.10) it is easy to see that limm→∞ ym = x0. Finally, we can easily conclude

that a is an (x0, g)-homoclinic point.

Problem 3.2. In the context of the theorem above and of preceding information, the fol-

lowing question seems interesting: With what additional assumptions about the functions
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creating A and about a fixed point x0 it can be proved that from the fact that x0 is the

point strongly focusing chaos of each function ξ ∈ A \ {f0} one can infer that x0 is the

point strongly focusing chaos of A?

Problem 3.3. According to the results contained in papers [2, 3, 10] it seems natural to

ask whether Theorem 3.1 will remain true if the continuity assumption would be replaced

with a weaker one (e.g., quasi-continuity, almost continuity, etc.).
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