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1. Introduction. During the past decade there has been much work de
voted to existence theory for nonlinear boundary value problems which 
are of nonresonance type and many different types of problems and ap
proaches to such problems have been discussed in the literature. In this 
paper we present an approach which unifies much which has been written 
about such problems. Our approach is based on some fixed point theorems 
which have their origin in the work of Lasota on nonlinear mappings 
which are not necessarily differentiable but have multivalued derivatives. 
In each of the applications we consider, we show that the problem at hand 
may be formulated in such a way that one of the fixed point theorems 
proved in §2 may be applied to deduce the existence of solutions. While 
much of the work is of a survey nature it turns out that many of the ori
ginal proofs may be very much simplified and many of the results are 
established in a somewhat more general framework. 

To illustrate the types of results discussed we present the following 
example. 

Consider the nonlinear oscillator 

(1.1) *" + g(x) =/7(0, 

where p{t) is a 2^-periodic forcing term and g is a nonlinear restoring 
force such that 

(1.2) «2 < v ^ (g(x) _ g(y))/(X _ y) g M < („ + 1)2, * ^ y 

where n is an integer. One sees that the unforced problem has, because of 
assumption (1.2), at most one solution, and as is to be seen, (1.1) has a 
2^-periodic solution for any L2 forcing term p. Thus one has a nonlinear 
Fredholm type alternative for such problems. As will be seen, assumption 
(1.2), allows us to formulate a fixed point problem 
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(1.3) * = / ( * ) , 

where / is not differentiate but has a set valued derivative F which has 
certain compactness and homogeneity properties which are used to show 
the existence of solutions of (1.3) via continuation methods. The structure 
of (1.3) is furthermore such that in the case of parameter dependent prob
lems 

(1.4) x=Mx) 

one may, by very similar arguments, obtain spectral and bifurcation type 
results. 

2. Fixed point results. Let E be a real Banach space with norm | • | and 
let n(E) denote the set of nonempty subsets of E. A multi-valued mapping 
with domain U e E is a mapping F: U -> n(E). 

A multivalued mapping is called upper semicontinuous on U, u.s.c, for 
short (in the sense of Kakutani) if its graph G(F) = {(*, y): y e F(x)} is 
closed in U x E, i.e., if for any two sequences {xn} E U, {yn} E E such 
that yneF(xn) and l i m ^ o ^ = xeU, limM_>00>'M = yeE, we have that 
y e F(x). It follows that if Fis u.s.c, then for each xeU, F(x) is closed in E. 

A multivalued mapping is called compact if for all bounded subsets 
B a U, the set \JX^BF(X) is precompact in E. If a multivalued mapping is 
both compact and u.s.c. it will be called completely continuous. 

If/: E -> E is a singlevalued mapping we use the term completely con
tinuous in its usual sense, which of course, is simply a special case of the 
term just defined if one views a single valued mapping as a special multi
valued mapping for which U = E. 

A multivalued mapping F is called {positive) homogeneous if tF{x) E 
F(tx) for all (positive) t e R and xeU. U is assumed to be homogeneous. 

F is starlike with respect to 0 if F(x) is starlike for each x. 
Let/ : E -» E be a mapping. We call a multivalued mapping a set valued 

derivative of fat a if/(x) — f(a) e F(x — a) for all x near a. 
Fis called a set valued derivative off at oo if/fa) e F(x) for all |x| large. 

THEOREM 2.1. Letf g: E -+ Ebe completely continuous mappings and let 
A be a linear compact operator on E. Assume that 

(2.1) lim \g(x)\/\x\ = 0, 
l * | - K X > 

and that there exists a completely continuous set valued derivative F of f 
at oo which is starlike with respect to 0 and positive homogeneous. Further
more assume that 

(2.2) x G Ax + F(x) => x = 0. 

Then the equation 

(2.3) x = Ax+f(x) +g(x) 
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has a solution xeE. 

PROOF. We first show that the set {x e E: x = Ax + A(f(x) + g(x)), 
O g H 1} is bounded in E. This we argue indirectly, i.e., we assume there 
exist sequences {An} E [0, 1], {xn} g E with \xn\ ^ n such that 

xn = Axn + An(f(xn) + g(xn)). 

Hence 

xn e Axn + AnF(xn) + Ang(xn), n large. 

Since F is positive homogeneous we obtain, lettingyn = xn/\xnl that 

yn € 4>>„ + AnF(yn) + ^U(*n)/I*J 

or 

yn = 4 P „ + ^ n + Ang(xn)/\xn\9 

where CÜ„ e F(yn). Since g(xw)/|xw| -• 0, since U^^y^ is precompact and 
since A is a compact operator it follows that {yn} is precompact. We thus 
may select convergent subsequences from {yn}, {o)n} and {An}, which we 
relabel as the original sequences, having limits y, co and A, respectively, and 
satisfying y = A y + Aco, also co e F(j), since F is u.s.c. Since F is starlike 
with respect to 0, it follows that Aco e F(y) and hence it follows that y e 
Ay + .FCJO, which by assumption implies that y = 0, contradicting |j>| = 
1. 

Thus let i? > 0 be a bound for the set {x e E: x = Ax + A(f(x) + g(x)), 
0 ^ A ̂  1}. It follows that the Leray-Schauder degree 

dLS(id-A-A(f+g\BR,(0l0) 

is defined and independent of A, for any R' > R, where BR{d) = {x e E: 
\x — a\ < R}. Hence this degree equals 

dLS(id - ^ , £*,(<», 0) = ± 1 , 

as follows from the Leray-Schauder formula, hence also 

rfLS(id-^-/-g,2?*,(0),0) = ±1 

and the equation (2.3) has a solution. 

REMARK 2.2. Using an indirect argument similar to the one used in the 
proof of theorem 2.1 one can show the following. Let A and F be as in 
theorem 2.1. Then there exists a constant y = f{A, F) such that: If 

(2.4) x e Ax + F(x) + y 

then 
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(2.5) |x| ^ r\y\. 

We therefore may generalize theorem 2.1 somewhat, by replacing con
dition (2.1) by the more general assumption 

(2.6) lim sup \g(x)\l\x\ < l / r . 
I*|->oo 

To see this, choose R > 0 so large that |x| ^ R implies that \g(x)\ < 
(l/ r)|x|. If then x = Ax + X(f(x) + g(x)) for some X e (0, 1], then |*| < R, 
for otherwise x e Ax + F(x) + /lg(x) and hence 

1*1 ^ ri^wi < r(i/rWM < M, 
a contradiction. 

REMARK 2.3. If, in theorem 2.1, 

(2.7) y ^ ) - / ) ^ / ? ( * _ , ) , x ? > , e i r ? 

and g(x) = g = const., then equation (2.3) has a unique solution. To see 
this, let x and y be solutions of (2.3), then x — y = A{x — y) + f(x) — 
f(y) and hence x — y e A(x — y) + F(x — y) which implies that x — y = 
0 (see (2.2)). 

It thus follows that in this case id — A — fis a homeomorphism. 

REMARK 2.4. A further extension of theorem 2.1 may be obtained by 
replacing condition (2.2) by the requirement 

(2.8) inf{dist(x, Ax + F(x)): \x\ = 1} = a > 0, 

in which case (2.6) may be replaced by 

(2.9) \g(x)\ < a\x\, \x\ è R-

If (2.8) holds, it is also not necessary to assume that F be completely con
tinuous. If F, on the other hand, is completely continuous and if (2.2) 
holds, then one may easily verify that (2.8) holds. 

Let us next consider the equation 

(2.10) x = / (* ) , 

where/: c\(U) -> E is a completely continuous mapping and U is an open 
subset of E. 

Let x0 e U be a solution of (2.10) and assume there exists a completely 
continuous set valued mapping F such that 

(2.11) f(x) - f(x0) e F(x - x0) + r(x - x0), 

where r: c\{U) - x0 -• n(E) is such that 

\r(x — x0)\ = o(\x — XQ\) as x -• x0. 
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We also assume here that Fis convex-valued, homogeneous and satisfies 

(2.12) xeF(x)=>x = 0. 

((2.12) may be replaced by the more general condition (2.8) with A = 0, 
and without assuming that F be completely continuous.) 

THEOREM 2.5. Let the above assumptions hold. Then 
(i) XQ is an isolated solution o/(2.10). 

(ii) If V is a bounded neighborhood of XQ such that XQ is the only solution 
of(2A0)ind(V),then 

diÂid-f, K,0) = odd. 

(iii) Ifg:cl(U) x M -> E is completely continuous, (where M is a normed 
vector space) with g( •, 0) = 0, then for all v e M of sufficiently small 
norm, the equation 

(2.11) x=f(x)+g(x, v) 

has a solution xv which may be so chosen that \xv — xQ\ -> 0 as v -• 0. 

PROOF, (i) Assume the assertion is false. Then there exists a sequence 
{xn}, xn 7* xQ, xn -> XQ, such that xn solves (2.10). Hence 

x„- XQ= f(xn) - f(xQ) e F(xn — x0) + r(*n - *<>)• 

Letting un = (xn — x0)/\xn — x0\, we obtain, by the assumptions on F, 
that 

un e F(un) + r(xn - xQ)/\xn - xQ\, 

since \un\ = 1 and |r(jcB - xQ)\ = o(\xn - XQ\) we obtain a contradiction 
using arguments similar to those already employed. 

(ii) It follows from (i) that for e > 0 sufficiently small dLS(I - / , Be(x0), 
0) is defined and independent of e. Let h(x) = fix + xQ) — f(x0), then 

</LS(id - h, B£(0), 0) = dLS(id - f, B£(XQ), 0). 

Consider now the family of vector fields, 

id - (1/(1 + X))h(-) + W(l + Xf)K- •), 0 ^ A ̂  1. 

This family is zero free on dBe(0) for all e > 0, sufficiently small. For if 
not, we may find sequences {en}, en -* 0, {Aw} Ü [0, 1] and {xn}, \xn\ = en, 
such that 

xn = (1/(1 + Xn))h(xn) - (XJ(l 4- WK-xJ. 

It follows therefore that 

x„6( l / ( l + K))F(xn) - (4/(1 + ln))F(-xn) + ri(xn), 
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where kxOOl = Ö ( | * J ) , as xn -* 0. Using the convexity and homogeneity 
of F we obtain xn G F(xn) + r^xj, and letting yn = xj\xn\, we obtain 
yn G F(yn) + /^(JCJ/IJCJ, and by a convergence argument similar to the 
one used in the proof of theorem 2.1, one obtains a convergent sub
sequence of {yn} converging to an element yeE which must satisfy y e 
F(y), \y\ = 1, a contradiction to what has been assumed about F. 

We therefore obtain by the homotopy invariance principle of the Leray 
Schauder degree that 

dLS(i& - A, *f(0), 0) = </LS(id - (1/2)[A(.) - A(- •)], *.(0), 0] 

for all small e > 0; the latter, however, is an odd integer, as follows 
from Borsuk's theorem on odd vector fields [41]. 

(iii) This follows immediately from (ii), since for |v| sufficiently small 

</LS(id - / , B£x0), 0) = dLS(id - / - g(., v), B£(x0), 0), 

and hence (2.11) may be solved in Be(x0) for all small |v|. Letting e -> 0, 
one obtains the remaining conclusion of (ii). 

Assume now that E has the following property: There exists a sequence 
of closed subspaces Ex c E2 c ••• • c En c • •. e E such that ( J ^ E{ 

is dense in E, and continuous linear projections P{: E -+ Eiy i = 1, 2, 3, 
. . . , which are uniformly bounded, i.e., there exists a constant K (inde
pendent of 0 such that |JP,-| ^ K. 

REMARK 2.6. In case E is a Banach space with a basis such a sequence 
of subspaces (finite dimensional) always exists and the "natural" projec
tions defined by these subspaces have the required property (see, e.g., 
[43]). 

L e t / b e as in theorem 2.5 and along with equation (2.10), we consider 
the sequence of equations 

(2.12) x = />„/(*), x G E„ n = 1, 2, . . . . 

In case El9 E2, . . . are finite dimensional spaces, equation (2.12) is a 
finite system of equations. The following result shows that under the 
hypotheses of theorem 2.5, the solution x0 may in fact be obtained as a 
limit of solutions of equation (2.11), in addition the theorem provides an 
error estimate. 

THEOREM 2.7. Let the hypotheses of theorem 2.5 hold and let E have the 
property described above. Let V be an open neighborhood of x0 such that 
x0 is the only solution of (2.10) in c\(V). Then there exists nQ such that 
for n ^ «0 (2.12) has a solution xneV(]En and there exists a constant Q 
and a sequence {en}, en -* 0 such that 

(2.13) \xn - x0| ^ 0(1 + en)\PnxQ - x0\. 
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PROOF. Since l im^JPJfr ) - f(x)\ = 0 uniformly for xed(V) 
we obtain that for all n sufficiently large rfLS(id - Pnf, V f] En, 0) = 
dLS(id —f9 V, 0). Hence equation (2.12) has a solution xn e V fi En. Now 

xn - xQ = PM(/(xn) - / ( * 0 ) ) + Pnx0 - x0 

and hence 

xn - x0 e PwF(x„ - x0) + P„x0 - x0 + P„r(x„ - x0). 

The set valued mapping PnF has the same properties as F; we may thus 
apply remark 2.3 and conclude that 

(2.14) \xn - *o| ^ r(?nF)(\PnX* - *ol + I ^ I M * , - *o)l). 

One next shows that there exists a constant M such that f(PnF) g M, 
w = 1, 2, . . . and hence concludes that x„ -> x0. Let <5„ be a sequence of 
positive real numbers such that dn -> 0 and |r(xw — x0)\ ^ 5JJCW — x0\. 
One then obtains from (2.14) that \xn — xQ\(l — KMdn) ^ M\PnxQ — xQ\, 
i.e., 

|xM - x0| ^ (M/(l - #M<y)|Pwx0 - *ol, 

for w large, this yields (2.14) with Q = M and en = KMôJ{\ - KMdn). 

REMARK 2.8. We observe that in theorem 2.7 not all the properties 
of F were needed, namely F need only be positive homogeneous and 
dLs(ti - / , K 0) # 0. 

We conclude this section by establishing some well-known existence 
theorems as consequences of the above results. 

EXAMPLE 2.9. Let E = L2(a, b), - oo < a < b < oo and let K: E -> E 

be a compact Hermitian operator with characteristic values 

• • • g 1_2 ^ A-i < 0 < A0 ^ Ai ^ 

and let /r. [a, 6] x R -* R be a continuous function such that 

(2.15) Xn < txn ^ (h(t, y2) - h(t9 yd)l(y2 - Ji) ^ / V H < k u , 

f e [a, b], yi, y2 e R, where ^„, /^+1 are fixed constants. Let h : E -» is 
be the mapping 

Ä(J)(0 = *(', J(0)-

This mapping is easily seen to be continuous. Consider now the equations 

(2.16) x = Kk(x) 

and 

(2.17) x = Kh(x) + w(x), 
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where w: E -> E is completely continuous and satisfies w(x)/\x\ -* 0 as 
\x\ -• oo. 

We observe first that (2.16) and (2.17) are respectively equivalent to 

(2.18) x = XKx + K(h(x) - h(0) - Xx) + Kh(0) 

and 

(2.19) x = XKx + K(h(x) - h(0) - Xx) + Kh(0) + w(x), 

for any A. We choose 

(2.20) fa) = #(Â(*) - Ä(0) - Àx); 

p ( 0 ) , i n ( 2 . 1 8 ) , 
g W

 UÂ(0) + W(JC), in (2.19). 

Define F: E -> «(F) by 

F(x) = (veE: v = Kmx, where w e L°°(a, b). 
(2.21) W l 

with |m|L~ ^ (//„+1 - / u /2} . 

It follows from the assumptions on K and some elementary properties 
of L2 functions that E is completely continuous, it also easily follows that 
F is positive homogeneous and convex valued, and that 

(2.21) Ax)-Ay)eF(x-y)-

Thus the existence of solutions of (2.16) and (2.17) will follow from 
theorem 2.1, once we check the condition (2.2). Thus assume there exists 
x eE such that x e Ax + F(x). Then there exists m e L°°(a, è), \m\L» ̂  
(jun+i — jLin)/2 such that x = XKx + Kmx or x = (id — XK)~lKmx. Hence 

\x\ ^ |(id - lK)-iK\\m\L~\x\. 

Since 

(2.22) |(id - U0-iK\ = (1/dista R})) < 2/Ovu - ^ ) 

(see e.g. [14]), it follows that \x\ = 0. Thus theorem 2.1 and remark 2.3 
may be applied to conclude the existence of a unique solution of (2.18), 
hence of (2.16). For (2.19), hence for (2.17), we can only assert existence 
of a solution. We note that if one is only interested in existence of solu
tions one can weaken the requirement (2.15) to 

(2.23) Xn < ftn ^ (h(t, y) - h(t, 0))/y ^ ßn+1 < Aw+1; 

of course (2.21) no longer will hold. 
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The requirement, w(x)/|x| -> 0 as |x| -> oo, may be weakened as in 
remark 2.2. Let us, in this case, compute a permissible value for ^(F). 
Thus suppose xeAx + F(x) + y. Then as above x = XKx -t- Kmx -f y 
or some m e L°°(a, è), \m\L~ <; (//w+1 - ^„)/2, or 

x = (id - A / O ^ m x + (id - W 1 . ? . 

Hence 

\x\ ^ |(id - XK)-iK\\m\L~\x\ + |(id - W M I ^ I 

g (1/dista {AJ))((^+1 - ^|)/2)|x| + sup | XM - A) | |M, 

where we have used the spectral theorem for self-adjoint operators to 
estimate |(id — A#)_1| (see again [14]). Hence |x| ^ y\y\, where 

r = (l/min{l - X/X^l9 1 - XIX.}) 

'H - (/Vu - //w)/2min{A - A„, Aw+1 - A}]"1. 

We observe that (2.18) is equivalent to 

(2.24) x = (id - XK)-^K{h{x) - h(0) - Ax) + (id - XK)-^Kh(0)9 

where the right hand side may be shown to be a contraction mapping. Thus 
the existence and uniqueness of a solution of (2.18) will also follow from 
the contraction mapping principle. 

EXAMPLE 2.10. Let E be a Hilbert space and let L: dorn L a E -> E be 
a linear self-adjoint operator and let N: E -» 2s be a continuous nonlinear 
operator. Let A, JLL e tf-(L) = spectrum of L be such that (A, //) cz p(L) = 
resolvent of L and assume there exists £ e (A, //) such that (L — £id)-1 is 
compact. We assume that 

(2.25) \(N - £id)(x)| ^ £|x|, 

where 

(2.26) & < dist(£, a(L)). 

Under these conditions L — N maps dorn L onto E. To see this we con
sider for a given y e E the equation Lx = Nx — y which is equivalent 
to (L - f id)x = (N - f id)(x) + y or x = (L - ^ i d ) " 1 ^ ~ £d)(x) + 
(L — £id)-1}\ We now apply theorem 2.1 with 

f{x) = (L - &d)'KN - £d)(x), 

g(x) = (L - £id)-ij, 

and 

F(x) = {v: v = (L - £id)-%, M ^ &|x|}, 
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where we use the fact that 

\{L - fid)-i| = l/dist(£, a(L)) 

(see [14]). We note that (2.25) may be realized if for example N is Gâteaux 
differentiate with a symmetric Gâteaux derivative N'(x) satisfying q • id 
g N'(x) ^ p id, where X < q ^ p < [i and where for two operators C 
and D, C ^ D is defined in the usual way, i.e. (Cx, x) ^ (Dx, x) for all 
xeE. 

Since 

|(tf - £id)(x)| ^ | ( t f ' («) - £id)||x|, 0 < r < 1, 

^ sup|7V'(z) - fidlW, 

and 

to - ©id ^ #'(*) - fid ^ <j> - «id, 

if follows that 

(q - £)|*|2 g ((N'(z) - £id)x, x)£(p- f)M2, 

and thus since 

we obtain 

\N'(z) - fid| g sup|((JV'(z) - fid)*, x)\ 
\x\=l 

\N'(z) - fid| è max{|<7 - f |, \p - f|} = * 

< dist(£, ö-(JL)). dist(£, a(L)). 

If one replaces (2.26) by the more restrictive Lipschitz condition 

\N(x) - N(y) - « * - j ) | g *|x - j | , 

£ < dist(£, a(L)), then the result just proven remains valid without the 
compactness assumption on the resolvent, since in this case the mapping 
/will be a contraction. 

REMARK 2.11. The idea of set valued derivative in the study of fixed point 
problems was first introduced by Lasota [17,18]. Less general versions of 
theorem 2.1 are given in [17] and [18]. The idea of remark 2.4 is due to 
Szostak [45], where also an implicit function theorem of the type of the
orem 2.5 is established. Theorem 2.5 was first established by somewhat 
different means by Chow and Lasota in [7]. Theorem 2.7 is taken from 
Schmitt [38]; it represents a generalization of a result of Krasnosel'skii 
(see [38]) and provides a convergence result and error estimates for a 
Galerkin method for the solution of such nonlinear equations. Example 
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2.9 extends results which are originally due to Dolph [8] and example 2.10 
is based on a result of Mawhin [27]. This later result has nicely been ex
tended by Bates in [3, 4]. 

3. Nonlinear differential equations subject to linear endpoint constraints. 
Let 

(3.1) L = g«,(0öS D =4i 

be an nth order formal differential operator with continuous coefficients 
at{-)9 0 g i g n, and a„(t) ^ 0 , 0 g / ^ 2 j r . 

Let 

(2.3) BiU = f^cCiju'HO) + QfauWÇlic), Igign 

be a set of linearly independent boundary conditions, where at-j, ßt-j e R. 
We assume that L together with the boundary conditions 

(3.3) B{u = 0, 1 ^ i ^ n 

gives rise to a self-adjoint operator on L2(0, 2%) whose spectrum we denote 
by a(L). 

We consider now the problem 

Lu + h(t, u, . . . , u{n~l))u = k(t, u, . . . , uin~l)) 

B-u = 0, 1 g i ^ n 

where A, k: [0, 2%\ x Rn -> R are such that uji(t, ul9 . . . , un) and 
k(t, ui, . . . , un) are continuous. 

We establish now the following nonresonance result. 

THEOREM 3.1. Assume that there existp, q e R such that 

(3.5) p ^ A(.) g <7, 

(3.6) [/?, q] H C7(L) = 0 , 

lim k(t, ul9 . . . , wM)/(M + • • • + |wj) = 0 
(3 .7 ) l«ilH hlKÄ|—*oo 

uniformly with respect to t e [0, 2^]. 

7Äe#i (3.4) to a solution u e O[0, 2TZ;]. 

PROOF. Let A = (/? + q)/2 and rewrite (3.4) as 

(3.8) (L - A)i# = (A - A)(w) + *(n), ^ I I = 0. 

Let £ = { « e C*-1!©, 2%\\ B{u = 0, 1 g i g «}. Then £ becomes a real 
Banach space when equipped with the usual norm 
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\u\ = V max \u™(t)]. 

Since X $ a(L), (3.8) is equivalent to 

u = (L - X)-\h - X)(u) + (L - Xrxk{u) 

= f(u)+g(u). 

The operator/: E -> £ is completely continuous and has the following 
set-valued derivative 

F(u) = (v e E: v = (L - A)_1aw, where 
(3.9) l 

a e L°°(0, 2*) with |fl|L- £ fo - />)/2. 

The multivalued mapping F is clearly completely continuous, convex 
valued and positive homogeneous. If now u e F(u), then 

\u\v è \(L - X)-l\L2\au\L2 

^ (1/distU, a(L)))((q - p)/2)\u\L2, 

where we use the fact that 

\(L — X)~l\L2 = spectral radius of (L — A)-1 

= sup{l/|A - /JL\: fieaÇL)}. 

But inf{|A — fx\: fiea(L)} > (q — p/2, hence (3.10) implies u = 0. 
Because of (3.7) it follows that g(u) = o(\u\) as |w| -• oo. Hence we may 
apply theorem 2.1 to deduce the existence of a solution of (3.8). Since 
(L - A)-1: L2(0, 2%) -» CX^tf), 2;r] H (w: w(w) is absolutely continuous}, 
it follows that in fact u G O[0, 2%\ and satisfies (3.4). 

REMARK 3.2. Theorem 3.1 remains valid without the assumption of 
self-adjointness provided we assume the following: There exists X G (p, q) 
such that \(L — X)~l\L2\h — A|L~ < 1. In this case we define F in exactly 
the same way and note that a formula like (3.10) may be used to conclude 
that u G F(u) implies u = 0. 

As an example for the above existence theorem we consider a result of 
Loud [26] which has been the source of many papers on periodically 
perturbed conservative systems. 

The problem is to establish the existence of periodic solutions (of 
period 2%) of the equation 

(3.11) u" + g(u) = p(t), 

where p is a given 2TC periodic continuous function. We assume that g 
satisfies the Lipschitz condition 

(3.12) (n + <?)2 ^ (g(u) - g(0))/u ^ (n + 1 - £)2, 
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where ö is a small positive constant. We rewrite (3.11) as 

(3.13) u" + h(u)u = p(t) + g(0), 

where h(u) = (g(u) — g(0))/w and thus A satisfies (3.12). We may therefore 
apply theorem 3.1 and obtain the result. 

COROLLARY 3.3. Let g satisfy (3.12), then for any 2%-periodic function p 
there exists a 2%-periodic solution o/(3.11). 

If (3.12) is replaced by the stronger requirement 

(3.14) n2 < p ^ (g(u) _ g ( v ) ) / ( M _ v ) <g q < {n + 1)2? 

/Aen in fact, this solution is unique. 

We also note that theorem 2.1 shows that Theorem 3.1 and hence 
Corollary 3.3 is true if it is required that (3.5) and (3.12) hold for large 
\u\ only. 

Another way of stating (3.12) is the following: There exists f e 
(n2, (n + I)2) such that 

\g(u) - g(0) - £w| < k\u\, \u\ large, 

where 

k < min{£ - n\ (n + l)2 - £}, 

in which case Corollary 3.3 immediately fits into the context of example 
2.10. 

Let us next consider the case where equation (3.11) is a coupled system 
of equations and p may depend upon x (and also on x'). 

(3.15) x" + grad G(x) = p(t, x). 

THEOREM 3.4. Let there exist constant symmetric matrices A and B with 
eigenvalues Xi g X2 ^ • • • ^ K> Mi ̂  M2 ^ * • * ^ A«»> respectively, which 
satisfy 

(3.16) #2 < ^ g {xk < (Nk + l)2, 

where Nif . . . , N„ are integers. Furthermore assume that 

(3-17) A^(wk) = B>ueRn-
Let p be 2%-periodic with respect to t and be such that \p{t, x)\\\x\ -* 0 as 
\x\ -* oo uniformly with respect to t e [0, 2%]. Then (3.15) A&s a 2%-perio
dic solution. 

PROOF. We rewrite (3.15) as 

(3.18) x" + Bx = (^x - grad G{x) + grad G(0)) - grad (7(0) + p(t, x). 
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By the assumption concerning the eigenvalues of B it follows that the left 
hand side of (3.18) defines an invertible self-adjoint operator in L2(0, 2%) 
whose inverse, denoted by K, can be viewed as a compact operator on 
C2?r[0, 2%\ = {x e C[0, 2%\\ x(0) = x(2%)}. Hence (3.18) may be written 
as x = f(x) + g(x), where f{x) = K(Bx — grad G(x) + grad G(0)) and 
g(x) = K(j>(-9 x) - grad G(0)). Now 

Bx - grad G(x) + grad G(0) = Bx - P 4 ^ (sx) xds 

= ï<kB~ W^(sx))xds = p(x)*' 
where d2G/dx2 is the Hessian matrix (b^GIdxßXj), and 0 g P ^ £ - A. 
Hence/(x) e F(x) = {v e C2jr[0, 2%]:v = KQx, where g(f) is a symmetric 
matrix with measurable entries, such that 0 ^ Q(t) ^ B — A}. The 
theorem will therefore follow from theorem 3.1 provided we show that 
(2.2) holds with A = 0. Thus let x e F{x), i.e., x = KQx or x" + 
(B — Q(t))x = 0, where Q is a measurable symmetric matrix, with 0 ^ 
Q(t) ^ B - A. Since ^ g B - g(f) ^ £, the conclusion will follow 
from the next lemma. 

LEMMA 3.5. Let P(t), — oo < f < oo, be a 2%-per iodic measurable 
symmetric n x n matrix such that A ^ P(t) ^ B where A and B are as 
above. Then the only 2%-periodic solution of u" + P(t)u = 0 is the trivial 
solution. 

PROOF. It suffices to show that the operator 

L- P: dorn L = {u e AC\- oo, oo): u(t + 2%) = u(t), u" e L2(0, 2%)} 

does not have zero as an eigenvalue, where Lu = w", (Pu)(t) = P(t)u(t). 
Thus let ft be an eigenvalue. Then because of the symmetry of P we get 
that ft is real and — w" — P(t)u = juu has a nontrivial 2^-periodic solution. 
Hence 

- ( W " , i/)L2 - (P(t)u, U)L2 = / /(tt , W)L2 

and since {Au, u) ^ (P(t)u, u) ^ (ito, w) it follows that 

- ( « " , w)L2 - (Bu, u)L2 ^ /i(w, u)L2 S - (w", u)L2 - {Au, u)L2, 

which by the variational characterization of the eigenvalues implies that 
for some k and some integer n, n2 — [xk g JLL ^ n2 — ^ , which by (3.16) 
implies that ^ ^ 0. Hence the lemma follows. 

REMARK 3.6. One may also treat perturbation terms of the form 
p(t, x, x') as long as p(t, x, x')/(M + \x'\) -> 0 as \x\ + \x'\ -• oo. In this 
case one employs for E the space QJO, 2%\ and arguments similar to 
the above. 
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Let us next consider nonlinear Sturm-Liouville problems of the form 

Lu = Ara + f(t9 u, w\ X), 

(3.19) au(0) + bu'(0) = 0, 

cu{\) + du\\) = 0 

and 

Lu = Iru +f(t, u, u\ A) + g(t) 

(3.20) au(0) + </w'(0) = 0 

cu(\) + </w'(l) = 0, 

where L is the regular differential operator 

Lu = —(pu')' + qu, 

where /? and r are positive and continuous on [0, 1], q is continuous and 
{a2 + b2)(c2 + J2) > 0. We assume there exists M > 0 such that 

(3.21) |/(f, ii, v, A)| g M\u\, (f, w, v, A) e [0, 1] x R3, 

and that/is continuous. 
We shall be concerned with the question of finding all real values of A 

for which (3.29) has nontrivial solutions for some / satisfying (3.21) and 
finding those A for which (3.20) has solutions for all g e L2(0, 1) and all 
/satisfying (3.21). 

Assuming that A = 0 is not an eigenvalue of the associated linear 
problem ( / = 0), the operator L subject to the boundary conditions has 
an inverse on L2(0, 1) which we view as a completely continuous operator 
L-i on E = C![0, 1]. 

Then (3.19) and (3.20) may be rewritten as 

(3.22) u = lAu + A(A, u) 

(3.23) u = lAu + A(A, u) + e, 

where 

Au = Lrlru 

A(A, u)(t) = L-ifiu u, u\ A) 

e = L-ig. 

Clearly h is completely continuous and 

Ä(A, u) e F(u) = {veE:v = Ah, where h e L°°(0, 1) 

is such that r0\h(s)\ ^ M\u{s)\ a.e., 

r0 = min r{s)}. 
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It follows immediately that F is completely continuous, positive homo
geneous and F is starlike with respect to 0. 

THEOREM 3.7. Let X0 < X\ < • • • < Xn < • • • be the eigenvalues of the 
linear problem subject to the boundary conditions. If f satisfies (3.21) and 
(A, u) satisfies (3.19) with u ^ 0, then 

oo 

ke\J[Xk-Mlr09Xk + M/r0]. 

If l^ \ySAh - Mlr& h + Mlrol then (3-2°) has a solution for every 
gzL*(0, 1). 

PROOF. If (A, u) satisfies (3.19), then u = lAu + h(X, u). Thus either 
X = Xk for some À: or u = (id — XA)~lh{X, u). Taking L2 norms and 
viewing (id — XA)~l as an L2 operator we get 

|i#b ^ lOd - U)-iAy(MlrQ)\uy. 

Since w # 0, it follows that 

d i s t a {Xt)) = l/|(id - U)-iA»\ ^ M/r0, 

proving the first assertion. In fact, we have shown that if u e XAu -h F(w), 
u 7* 0, then X e (j£L0U* — ^A"o> ^- + ^/ r o]- Thus the second assertion 
follows immediately from theorem 2.1. 

REMARK 3.8. Assumption (3.21) may be relaxed to 

(3.24) \f(t, u, «', X)\ g M\u\ + K\u'\ 

provided AT is sufficiently small. In this case (JjLoU* — Mjr^, Xk + M/r0] 
must be replaced by [j^=0[Xk — ak9 Xk + bk] where it is known that these 
intervals are eventually pairwise disjoint. 

REMARK 3.9. If we consider the linear problem ( / = 0), then to each Xk 

there corresponds a one dimensional space of solutions where each 
nontrivial solution has precisely k nodes interior to (0, 1). I f / i s differ
entiate at 0, then it is known that in fact each Xk is a bifurcation point 
for the nonlinear problem, and the global bifurcation theorem of Kras-
nosel'skii and Rabinowitz may be applied. If, on the other hand,/satisfies 
the Lipschitz condition (3.21) or (3.24), one may show that each interval 
Ik = [Xk - M0/r0, Xk + M0/r0] (or Ik = [Xk - ak, Xk + bk]) which is 
disjoint from the other such intervals will be a bifurcation interval and 
an unbounded continuum of nontrivial solutions having k nodes in (0, 1) 
bifurcate from this interval, i.e., there exists a set of solutions Sk = 
{(X, u): X e Ik and u has exactly k nodes in (0,1)} which is such that cl(5*) 
H {h x {0}) 7* 0 and cl(Sk) is an unbounded continuum. If (3.21) only 
holds near the origin one may still conclude all the above properties 

file:///ySAh
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about cl(Sk), except that I no longer need be such that Xelk for all 

REMARK 3.10. The problems discussed in this section have been written 
about extensively. Theorem 3.1 presents a generalization of a result of 
Kannan and Locker [13]. The results on periodically perturbed conserva
tive systems have been established in various forms and by various 
means by Loud [26], Leach [25], Ahmad [1], Mawhin [27], Kannan [12], 
Ward [48], Brown and Liu [5]. Lemma 3.5 which is crucial for our method 
of attack is due to Lazer [23]. The case of periodically perturbed non-
conservative systems which has been extensively studied by Reissig 
[32-35] may also be treated by the results of section 2 by employing 
arguments based on Remark 3.2. The results covered by Theorem 3.7, 
and Remarks 3.8, 3.9 are due to Schmitt and Smith [40] (see also Schmitt 
[39]). Results analogous to that established by Castro [6] for weak solu
tions of nonlinear Dirichlet problems may also be established by means 
of the methods of §2 and §3 by using the appropriate function space 
setup. 

4. Weak solutions of nonlinear elliptic equations. In this chapter we 
consider some boundary value problems for nonlinear elliptic partial 
differential equations which are motivated by the nonresonance 
results of Landesman and Lazer [16] and which have been extended in 
various directions by several authors. The setup again is such that 
these results may be put into the framework of the theory developed 
in chapter 2. We shall restrict ourselves here to equations of order 2, 
though elliptic equations of higher order may be treated in much the 
same way. 

Let G be a bounded domain in Rn and let H*(G) be the Sobolev space 
of all real valued L2(G) functions having weak derivatives up to order i 
which belong to L2(G), i.e., 

H\G) = {weL2(G): 9«weL2(G); \a\ è 1}, 

where a = (<%i, . . . , ccn) is a multiindex, \a\ = £?=i<x* a n d 3*w *s the weak 
derivative of u of order a, and of course, d°u = w. The inner product in 
H>(G) is given by 

Furthermore, Hl
Q{G) shall denote the closure of C^(G) in i/'(G). 

Let V be a sub-Hilbert space of H\G) which contains H\(G) and H a 
sub-Hilbert space of L2(dG) and let 7*: V -• H be a linear surjection with 
kernel Hl(G) and assume that H is isomorphic to K///J(G). 

Let ax\ V x V -> R and a2: H x H -> R be continuous sesquilinear 
forms and put 
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(4.1) a(u, v) = ax (u, v) + a2(yu, yv), u, V e V. 

Furthermore l e t / e L2{G) be given and consider the problem: 

(4.2) Find ueVsuch that a(u, v) = (/, v)L2(G), veV. 

Define the linear operators Lx and L2 by domain Lx = d o m ^ ) = {ueV: 
v -> «!(«, v) is a continuous linear functional of L2{G)} and 

tfi(w, v) = (Lxw, v)L2(G), v e K, 

and L2(j){(ß) = «2(̂ 9 )̂> <j>> (ft^H. Further let the operator p be defined by 

(4.3) ax(u, v) - (L\u, v)L2(G) = pu(yv), M edom(Li), v e K 

Then it is well-know (see, e.g., Showalter [42]) that problem (4.2) is 
equivalent to the problem: 

(4.4) Find ueV such that L\u — f, pu + L2(yu) = 0. 

Concerning G we assume that dG is a C2 manifold of dimension n — 1 
such that G lies on one side of dG, and we define the operator L similar 
to Lx by 

(4.5) a(u, v) = {Lu, v)L2(G), w e dorn L, v e V, 

and we shall assume that a is symmetric, i.e. a(u, v) = a{v, u), u, v e V. 
Then it is true that A is self-adjoint, also because of the regularity as
sumptions on the boundary it follows that the injection of H\G) into 
L2(G) is compact, and hence Fis compactly injected into L2{G). 

REMARK 4.1. If V = Hl{G), then the injection of Finto L2{G) is com
pact; we therefore can treat the case of Dirichlet boundary conditions in 
a somewhat more general setting. 

Let us further assume that a is K-elliptic, i.e., there exists a constant 
c > 0 such that 

a(u, v) ^ c\u\2
mG), ueV. 

In this case it is known that there exists an infinite sequence of eigen
values 

0 < XQ ^ Xi ^ • • • ^ XN ^ • • • lim XN -* 00 

with associated eigenfunctions {vj}f->0, such that (v„ Vy)L2(G) = 5,-y 
(Kronecker delta) of a, i.e for / = 0, 1, 2, . . . , 

a{\{, v) = ^(v :, v), v e V, 

and {v,}£L0 is a basis for L2(G). 
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Let / : G x R x R" -> R and / : G x R x R* -* R be functions which 
satisfy Carathéodory conditions and are such that 

(4.6) XN è cc(x) ^ fix, u9 v) g ß(x) g ^ + 1 , 

where a, ß e L°°(G) are such that they differ from XN, respectively ÀN+i, 
on a set of positive measure, and there exists e e L°°(G) and for all e > 0, 
d£ e L2(G) such that 

(4.7) |g(x, ii, v)| ^ e c(*)|(n, v)| + d£(x). 

We now consider the problem : 
Find ueVsuch that 

a(u, v) = (/(•, w, 3w)w, v)L2(G) + (g(-, w, 3w), v)L2(G), v e K, 

where 3M = (diu, . . ., 3ww) is the distributional gradient vector of u. As 
was observed earlier, this problem is equivalent to the boundary value 
problem 

L\u = (/(. , w, du)u + g(-, w, 3w) 
(4.8) 

pw + L2(fu) = 0, M e V. 

Before proving an existence theorem for this problem we verify some 
auxiliary results. 

LEMMA 4.2. Letp e L°°(G) be such that 

(4.9) kN ^ p(x) ^ XN+l9 

and suppose that p djffers from A# and XN+i on a set of positive measure. 
Then the only solution u e V of 

(4.10) a(u, v) = (/>(>, v)L2(G), veV 

is u = 0. 

PROOF. If u # 0, then because of the hypotheses on p we conclude that 

(4.11) ANMh(G) < (/K-K W)LZ(G) < *N+lMh(G) 

(u cannot vanish on sets of positive measure unless u = 0), hence 

oo 

(4.12) a(«, v) = g A,a? 

must satisfy 
oo 

(4.13) ^NMLHG) < 2 ^ < ^+IIWIL2(G), 

but since {vjg,0 is a n orthonormal basis for L2(G) we get also that |w|£2(G) 
_ T o o „ 2 
— Z J *=()<**• 
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If now u e span {v0, . . ., vN) = Hx then a, = 0 for i ^ N + 1 and the 
left side of (4.11) implies that a{ = 0 for i — 0, . . ., N. Similarly if « e 
cl(span {vN+1, vN+2> •••}) = H2, then the right side of (4.11) implies that 
a. = 0, i = 0, 1, . . . . 

Hence u = ux + w2,
 w i e #i> w2 e #2> where neither Wi nor w2 equal 0. 

On the other hand it follows from (4.10), that 

0 = a(ux + W2, Mi - U2) - ( /?(')(w l + U2% «I - W2)L2(G) 

(4.14) = a(ul9 ili) - «(«g, w2) - 0(-)wi, wi) - O O 2 , w2) 

= a(wi, w0 - (/?(->/b wi) - (a(u2, u2) - (/>(-)w2, "2))-

For any nontrivial u (4.11) holds with < replaced by ^ , this coupled 
with (4.12) yields that 

(4.15) a(ul9 ux) - 0 ? O i , wi) g 0 ^ a(w2, w2) - (p(-)u2, w2), 

hence because of (4.14) we must have that equality holds in (4.15). This 
on the other hand implies that a^ = oc\ = • • • = a^ = • • • = 0 , con
tradicting that M ^ 0 . 

Let us now consider the problem (4.7) or equivalently (4.8). Let A = 
(AN + Atf+i)/2, Then the resolvent (L — A)"1 is a compact mapping from 
L2(G) to F and (4.8) is equivalent to 

(4.16) u = (L - A)-1(/(K) - *)« + (L - A)"1!^), 

where in fact because of the assumptions on the boundary the right hand 
side belongs to H2(G) f| V, where we have let f{u)u and g(u) to be the 
Nemitskii operators associated with/( - , u, du)u and g(-, u, du). Since, 
because of the Carathéodory assumptions upon / and g, f(u)u and g(u) 
are continuous from V to L2(G), it follows that the right hand side of 
(4.16) is a completely continuous mapping from V io V (here we have 
used the fact that the injection of H2(G) into H^G) is compact (see, e.g., 
[42])). 

We now wish to apply theorem 2.1, more specifically the more general 
result pointed out in remark 2.4. 

We define F by 

FW = (v e V: v = (L - a r W ) - X)u, 

(4.17) where/? e L°°{G) is such that lN ^ p(x) ^ Ajy+i, and /? differs 

from each of XN and ÀN+\ on sets of positive measure}. 

Then F is completely continuous and homogeneous. Further it follows 
that if w e F(u), then Lu = p(-)u, for some such p, and hence by lemma 
4.2 it follows that u = 0. 

One now proves (see, e.g., lemma 2.2 of [30]) that if u is a solution of 



FREDHOLM ALTERNATIVES FOR NONLINEAR D E ' s 837 

u = (L - X)-Kp(-) - X)u + (L - ^)"1J, y e L\G), 

then there exists a constant 5 > 0 such that 

for any p satisfying the above requirement. Hence for y = g(u) it follows 
that 

d\u\ffi ^ e\c\L~\u\Hi + \d£\L2 

for any e > 0. Hence if £|c|Loo < 5 it follows that 

Nifi ^ Kb/(<? - eklL-X 

and we may apply a remark analogous to remark 2.4 to conclude that (4.8) 
has a solution. These remarks may be summarized in the following 
theorem. 

THEOREM 4.3. Let f and g satisfy (4.6), respectively (4.7), then there 
exists a solution ueVo/(4.8). 

Various results for elliptic partial differential equations of second order 
may now be obtained by choosing V and the sesquilinear quadratic forms 
accordingly (see, e.g., [42]). 

In particular, the results of Castro [6], Landesman and Lazer [16] and 
Mawhin and Ward [30] may be put into the above framework. 

5. Some results on boundary value problems for nonlinear systems. We 
consider the boundary value problem of Nicoletti type 

x' = fit, x\ a < t < b 
(5.1) - -

xfa) = rt-, ti e [a, b]9\ %i<Ln 

where/: [a, b] x Rw -> Rn is continuous and r{ e R are given real numbers. 
We assume that 

(5.2) \ffa x) - f(t, 0)| ^ J P,7(0 W, l£i£n. 

where P^: [a, b] -* [0, oo) 1 ^ ij ^ n are continuous functions. Further
more we require that if u(t) is an absolutely continuous function satisfying 
almost everywhere 

(5.3) i^oi^Ç^XOMOI 

and 

(5.4) ufa) = 0, 1 S i é n, 



838 

then u = 0. 

K. SCHMITT AND H. SMITH 

THEOREM 5.1. Let the above conditions hold. Then for any choice ofr{ e R 
the problem (5.1) has a solution. 

PROOF. (5.1) is equivalent to the operator equation 

(5.5) x = h(x) + g, 

where x e C([a, b], Rn) and h and g are given by 

T(/i(*, *w)-/i(*,o)>fc 

h(x)(t) = 

f (fn(s,x(s))-fn(s,0))ds 
LJtn 

g(0 = 

' i + [ A(s,0)ds 

rn + f ' fn(s, 0)ds 
Jt» 

It is clear that A is a completely continuous operator and has a set valued 
derivative given by 

H(x) = { V 6 C[a9 b]: v,(0 = £ «,<*)*, 

where w,-(0 is measurable on [a, b] and 

satisfies \ut(t)\ ^ V P,/0l*X0l}. 

If x e //(*), then it follows from the definition of H that 

Pi 

and Xj(tt) = 0, hence x = 0 by hypothesis. The other requirements are 
equally easy to verify. 

REMARK 5.2. If one requires that any function u which satisfies (5.3) 
must vanish identically, then one may also conclude that the set {V,-} may 
be specified arbitrarily. It also should be clear how one may obtain results 
similar to the one above for the problem 

(5.6) 
x' =f(t,x), 

Lx = r, 
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where L: C([a, b]9 R
n) -> Rn is a continous linear mapping. Further if 

(5.2) is replaced by a Lipschitz condition 

\f({t9 x) -m, y)\ ^ J] P<j(t)\Xj - yj\9 
Pi 

then under the above conditions one may again deduce uniqueness. 
Let/: (a, b) x Rw -> R be continuous and satisfy 

(5.7) |/(r, yl9...9 yn) - /(f, 0, . . . , 0)| ^ £ * / / ) ! *l-

The boundary value problem 

(5.8) ^ ' 
x«-i>(fy) = c,7 1 ^ i g ny, 2"y = n 

j 

may then be viewed as a special case of a problem of the form (5.6) and 
one obtains the result that if x e Cn~\a9 b) has an absolutely continuous 
(n — l)st derivative and satisfies 

l^(l,)(0I^SfcX0l^-1}|a.e., 
(5.9) PL 

X«-l)(tj) = 0, 1 ^ / ^ /ly, Jjlj = « 

implies that x must vanish identically, then (5.8) will have a solution. 

REMARK 5.3. Results for boundary value problems of Nicoletti and 
more general types such as those discussed here may be found in Lasota 
and Opial [21, 22] Lasota [19], Krakowiak [15]. Two point and many point 
problems of the type of (5.8) have been discussed by Jackson [9,10] where 
also some interesting applications of the Pontryagin maximum principle 
are given to conclude that (5.9) have a unique solution. The more general 
problem area, where uniqueness of solutions does imply existence has 
not been touched upon here. The interested reader is referred to papers by 
Lasota [20], Jackson [9], Jackson and Schrader [11], where such problems 
are discussed. 

Many of the results on differential inequalities which are primarily 
motivated by the work of Bailey, Shampine and Waltman [2], may indeed 
by derived by the methods discussed here; we refer the interested reader 
to Schmitt [36] and Szafraniec [44], where this has been done. 
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