# FRACTIONAL POWERS OF CLOSED OPERATORS AND THE SEMIGROUPS GENERATED BY THEM 
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Fractional powers of closed linear operators were first constructed by Bochner [2] and subsequently Feller [3], for the Laplacian operator. These constructions depend in an essential way on the fact that the Laplacian generates a semigroup. Phillips [6] in fact showed that these constructions (for positive indices less than one) were part of a more general one based on the Kolmogoroff-Levy representation theorem for infinitely divisible distributions. Finally, the present author constructed an operational calculus [1] for infinitesimal generators affording in particular a systematic study of the representation and properties of these operators.

In this paper we obtain a new construction for fractional powers in which it is not required that the base operator generate a semigroup; indeed its domain need not even be dense. Since the semigroup is not available, the previous constructions, based as they are on the RiemannLiouville integrals, are not possible. However, we shall show, if the resolvent exists for $\lambda>0$, and is $O(1 / \lambda)$ for all $\lambda$, (a weaker condition will suffice at the origin, see § 7), then fractional powers may still be constructed, using an abstract version of the Stieltjes transform.

It is immediate that a closed operator $A$, for which $\|\lambda R(\lambda, A)\|<$ $M$, does not necessarily generate a semigroup of any type. For a simple example, let the Banach space be $l_{2}(-\infty, \infty)$ and let $A$ correspond to multiplying the $n$th coordinate by $n(1+i)$ say. Then for $\lambda>0$, $\|R(\lambda, A)\| \leq \sqrt{2} / \lambda$, whereas $A$ does not generate a semigroup, since no right-half plane is free of the spectra of $A$. An example in which $A$ has no spectra in the right half plane and yet no semigroup is generated is given by Phillips [4].

The main motivation for the construction of fractional powers is the application to abstract Cauchy problems of the type:

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}} u(t) \pm A u(t)=0 \tag{1}
\end{equation*}
$$

for $n \geq 2$, and it turns out that for the solution of (1.1), $A$ itself need not be an infinitesimal generator. In this paper we study only the case $n=2$, and we expect to consider the general case later.

The properties of newly constructed fractional powers are identical with those obtained in [1] for the case where $A$ is a generator, with one important difference; namely that $-(-A)^{\alpha}$ generates semigroups in

[^0]general only for $\alpha \leq 1 / 2$. On the other hand, these are the only exponents that matter in the application to Cauchy problems of the type (1.1).

1. Construction of fractional powers. Let $A$ be a closed linear operator with domain and range in a Banach space $X$. Let each $\lambda>0$ belong to its resolvent set and let ( $H_{0}$ )

$$
\|\lambda R(\lambda, A)\|<M<\infty, \quad \quad \lambda>0
$$

We have already noted that these conditions do not imply that $A$ generate a semigroup of any kind. Let $x \in D(A)$. Then for $0<\alpha<1$, the integral

$$
\int_{0}^{\infty} \lambda^{\alpha-1} R(\lambda, A) A x d \lambda
$$

where $\lambda^{\alpha}$ is taken positive, is convergent in the Bochner or absolute sense, since it can be expressed as

$$
\int_{0}^{1} \lambda^{\alpha-1}[R(\lambda, A) x-x] d \lambda+\int_{1}^{\infty} \lambda^{\alpha-1} R(\lambda, A) A x d \lambda
$$

and both of these intergals are absolutely convergent in view of $\left(H_{0}\right)$. We define a linear operater $J^{\alpha}$ such that:

$$
\begin{equation*}
J^{\alpha} x=\frac{\sin \pi \alpha}{\pi} \int_{0}^{\infty} \lambda^{\alpha-1} R(\lambda, A)(-A) x d \lambda, \quad 0<\mathfrak{R e} \alpha<1 \tag{2.1}
\end{equation*}
$$

For $0<\mathfrak{R e} \alpha<2$, we define for each $x \in D\left(A^{2}\right)$

$$
\begin{align*}
J^{\alpha} x= & \frac{1}{\Gamma(1-\alpha) \Gamma(\alpha)} \int_{0}^{\infty} \lambda^{\alpha-1}\left[R(\lambda, A)-\frac{\lambda}{1+\lambda^{2}}\right](-A) x d \lambda  \tag{2.2}\\
& +\sin \pi \alpha / 2(-A) x
\end{align*}
$$

For $x \in D\left(A^{2}\right)$ definitions (2.1) and (2.2) coincide for overlapping ranges of $\alpha$. More generally, for $\alpha$ such that $n-1<\mathfrak{R e} \alpha<n$, we define, for $x \in D\left(A^{n}\right)$ :

$$
\begin{equation*}
J^{\alpha} x=J^{\alpha-n+1}(-A)^{n-1} x \tag{2.3}
\end{equation*}
$$

For $n-1<\mathfrak{R e} \alpha \leq n$, we define for $x \in D\left(A^{n+1}\right)$

$$
\begin{equation*}
J^{\alpha} x=J^{\alpha-n+1}(-A)^{n-1} x \tag{2.4}
\end{equation*}
$$

These definitions are also evidently consistent. In (2.1), the principal value of $\lambda^{\alpha}$ is taken so that $\lambda^{\alpha}$ is positive for $\alpha$ positive.

We shall now obtain some properties of these operators which will qualify them to be recognized as fractional powers. First, if $A$ does
generate a semigroup, these coincide with the previous definitions in [1]. In particular, if we specialize $-A$ to be denote multiplication by the complex number $s$, non-negative, on the space of complex numbers, the definitions yield $s^{\alpha}$, principal determination.

Lemma 2.1. The operators $J^{\alpha}$ can be extended to be closed linear.

Proof. The operators $J^{a}$ being linear, it is enough to show that for any sequence $x_{n}, x_{n} \in D\left(J^{\alpha}\right)$, converging to zero, the sequence $J^{\alpha} x_{n}$, if convergent, has zero limit also. To be specific, let $0<\mathfrak{R e} \alpha<1$. Consider

$$
y_{n}=R(\lambda, A) J^{\alpha} x_{n}
$$

for fixed $\lambda$. Now $R(\lambda, A) x_{n} \in D(A)=D\left(J^{\alpha}\right)$ and it readily follow from (2.1) that

$$
\begin{equation*}
R(\lambda, A) J^{\alpha} x_{n}=J^{\alpha} R(\lambda, A) x_{n} \tag{2.5}
\end{equation*}
$$

Moreover, since $A R(\lambda, A)$ is bounded linear, so is $J^{\alpha} R(\lambda, A)$. Hence if limit $J^{\alpha} x_{n}=y$, we have from (2.5) that $R(\lambda, A) y$ is zero, hence $y$ is zero also. The proof for other values of $\alpha$ is similar.

Lemma 2.2. For $x \in D\left(A^{n}\right), J^{\alpha} x$ is analytic in $\alpha$ for $0<\mathfrak{R e} \alpha<n$.
Proof. This may be directly verified from the definitions. In particular, it may be noted that for $x \in D\left(A^{\infty}\right), J^{\alpha} x$ is analytic for $\mathfrak{R e} \alpha>0$.

For elements in certain domains larger than the ones in Lemma 2.2, we retain continuity. Thus

Lemma 2.3. Let $x \in D(A)$ and $A x \in \overline{D(A)}$. Then for $0<\mathfrak{R e} \alpha<1$ and $\alpha$ tending to 1 in a fixed sector about $1, J^{\alpha} x \rightarrow-A x$.

Proof. We note that since $A x \in \overline{D(A)}, \lambda R(\lambda, A) A x \rightarrow A x$ as $\lambda \rightarrow \infty$. Now

$$
J^{\alpha} x-(-A) x=\int_{0}^{\infty} \frac{\sin \pi \alpha}{\pi} \lambda^{\alpha-1}\left[R(\lambda, A)-\frac{1}{\lambda+1}\right](-A) x d \lambda
$$

and the integral can be split into two parts, one from 0 to $L$ and the other from $L$ to infinity. For fixed $L$, the first part goes to zero since it is $0(|\sin \pi \alpha|)$. The second part in absolute value is

$$
\begin{array}{r}
<L^{\sigma-1}\left|\frac{\sin \pi(1-\alpha)}{\pi(1-\sigma)}\right| \sup \|[\lambda R(\lambda, A)-I](-A) x\|+M \frac{L^{\sigma-2}}{|\sigma-2|}\|A x\| \\
\sigma=\mathfrak{R e} \alpha
\end{array}
$$

and hence goes to zero also.
We do not in general have convergence to the identity at the origin, $\alpha=0$. For if for some $x, A x=0, J^{\alpha} x$ is zero also. However, we can state:

Lemma 2.4. For any $x \in D(A)$ such that $\lambda R(\lambda, A) x \rightarrow 0$ as $\lambda \rightarrow 0$, $J^{\alpha} x \rightarrow x$ as $\alpha \rightarrow 0+$ in a fixed sector about 0.

Proof. We have

$$
\begin{aligned}
J^{\alpha} x-x & =-\frac{\sin \pi \alpha}{\pi} \int_{0}^{\infty}\left[R(\lambda, A) A x+\frac{x}{\lambda+1}\right] \lambda^{\alpha-1} d \lambda \\
& =-\frac{\sin \pi \alpha}{\pi} \int_{0}^{\infty} \lambda^{\alpha} \frac{R(\lambda, A)(x+A x)}{\lambda+1} d \lambda
\end{aligned}
$$

and the result follows from the second integral as a simple estimation shows.

Lemma 2.5. Let $x \in D\left(A^{2}\right)$. Then for $0<\mathfrak{R e}(\alpha+\beta)<1$,

$$
\begin{equation*}
J^{\alpha+\beta} x=J^{\alpha} J^{\beta} x . \tag{2.6}
\end{equation*}
$$

Proof. For $x \in D\left(A^{2}\right)$, it is clear from (2.1) that $J^{\beta} x \in D(A)=$ $D\left(J^{\alpha}\right)$. Moreover we have:

$$
J^{\alpha} J^{\beta} x=\frac{\sin \pi \alpha}{\pi} \frac{\sin \pi \beta}{\pi} \int_{0}^{\infty} \int_{0}^{\infty} \lambda^{\beta-1} \mu^{\alpha-1} R(\lambda, A) R(\mu, A) A^{2} x d \lambda d \mu,
$$

where the double integral is absolutely convergent, and can be rewritten as

$$
\frac{\sin \pi \alpha}{\pi} \frac{\sin \pi \beta}{\pi} \int_{0}^{1}\left(\sigma^{\beta-1}+\sigma^{\alpha-1}\right) d \sigma \int_{0}^{\infty} R(\lambda \sigma, A) R(\lambda, A) A^{2} x \lambda^{\alpha+\beta-1} d \lambda
$$

Using the first resolvent equation, we have

$$
R(\lambda \sigma, A) R(\lambda, A) A^{2} x=\frac{\sigma R(\lambda \sigma, A)-R(\lambda, A)}{1-\sigma}(-A) x
$$

so that we have finally, after a change of variable:

$$
J^{\alpha} J^{\beta} x=\text { Const. } \int_{0}^{\infty} \lambda^{\alpha+\beta-1} R(\lambda, A)(-A) x d \lambda
$$

where the constant

$$
\frac{\sin \pi \alpha}{\pi} \frac{\sin \pi \beta}{\pi} \int_{0}^{1} \frac{\left(\sigma^{\beta-1}+\sigma^{\alpha-1}-\sigma^{-\alpha}-\sigma^{-\beta}\right)}{(1-\sigma)} d \sigma
$$

evaluates to $\sin \pi(\alpha+B) / \pi$, thus verifying (2.6),

The semigroup property is readily extended to all exponents for $x \in D\left(A^{\infty}\right)$. For exponents less than some finite positive number this domain can be enlarged. First, however, we define:

$$
\begin{equation*}
(-A)^{\alpha}=\text { Smallest closed extension of } J^{\alpha} . \tag{2.7}
\end{equation*}
$$

We term this the principal value, even though we cannot, in general, claim that any other determination will differ from it by only a factor of $\exp i \pi k$ for integral $k$. For an example see [1]. On the other hand, the principal determination still enjoys a uniqueness property similar to the one obtained by Hille [4] for linear bounded operators. We state this as a Lemma:

Lemma 2.5. Let $x \in D\left(A^{\infty}\right)$. Then

$$
\begin{equation*}
\limsup _{|\eta| \rightarrow \infty} \frac{\log \left\|(-A)^{\sigma+i \eta} x\right\|}{|\eta|}<\pi \tag{2.8}
\end{equation*}
$$

Moreover, it is not possible to find a determination of $(-A)^{\alpha}$ analytic in $\alpha$ for $x \in D\left(A^{\infty}\right)$, interpolating integral powers, and preserving the extremal property, other than the one given in (2.7).

Proof. A direct calculation yields (2.8). The uniqueness part follows as in [4, p. 496], using a classical result of F. Carlson.

We note that all these fractional powers are uniquely determined by their values on $D\left(A^{n}\right)$ each for a large enough $n$. [Actually on $D\left(A^{\infty}\right)$, the latter domain being dense in $\overline{D(A)}$. See §3, Lemma 3.1.] The semigroup property (2.6) can be sharpened to read

$$
\begin{equation*}
(-A)^{\alpha+\beta}=\left[(-A)^{\alpha}(-A)^{\beta}\right]_{c} \tag{2.9}
\end{equation*}
$$

the right side being the smallest closure of $(-A)^{\alpha}(-A)^{\beta}$. This follows essentially from the fact that $J^{\alpha}$ (and hence $(-A)^{\alpha}$ ) commutes with $R(\lambda, A)$, as in [1].
3. Spectral theory. We next examine the spectra of the operators $(-A)^{x}$. For this purpose we denote the second commutant of the set $\{R(\lambda, A), \lambda>0\}$ by $\mathfrak{B}$. Then $\mathfrak{B}$ is a commutative Banach algebra with unit, and is strongly closed. Moreover, using the Gelfand theory, the linear multiplicative functionals over $\mathfrak{B}$ split into two classes $\mathfrak{M}_{0}$ and $\mathfrak{M}_{1}$. For any $m \in \mathfrak{M}_{0}$,

$$
m[R(\lambda, A)]=0
$$

while for any $m \in \mathfrak{M}_{1}$, there is an $s \in \sigma[A]$, such that

$$
m[R(\lambda, A)]=1 /(\lambda-s)
$$

for every $\lambda>0$.
For any function $\alpha$ of bounded variation on compact Borel sets of the half-line $[0, \infty)$ such that

$$
\int_{0}^{\infty}\|R(\lambda, A) x\| d|\alpha|<\infty
$$

it is clear that setting

$$
\theta(\alpha) x=\int_{0}^{\infty} R(\lambda, A) x d \alpha
$$

$\theta(\alpha) \in \mathfrak{B}$. We now collect some special functions we shall need in the sequel. Let $\mu$ be a complex number such that $\mu+|s|^{\alpha} \exp i \alpha \theta \neq 0$, for any $|s|$ and $-\pi \leq \theta \leq \pi$, and fixed $\alpha, 0<\mathfrak{R e} \alpha<1$. We can always find such a number for $|\alpha|$ sufficiently small, and we shall assume this is the case. Let

$$
\begin{equation*}
f(\lambda)=(1 / \pi)(1 / 2 i)\left[\left(\mu+\lambda^{\alpha} e^{-i \pi \alpha}\right)^{-1}-\left(\mu+\lambda^{\alpha} e^{i \pi \alpha}\right)^{-1}\right] \tag{3.1}
\end{equation*}
$$

Next, for each $t>0$, let

$$
\begin{equation*}
g(\lambda ; t)=(1 / \pi) \mathfrak{J} \mathfrak{m} \cdot\left[\exp \left(-t \lambda^{\gamma} \exp -i \pi \gamma\right)\right] \tag{3.2}
\end{equation*}
$$

for some fixed $\gamma, 0<\gamma<1 / 2$. Then

$$
\theta(f)=\int_{0}^{\infty} R(\lambda, A) f(\lambda) d r
$$

and

$$
\theta(g(\lambda ; t))=S(t)=\int_{0}^{\infty} R(\lambda, A) g(\lambda ; t) d \lambda
$$

both belong to $\mathfrak{B}$, the integrals existing in the Bochner sense in the uniform topology. Moreover, for $m \in \mathfrak{M}_{1}$, with corresponding $-s \in \sigma(A)$, we have

$$
\begin{equation*}
m(\theta(f))=\int_{0}^{\infty} \frac{f(\lambda)}{\lambda+s} d \lambda=\left[\mu+s^{\alpha}\right]^{-1} \tag{3.3}
\end{equation*}
$$

The integral on the right is of course the Stieltjes transform and exists for any $s$ not on the negative real axis. [For the properties of Stieltjes transforms explicitly or implicitly used here see [7].] On the other hand, we note that the spectrum of $A$ may be empty. Similarly,

$$
\begin{equation*}
m(S(t))=\int_{0}^{\infty} \frac{g(\lambda ; t)}{\lambda+s} d \lambda=\exp -t s^{\gamma} \tag{3.4}
\end{equation*}
$$

[Here and throughout, $s^{\alpha}=|s|^{\alpha} \exp i \alpha \theta,-\pi<\theta<\pi$ ].
Lemma 3.1. For every $x \in X, S(t) x \in D\left(A^{\infty}\right)$ for every $t>0$. For
$x \in \overline{D(A)},\|S(t) x-x\| \rightarrow 0$ as $t \rightarrow 0+$.
Proof. We note that for every positive integer $n$,

$$
\begin{equation*}
\int_{0}^{\infty} \lambda^{n}|g(\lambda, t)|\|R(\lambda, A)\| d \lambda<\infty \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} \lambda^{n} g(\lambda ; t) d \lambda=0, \text { including } n=0 \tag{3.6}
\end{equation*}
$$

For any $x \in X$,

$$
A R(\lambda, A) x=\lambda R(\lambda, A) x-x
$$

Hence

$$
\begin{aligned}
A S(t) x & =\int_{0}^{\infty} R(\lambda, A) g(\lambda ; t) d \lambda-x \int_{0}^{\infty} g(\lambda ; t) d \lambda \\
& =\int_{0}^{\infty} R(\lambda, A) \lambda g(\lambda ; t) x d \lambda
\end{aligned}
$$

using (3.5) and (3.6). In a similar manner we can extend this to any positive integer $n$.

$$
\begin{equation*}
A^{n} S(t) x=\int_{0}^{\infty} \lambda^{n} R(\lambda, A) x g(\lambda ; t) d \lambda \tag{3.7}
\end{equation*}
$$

This shows that $S(t) x \in D\left(A^{\infty}\right)$. Next let $x \in D(A)$. Now

$$
\begin{equation*}
S(t) x-x=\int_{0}^{\infty} g(\lambda ; t)\left[R(\lambda, A)-\frac{1}{\lambda}\right] x d \lambda \tag{3.8}
\end{equation*}
$$

where we have used

$$
\int_{0}^{\infty} \lambda^{-1} g(\lambda ; t) d \lambda=1
$$

Since $x \in D(A)$, we can rewrite (3.8) as

$$
S(t) x-x=\int_{0}^{\infty} g(\lambda, t) \lambda^{-1} R(\lambda, A) A x d \lambda
$$

and the integral on the right is seen to go to zero with $t$. To see that the result is true for $x \in \overline{D(A)}$, we have only to note that (using $H_{0}$ ) $\|S(t)\| \leq M$.

Now, since $(-A)^{x}$ is closed and $S(t) x \in D\left(A^{\infty}\right)$ for every $x,(-A)^{\alpha} S(t)$ is linear bounded and $\in \mathfrak{F}$. Actually, more is true. Thus:

Lemma 3.2.

$$
\begin{equation*}
(-A)^{\alpha} S(t)=\int_{0}^{\infty} R(\lambda, \mathrm{~A}) h(\lambda, t) d \lambda, \quad 0<\mathfrak{R e} \alpha<1 \tag{3.9}
\end{equation*}
$$

where
$h(\lambda, t)=\frac{1}{2 \pi i}\left[e^{-i \pi \alpha} \lambda^{\alpha} \exp \left(-t \lambda^{\gamma} \exp -i \pi \gamma\right)-e^{i \pi \alpha} \lambda^{\alpha} \exp \left(-t \lambda^{\gamma} \exp +i \pi \gamma\right)\right]$.
Proof. We note that for $m \in \mathfrak{M}_{1}$,

$$
m\left[\int_{0}^{\infty} R(\lambda, A) h(\lambda, t) d \lambda\right]=\int_{0}^{\infty} \frac{h(\lambda, t)}{\lambda+s} d \lambda
$$

and the Stieltjes transform on the right evaluates to

$$
s^{\alpha} \exp \left(-t s^{\alpha}\right)
$$

While this is the same as $m\left[(-A)^{\alpha} S(t)\right]$, this does not necessarily constitute a proof of (3.9) since the radical of $\mathfrak{B}$ may be non-empty. However, a direct proof is possible. Thus we have

$$
(-A)^{\alpha} S(t)=\int_{0}^{\infty} \int_{0}^{\infty} \frac{\sin \pi \alpha}{\pi} R(\lambda)(-A) R(\mu) \lambda^{\alpha-1} g(\mu, t) d \lambda d \mu
$$

and changing variable of integration and using

$$
R(\lambda \sigma, A)(-A) R(\lambda)=\frac{\sigma R(\lambda \sigma, A)-R(\lambda, A)}{1-\sigma}
$$

this can be written

$$
\int_{01}^{\infty} R(\lambda, A) h(\lambda, t) d \lambda
$$

where

$$
h(\lambda, t)=g(\lambda, t) \int_{0}^{1} \frac{\sigma^{-\alpha}-\sigma^{\alpha-1}}{(1-\sigma)} d \sigma+\int_{0}^{1} \sigma^{-1} \frac{g(\lambda / \sigma)-g(\lambda \sigma)}{(1-\sigma)} d \sigma
$$

which is readily verified to be the function required in (3.9).

## Lemma 3.3.

$$
\begin{equation*}
\theta(f)(-A)^{\alpha} S(t)=\int_{0}^{\infty} R(\lambda, A) q(\lambda, t) d \lambda \tag{3.10}
\end{equation*}
$$

where

$$
q(\lambda, t)=\frac{1}{2 \pi i}\left[\frac{\lambda^{\alpha} e^{-i \pi \alpha} \exp \left(-t \lambda^{\gamma} \exp -i \pi \gamma\right)}{\mu+\lambda^{\alpha} \exp -i \pi \alpha}-\frac{\lambda^{\alpha} e^{i \pi \alpha} \exp \left(-t \lambda^{\gamma} \exp i \pi \gamma\right)}{\mu+\lambda^{\alpha} \exp i \pi \alpha}\right]
$$

Proof. The Stieltjes tranform of $q(\lambda, t)$ is readily verified to be

$$
\int_{0}^{\infty} \frac{q(\lambda, t) d t}{\lambda+s}=\frac{s^{\alpha} \exp -t s^{\gamma}}{\mu+s^{\alpha}}
$$

As in Lemma 3.2, this is not quite enough to prove (3.10). On the other hand, a direct proof may be given by double integration using the resolvent equation, and noting that
$q(\lambda, t)=\int_{0}^{1}\left(h(\lambda, t)\left(f(\lambda \sigma)-\sigma^{-1} f(\lambda / \sigma)\right)+f(\lambda)\left(h(\lambda \sigma, t)-\sigma^{-1} h(\lambda / \sigma, t)\right)\right) \frac{d \sigma}{\sigma-1}$.

## Lemma 3.4.

$$
\begin{equation*}
\theta(f) S(t)=\int_{0}^{\infty} R(\lambda, A) r(\lambda, t) d \lambda \tag{3.11}
\end{equation*}
$$

where

$$
r(\lambda, t)=\frac{1}{2 \pi i}\left[\frac{\exp \left(-t \lambda^{\gamma} \exp -i \pi \gamma\right)}{\mu+\lambda^{\alpha} \exp -i \pi \alpha}-\frac{\exp \left(-t \lambda^{\gamma} \exp i \pi \gamma\right)}{\mu+\lambda^{\alpha} \exp i \pi \alpha}\right]
$$

Proof. The Stieltjes transform of $r(\lambda, t)$ is

$$
\int_{0}^{\infty} \frac{r(\lambda, t)}{\lambda+s} d \lambda=\frac{\exp -t s^{\gamma}}{\mu+s^{\alpha}}
$$

As in Lemma 3.3, we can establish (3.11) by double integration, using the resolvent equation.

Lemma 3.5. Let $x \in \overline{D(A)}$. Then with $\mu$ as in Lemma 3.1,

$$
\begin{equation*}
\left[\mu+(-A)^{\alpha}\right] \theta(f) x=x \tag{3.12}
\end{equation*}
$$

Proof. From the previous Lemmas it is immediate that

$$
\mu \theta(f) S(t)+(-A)^{\alpha} \theta(f) S(t)=S(t)
$$

for every $t>0$. Let $x \in D(A)$. Since

$$
\left[\mu+(-A)^{x}\right] \theta(f) S(t) x=S(t) x
$$

and by Lemma $3.2, S(t) x \rightarrow x$ as $t \rightarrow 0$, (3.12) follows by letting $t \rightarrow 0$, and noting that $(-A)^{x}$ is closed.

We are now ready to prove the spectral mapping theorem.
Theorem 3.1. Let $D(A)$ be dense in $X$. Then

$$
\begin{equation*}
\sigma\left[(-A)^{\alpha}\right]=[\sigma(-A)]^{\alpha}, \quad \operatorname{Re} \alpha>0 \tag{3.13}
\end{equation*}
$$

Proof. First let $|\alpha|$ be so small that we can find a $\mu$ as in Lemma 3.1. By Lemma 3.5, for $X \in D(A)$, (3.12) holds, and $D(A)$ being dense in $X$, continues to hold for any $x$. Since for $x \in D\left((-A)^{\alpha}\right), \theta(f)(-A)^{x} x=$ $(-A)^{\alpha} \theta(f) x$, we see that $\theta(f)$ is a resolvent of $-(-A)^{\alpha}, \theta(f)=R\left(u,-(-A)^{\alpha}\right)$.

This is enough to prove that for these $\alpha$, (3.13) holds. For, let $\delta$ be a number different from $+\mu$ such that $-\delta \neq[\sigma(-A)]^{\alpha}$. Then consider $\left[I+(\delta-\mu) R\left(\mu,-(-A)^{\alpha}\right)\right]$. This belongs to $\mathfrak{B}$, and

$$
\begin{aligned}
m\left[I+(\delta-\mu) R\left(\mu,-(-A)^{\alpha}\right)\right] & =1 & & m \in \mathfrak{M}_{0} \\
& =\frac{\delta+s^{\alpha}}{\mu+s^{\alpha}} & & m \in \mathfrak{M}_{1}
\end{aligned}
$$

Hence this element has an inverse in $\mathfrak{B}$, and this is easily seen to be $R\left(\delta,-(-A)^{\alpha}\right)$. For other values of $\alpha$, we note that for $\alpha$ such that $\rho\left[(-A)^{\alpha}\right]$ is not empty, we have a sharper version of (2.9):

$$
(-A)^{n \alpha}=\left[(-A)^{\alpha}\right]^{n} \text { for every integer } n
$$

Again, by the general spectral mapping theorem for closed operators with a non-empty resolvent set [4], we see that (3.13) holds for $n \alpha$. Finally, we note that for $\alpha=a+i b$, and $a^{2}+b^{2}<a$, it is always possible to find a $\mu$ such $\mu+s^{\alpha} \neq 0$ for all $s$ not on the negative real axis. Hence (3.13) follows for all $\alpha$, Fe $\alpha>0$.
4. Some stability properties. We shall call a property of $A$ stable, if the same property holds for $-(-A)^{\alpha}$ at least for $0<\alpha<1$. We now state some stable properties of $A$.
4.1. Let $A$ be linear bounded. Then $-(-A)^{\alpha}$ is also bounded for every $\alpha$, Me $\alpha>0$.
4.2. Let $A^{*}$ be the adjoint of $A$. In view of hypothesis $H_{0}$ we can, following Phillips [4], define $A^{\odot}$ using his definition (Definition 14.3.1, p. 424). For $|\alpha|$ sufficiently small, we note that $-(-A)^{\alpha}$ also satisfies hypothesis $H_{0}$, so that we can also define $\left[(-A)^{\alpha}\right]^{\circ}$. We then have that

$$
\left[(-A)^{\alpha}\right]^{\odot}=\left[(-A)^{\odot}\right]^{\alpha} .
$$

4.3. Let $A$ be the infinitesimal generator of a positive contraction semigroup. Then so is $-(-A)^{\alpha}$, for $0<\alpha<1$.
4.4. Let $X$ be a Hilbert space. If $A$ is dissipative, so is $-(-A)^{x}$ for $0<\alpha<1$.
4.5. Let $A$ be compact. Then so is $(-A)^{\alpha}$ for every $\alpha$.
4.6. If for some $x \in X$, and $s$ not on the negative real axis $A x=$ $-s x$, then $(-A)^{\alpha} x=s^{\alpha} x$ also.
5. Generation of semigroups. We now come to what is perhaps
the most important single property of these fractional powers (at least as far as applications to differential equations are concerned) viz., generation of semigroups. We shall show that for $0<\alpha \leq 1 / 2,-(-)^{\alpha}$ generate strongly continuous semigroups, uniformly continuous away from the origin. We shall also obtain a representation for these semigroups in terms of $R(\lambda, A),, \lambda>0$.

Theorem 5.1. Let $D(A)$ be dense, and let $A$ satisfy $H_{0}$. Then for $0<\alpha \leq 1 / 2,-(-A)^{\sigma}$ as defined by 2.7, generates a semigroup $S_{\alpha}(t)$, which is strongly continuous for $t \geq 0$, uniformly continuous for $t>0$.

Proof. First let $0<\alpha<1 / 2$. Let

$$
\begin{equation*}
S_{\alpha}(t)=\int_{0}^{\infty} R(\lambda, A) g(\lambda, t ; \alpha) d \lambda \tag{5.1}
\end{equation*}
$$

where

$$
g(\lambda, t ; \alpha)=(1 / \pi) \sin \left(t \lambda^{\alpha} \sin \pi \alpha\right) \exp \left(-t \lambda^{\alpha} \cos \pi \alpha\right)
$$

Then (5.1) is a Bochner integral. The Stieltjes transform of $g(\lambda, t ; \alpha)$ is, as we have noted before in $\S 3$,

$$
\int_{0}^{\infty} \frac{1}{\lambda+s} g(\lambda, t ; \alpha) d \lambda=\exp -t s^{\alpha} .
$$

However, this alone does not necessarily suffice to verify the semigroup property of $S_{\alpha}(t)$. A direct proof can be given, however, following the lines of Lemma 3.3. We shall next show that the infinitesimal generator of $S_{\alpha}(t)$ is $-(-A)^{\alpha}$, by showing that the resolvent of the latter for $\mu>0$, is the Laplace transform of $S_{\alpha}(t)$. The Laplace transform can, further, be taken in the uniform topology, since $S_{\alpha}(t)$ is readily seen to be uniformly continuous for $t>0$, by direct computation from (5.1). Now,

$$
\begin{aligned}
\int_{0}^{\infty} e^{-\mu t} S_{\alpha}(t) d t & =\int_{0}^{\infty} R(\lambda, A) \int_{0}^{\infty} e-{ }^{\mu t} g(\lambda, t ;) d t d \lambda \\
& =\int_{0}^{\infty} R(\lambda, A)\left[\frac{1}{\mu+\lambda^{\alpha} e^{-i \pi \alpha}}\right] d \lambda
\end{aligned}
$$

which as we have seen in Lemma 3.5, is the resolvent of $-(-A)^{x}$ for $\mu>0$. The strong continuity of $S_{\alpha}(t)$ has already been proved in Lemma 3.1.

Next let $\alpha=1 / 2$. Let

$$
\begin{equation*}
S_{1 / 2}(t)=\int_{0}^{\infty} R(\lambda, A) \sin \sqrt{\lambda} t d \lambda, \tag{5.2}
\end{equation*}
$$

where the integral is to be taken at infinity in the Cauchy sense. The
convergence in the Cauchy sense can be seen as follows. By an integration by parts, we have, for each $L$,

$$
\frac{1}{\pi} \int_{0}^{L} R(\lambda, A) \sin \sqrt{\lambda} t d \lambda=R(L, A) f(L, t)+\int_{0}^{L} R(\lambda, A)^{2} f(\lambda, t) d \lambda
$$

where

$$
f(\lambda, t)=\frac{1}{\pi} \int_{0}^{\lambda} \sin \sqrt{\sigma} t d \sigma=\frac{1}{\pi}\left[\frac{2 \sin \sqrt{\lambda} t}{t^{2}}-\frac{2 \sqrt{\bar{\lambda}} \cos \sqrt{\lambda} t}{t}\right] .
$$

Now the first term goes to zero as $L \rightarrow \infty$, and the second term is a convergent Bochner integral at infinity. Hence

$$
\begin{equation*}
S_{1 / 2}(t)=\frac{1}{\pi} \int_{0}^{\infty} R(\lambda, A) \sin \sqrt{\lambda} t d \lambda=\int_{0}^{\infty} R(\lambda, A)^{2} f(\lambda, t) d \lambda \tag{5.3}
\end{equation*}
$$

Next, $S_{1 / 2}(t)$ is readily seen to be uniformly continuous for $t>0$. A simple computation using (5.3) also shows that $\left\|S_{1 / 2}(t)\right\| \leq$ Const. The semigroup property can be verified directly as before. Again, the Laplace transform of $S_{1 / 2}(t)$ is seen to be the resolvent of $-(-A)^{1 / 2}$. The strong continuity at the origin may be seen from:

$$
\left\|S_{1 / 2}(t) x-x\right\|=\left\|\frac{1}{\pi} \int_{0}^{\infty}\left[R(\lambda, A)-\frac{1}{\lambda}\right] x \sin \sqrt{\lambda} t d \lambda\right\| .
$$

For fixed $L$ and $t$ sufficiently small, the first term is $O(t)$. The second term is

$$
\leq\|A x\| M \int_{L}^{\infty} \frac{\mid \sin \sqrt{\lambda} t}{\lambda^{2}} d \lambda
$$

and hence goes to zero also. Since $\left\|S_{1 / 2}(t)\right\|$ is bounded, strong continuity follows. This completes the proof of the theorem.

For values of $\alpha>1 / 2,-(-A)^{a}$ does not necessarily generate a semigroup of any type, as the following simple counter-example shows. Let $X=l_{2}(-\infty, \infty)$, and let $A$ correspond to multiplying the $n$th coordinate by $(1+i) n$. For $\alpha>1 / 2$, no right half plane is free of spectra of $-(-A)^{\alpha}$, (as follows readily from Theorem 3.1) so that they cannot be generators of any semigroup.

We note in passing that (5.1) leads to a simple rigorous proof of Feller's expansion for the stable densities [3] for $0<\alpha \leq 1 / 2$. For, denoting the stable density by $F(\xi, t ; \alpha)$, we have

$$
F(\xi, t ; \alpha)=\frac{1}{\pi} \int_{0}^{\infty} e^{-\xi \lambda} \Im \mathfrak{F}\left[\exp \left(-t \lambda^{\alpha} \exp -i \pi \alpha\right)\right] d \lambda
$$

and expanding the second factor and interchanging integration and summation, which is obviously permissible, we have

$$
F(\xi, t ; \alpha)=-\frac{1}{\pi} \sum_{0}^{\infty} \frac{(-t)^{n}}{n!} \xi^{-n \alpha-1} \sin \pi \alpha n I^{\prime}(1+n \alpha)
$$

which is Feller's expansion.
6. Application to abstract Cauchy problems. We shall next consider an application of the foregoing theory to a class of Cauchy problems. Indeed, this was the application which largely motivated the theory. This class may be considered a generalization of the abstract Cauchy problem of the type

$$
u(t)=A u(t)
$$

and is related to (though different from) the class treated by Hille [4, 5]. Thus we shall examine abstract Cauchy problems of the type

$$
\begin{equation*}
\frac{d^{n} u(t)}{d t^{n}}+(-1)^{n} A u(t)=0, \quad n \geq 2 \tag{6.1}
\end{equation*}
$$

More precisely, we shall phrase the problem as follows:
Given a complex Banach space $X$, and a closed linear operator $A$ with domain dense in $X$ and range in $X$, find a function $u(t)$ such that
(i) $u(t)$ is $n$ times continuously differentiable in [0, $\infty$ )
(ii) $u(t) \in D(A)$ for $t \geq 0$
(iii) $u(t)$ satisfies (6.1) for $t>0$, and the initial conditions

$$
\lim _{t \rightarrow 0}\left\|u^{k}(t)-u_{k}\right\|=0 \text { for prescribed } u_{k}, k=0,1, \cdots, r, \quad r \leq n
$$

This is the reduced problem ('problème reduit') in the terminology of Hille [5, p. 42], $n-r$ being the defect ('default'). In addition to the existence of solutions [with some defect], we are of course interested in the uniqueness of the solutions. Now, if the operator $A$ satisfies $H_{0}$, we are [by Theorem 5.1] assured of solutions for some suitable defect, but the question of uniqueness remains. On the other hand, if we do have unique solutions for some $A$, we would certainly like to know whether this implies that $A$ satisfy $H_{0}$, since this would then characterize the solutions completely. In what follows we are concerned exclusively with the case $n=2$. Our main result may be stated as follows:

Theorem 6.1. Let $n=2$. Suppose $A$ satisfies $H_{0}$. Then for each $u_{0} \in D(A)$, the reduced problem with defect one has a solution such that

$$
\begin{equation*}
\sup _{t \geq 0}\|u(t)\|<\infty \tag{6.2}
\end{equation*}
$$

Moreover, there is only one such solution, and it is given by

$$
\begin{equation*}
u(t)=S_{1 / 2}(t) u_{0} \tag{6.3}
\end{equation*}
$$

where the semigroup $S_{1 / 2}(t)$ is uniformly continuous for $t>0$, and has the representation (5.3). Further, for each $t>0$, range of $S_{1 / 2}(t) \subset D(A)$ and $S_{1 / 2}(t)$ is analytic of class $H(\phi,-\phi), \phi>0$. Conversely, suppose for each $u_{0} \in D(A)$, the reduced problem has a unique solution satisfying (6.2) for some $A$. Then setting $u(t)=S(t) u_{0}$, yields $S(t)$ as a strongly continuous semigroup. Suppose range of $S(t) \subset D(A)$, and $S(t)$ is analytic of class $H(\phi,-\phi)$ for some $\phi>0$. Then $A$ satisfies $H_{0}$, and $S(t)=S_{1 / 2}(t)$ as given by (5.3).

We need some Lemmas.
Lemma 6.1. Let $A$ satisfy $H_{0}$. Then $R(\lambda, A)$ exists in the sector $-\phi<\arg \lambda<\phi$, where $(\operatorname{Tan} \phi) M=1$.

Proof. Let $\varepsilon>0$, and $\gamma_{\varepsilon} M=1-\varepsilon$. For any $t,|t|<\gamma_{\varepsilon}$, and $\sigma>0$ consider $I+[(\sigma+i t \sigma)-\sigma] R(\sigma, A)$. This element has an inverse given by the series

$$
\sum_{0}^{\infty}[-i t \sigma R(\sigma, A)]^{n}
$$

and is clearly convergent, being majorized by the geometric series

$$
\sum_{0}^{\infty}|t|^{n} M^{n}<\frac{1}{1-\gamma_{\mathrm{s}} M} .
$$

Moreover this also shows that the inverse is bounded in norm by $\left(1-\gamma_{\varepsilon} M\right)^{-1}$. Now, by the first resolvent equation, it follows that

$$
R(\sigma+i t \sigma, A)=[I-[(\sigma+i t \sigma)-\sigma] R(\sigma, A)]^{-1} R(\sigma, A)
$$

and is in norm

$$
\|R(\sigma+i t \sigma, A)\| \leq \frac{M}{\left(1-\gamma_{\varepsilon} M\right) \sigma}
$$

The assertion of the lemma follows readily from this.

Lemma 6.2. Suppose $A$ satisfies hypothesis $H_{0}$. Then for each $\alpha$, $0 \leq \alpha \leq 1 / 2, \lambda \in \rho\left[-(-A)^{\alpha}\right]$ for $-\psi-\pi / 2<\arg \lambda<\pi / 2+\psi$ for some $\psi>0$.

Proof. The proof is immediate from the spectral mapping theorem, Theorem 3.1, and Lemma 6.1 above. We can take $\psi=\pi / 2-\alpha(\pi-\varphi)$.

Lemma 6.3. Let $A$ satisfy $H_{0}$. Then for $0<\alpha \leq 1 / 2$, the semigroup $S_{a}(t)$, defined by 5.1 and (5.3) is analytic, of class $H\left(\phi_{1}, \phi_{2}\right)$ (Cf [4], p. 325 , Definition 10.6.1), with $\phi_{1}=-\alpha \varphi, \phi_{2}=\alpha \varphi, \varphi$ being defined in Lemma 6.1.

Proof. Let $\mu$ be such that $\mathfrak{R e} \mu>0$. Then for each $\alpha, 0<\alpha \leq$ $1 / 2$, we know from Lemma 3.5 that $\mu \in \rho\left[-(-A)^{\alpha}\right]$ and

$$
\begin{equation*}
R\left(\mu,-(-A)^{\alpha}\right)=\frac{1}{\pi} \int_{0}^{\infty} R(\lambda, A)\left[\frac{1}{\mu+\lambda^{\alpha} e^{-i \pi \alpha}}-\frac{1}{\mu+\lambda^{\alpha} e^{i \pi \alpha}}\right] d \lambda . \tag{6.4}
\end{equation*}
$$

From this it readily follows that

$$
\begin{equation*}
\left|\left|R\left(\mu,-(-A)^{\alpha}\right)\right| \leq \frac{M}{\Re e \mu}\right. \tag{6.5}
\end{equation*}
$$

where the constant $M$ is the same as in $H_{0}$. Next let $\varepsilon<0$ be given. Then from Lemma 6.1 it follows that for $-\varphi+\varepsilon \leq \arg \lambda \leq-\varphi-\varepsilon$, there is a constant $M_{\varepsilon}$ such that

$$
\begin{equation*}
\|\lambda R(\lambda, A)\| \leq M_{\varepsilon} \tag{6.6}
\end{equation*}
$$

Let $-\varphi+\varepsilon \leq \psi \leq+\varphi-\varepsilon$. Let $\lambda$ be $>0$. Then

$$
R\left(\lambda, e^{-i \psi} A\right)=e^{i \psi} R\left(\lambda e^{i \psi}, A\right)
$$

Further it follows from (6.6) that

$$
\left\|\lambda R\left(\lambda, e^{-i \psi} A\right)\right\| \leq M_{\varepsilon}
$$

so that $(A \exp -i \psi)$ satisfies $H_{0}$. Then we can define $\left(-e^{-i \psi} A\right)^{\alpha}$ using (2.7), and a simple contour integration shows that for $0<\alpha<1$,

$$
\left(-e^{-i \psi} A\right)^{\alpha}=e^{-i \psi \alpha}(-A)^{\alpha} .
$$

Moreover, applying (6.5) we know that for $\mathfrak{R e} \mu>0$,

$$
\left\|R\left(\mu,-e^{-i \psi \alpha}(-A)^{\alpha}\right)\right\| \leq \frac{M_{\varepsilon}}{\Re e \mu}
$$

But

$$
\left\|R\left(\mu,-e^{-i \psi \alpha}(-A)^{\alpha}\right)\right\|=\left\|R\left(\mu e^{i \gamma \alpha},-(-A)^{\alpha}\right)\right\|
$$

Hence we obtain that for $\lambda$ such that $\mathfrak{R e}\left(\lambda e^{-i \psi \alpha}\right)>0$,

$$
\left\|R\left(\lambda,-(-A)^{\alpha}\right)\right\| \leq \frac{M_{\varepsilon}}{\mathfrak{R e}\left(\lambda e^{-i \psi \alpha}\right)}
$$

But this implies that the conditions for $S_{\alpha}(t)$ to be of class $H\left(\phi, \phi_{2}\right)$ as given by Hille ([4] p. 383, Theorem 12.8.1) are satisfied, thus proving lemma.

Proof of Theorem. We begin with the first part. Thus let $A$ satisfy $H_{0}$. Setting $u(t)=S_{1 / 2}(t) u_{0}$, we get one solution satisfying (6.2). We shall now show that this solution is unique. Let $v(t)$ be a possibly
different solution. By assumption $v^{\prime}(t)$ is continuous at $t=0$. Let $v_{1}$ be $v^{\prime}(0)$. Let $w_{0}=S(1) u_{1}$, and $w_{1}=S(1) v_{1}$, where $S(t)$ is defined as in Lemma 3.1. Let $w(t)=S(1) v(t)$. Then $w(t), w^{\prime}(t) \in D\left(A^{\infty}\right)$ and

$$
\begin{equation*}
w^{\prime \prime}(t)+A w(t)=0 \tag{6.7}
\end{equation*}
$$

Let

$$
L(\lambda, w)=\int_{0}^{\infty} e^{-\lambda t} w(t) d t
$$

$$
\lambda>0
$$

Then since

$$
w^{\prime}(t)=w_{1}+A S(1) \int_{0}^{t} u(\sigma) d \sigma
$$

we get that $w^{\prime}(t) \exp -\lambda t$ goes to zero at infinity, and hence by Laplace transforming (6.7) we have:

$$
\left[\lambda^{2}+A\right] L(\lambda, w)=\lambda w_{0}+w_{1}
$$

Since $B^{2}=-A$, where we have written $B$ for $-(-A)^{1 / 2}$, this can be rewritten

$$
[\lambda I-B] L(\lambda, w)=R\left(\lambda w_{0}+w_{1}\right)
$$

Since

$$
R(\lambda, B)=\int_{0}^{\infty} e^{-\lambda t} S_{1 / 2}(t) d t
$$

this yields

$$
w^{\prime}(t)+B w(t)=S_{1 / 2}(t) B w_{0}+S_{1 / 2}(t) w_{1}
$$

Hence

$$
\frac{d}{d t}\left[S _ { 1 / 2 } \left(t(w(t)]=S_{1 / 2}(2 t) w_{1}+S_{1 / 2}(2 s) B w_{0}\right.\right.
$$

so that

$$
\begin{aligned}
S(t) w(t) & =w_{0}+\int_{0}^{t} S_{1 / 2}(2 t) w_{1} d t+\int_{0}^{t} S_{1 / 2}(2 t) B w_{0} d t \\
& =w_{0}+\frac{1}{2} \int_{0}^{2 t} S_{1 / 2}(\sigma) w_{1} d \sigma+\frac{1}{2}\left(S_{1 / 2}(2 t) w_{0}-w_{0}\right) \\
& =S_{1 / 2}(2 t) w_{0}-\frac{1}{2} \int_{0}^{2 t} S_{1 / 2}(\sigma)\left(w_{1}-B w_{0}\right) d \sigma
\end{aligned}
$$

Hence

$$
S_{1 / 2}(t) B w(t)=S_{1 / 2}(2 t) w_{0}+\frac{1}{2}\left[S_{1 / 2}(2 t)-I\right]\left(w_{1}-B w_{0}\right) .
$$

Now because of analyticity in a sector, zero does not belong to the point
spectrum of $S_{1 / 2}(t)$ for any $t>0$. Writing $S_{1 / 2}(-t)$ for the inverse, and using (6.2), we have that

$$
\begin{equation*}
\operatorname{Sup}\left\|S_{1 / 2}(-t)\left(w_{1}-B w_{0}\right)\right\|<\infty \tag{6.8}
\end{equation*}
$$

We shall now show that for any element $z$ such that $z \in \bigcap_{t} D\left(S_{1 / 2}(-t)\right)$ and $\operatorname{Sup}\left\|S_{1 / 2}(-t) z\right\|<\infty, B z=0$. For this let

$$
\begin{equation*}
F(\lambda)=\int_{0}^{\infty} e^{\lambda t} S_{1 / 2}(-t) z d t, \quad \Re e \lambda<0 \tag{6.9}
\end{equation*}
$$

Then it is readily verified that

$$
[\lambda I-B](-F(\lambda))=z
$$

Now by Lemma 6.2, we know that $R(\lambda, B)$ exists for $-\psi-\pi / 2<$ $\arg \lambda<\psi+\pi / 2$ and hence there is a common domain where $-F(\lambda)=$ $R(\lambda, B) z$. Hence for $\mathfrak{R e} \lambda<0,-F(\lambda)$ is the analytic continuation of $R(\lambda, B)$. Moreover, using the results of Lemma 6.3, it follows that $\|\lambda F(\lambda)\| \leq$ const., in a sector and $\|\lambda R(\lambda, B) z\| \leq$ const. in an intersecting sector, their union being the entire plane. Hence it follows that $\lambda R(\lambda, B) z=z$, since $\lambda R(\lambda, B) z \rightarrow z$ for $\lambda>0$. Hence $B z=0$, as required. Hence $S_{1(2}(t) z=z$, so that

$$
S(t) w(t)=S(2 t) w_{0}-t\left(w_{1}-B w_{0}\right)
$$

Hence using (6.2), $w_{1}=B w_{0}$. Since $u_{0} \in D(A)$, using $S(1 / n)$ in place of $S(1)$ and taking limits, we readily obtain that

$$
v^{\prime}(0)=B u_{0}
$$

and hence that $v(t)=S_{1 / 2}(t) u_{0}$. That range at $S_{1 / 2}(t) \subset D(A)$ follows from the representation (5.3).

We now proceed to the second part of the theorem. That $S(t)$ is a semigroup, strongly continuous at the origin with $\|S(t)\| \leq$ const., follows by arguments similar to the one used in Lemma 23.9.4 p. 627 of [4]. Let $B$ be the infinitesimal generator of $S(t)$. Then for $x \in D(A)$, it is clear $B^{2} x=-A x$. For $x \in D\left(B^{2}\right)$ on the other hand, we note that since for $t>0, S(t) x \in D(A), B^{2} S(t) x=-A S(t) x$, so that letting $t \rightarrow 0$, it follows that $B^{2} x=-A x$ also, since $A$ is closed. Next we note that

$$
\lambda^{2}-A=(i \lambda-B)(i \lambda+B)
$$

so that for $\lambda>0, \lambda \in \rho(A)$ since $S(t)$ is analytic, and

$$
R(\lambda, A)=R(i \sqrt{\lambda}, B) R(-i \sqrt{\lambda}, B)
$$

Again since $S(t)$ is analytic, of class $H(\phi,-\phi)$, it readily follows that $\|\lambda R(i \lambda, B)\| \leq$ Const., for $\lambda$ real, from which we obtain that $\|\lambda R(\lambda, A)\| \leq$ Const., for $\lambda>0$. Or, $A$ satisfies hypothesis $H_{0}$. That $S(t)=S_{1 / 2}(t)$ is
immediate from the first part of the theorem.
Additional properties of the solutions can of course be deduced from the representation (5.3). For instance, we note a rate of growth property: viz., for each $x \in X,\left\|S_{1 / 2}(t) x\right\| \rightarrow 0$ as $t \rightarrow \infty$, if $\lambda R(\lambda) x \rightarrow 0$ as $\lambda \rightarrow 0+$.
7. Some extensions. In this section we shall indicate some possible extensions of the foregoing theory.

The basic hypothesis $H_{0}$ concerning the operator $A$ can be weakened. Thus suppose $A$ satisfies $H_{1}$ :

For each $\lambda>0, \lambda \in \rho(A)$ and $\left(H_{1}\right)$
(i) $\|R(\lambda, A)\|=0(1 / \lambda)$ as $\lambda \rightarrow \infty$
(ii) $\int_{0}^{1} \lambda^{\sigma}\|R(\lambda, A)\| d \lambda<\infty$, for some $\sigma, 0<\sigma<1$.

Then it is possible to define $(-A)^{\infty}$ for $\mathfrak{R e} \alpha \geq \sigma$, still using definition (2.7). The hypothesis $H_{1}$ is satisfied for instance if $A$ generates a semigroup $T(\xi)$ such that it is strongly continuous for $\xi \geq 0$, and

$$
\begin{equation*}
\int_{1}^{\infty}\|T(\xi)\| \xi^{-\sigma-1} d \xi<\infty \tag{7.1}
\end{equation*}
$$

The latter condition was used in [1], whereas hypothesis $H_{1}$ is similar to the one stated by Hille [4] (although of course the Hille condition is stronger since he considered only bounded operators). We shall show that for infinitesimal generators, $H_{1}$ and (7.1) are equivalent.

Lemma 7.1. Suppose $A$ is the infinitesimal generator of a strongly continuous semigroup $T(\xi)$. Then if (7.1) holds, A satisfies $H_{1}$. Conversely, if $A$ satisfies $H_{1}, T(\xi)$ satisfies (7.1).

Proof. Suppose (7.1) holds. Then clearly

$$
\lim _{\xi \rightarrow \infty} \frac{\log \|T(\xi)\|}{\xi} \leq 0
$$

so that $R(\lambda, A)$ exists for $\lambda>0$ and is of order $1 / \lambda$ for $\lambda \rightarrow \infty$. Next

$$
\begin{aligned}
\int_{0}^{1} \lambda^{\sigma}\|R(\lambda, A)\| d \lambda & \leq \int_{0}^{1} \lambda^{\sigma} \int_{0}^{\infty} e^{-\lambda \xi}\|T(\xi)\| d \xi d \lambda \\
& \leq \mathrm{const}+\int_{1}^{\infty}\|T(\xi)\| d \xi \int_{0}^{1} e^{-\lambda \xi} \lambda^{\sigma} d \lambda \\
& \leq \mathrm{const} \int_{1}^{\infty}\|T(\xi)\| \xi^{-\sigma-1} d \xi<\infty
\end{aligned}
$$

To prove the converse we shall use some results from [1]. Let $S(\omega)$ be the $B$-algebra associated with $T(\xi)$ as in [1] $L(\omega)$ being the subspace of functions (Borel measurable) such that

$$
\int_{0}^{\infty}\|T(\xi)\||f(\xi)| d \xi<\infty
$$

Let $A_{w}$ be the infinitesimal generator of the translation semigroup. Defining $\left(-A_{w}\right)^{\alpha}$ using (2.7) it follows for $f \in D\left(A_{w}\right)$, setting

$$
\left(-A_{w}\right)^{a} f=g,
$$

that

$$
(-\lambda)^{\alpha} \phi(\lambda, f)=\phi(\lambda, g), \quad \mathfrak{R e} \lambda \leq 0
$$

and hence that for any $\mu>0$,

$$
\frac{(-\lambda)^{\alpha}}{\mu-\lambda}
$$

is a multiplier defined over all of $L(\omega)$. By the factor theorem (cf [1]), it follows that there is a corresponding function in $S(\omega)$ (actually in $L(\omega)$ ) and further an evaluation of this function shows that (7.1) is satisfied.

While for $\mathfrak{R e} \alpha \geq \sigma$, we can define $(-A)^{\alpha}$, it is not possible to define, in general, $(-A)^{\alpha}$ for $\mathfrak{R e} \lambda<\sigma$, at least not as a closed operator whose domain includes the domain of $A$. This may be seen as in the converse part of Lemma 7.1, using $\|T(\xi)\|=(1+\xi)^{\sigma}$.

For $A$ satisfying $H_{1}$ with $\sigma \leq 1 / 2,-(-A)^{\alpha}$ continues to generate strongly continuous semigroups for $\alpha \leq 1 / 2$, satisfying

$$
\lim _{t \rightarrow \infty} \frac{\log \left\|S_{x}(t)\right\|}{t} \leq 0
$$

We do not know at present whether the semigroups are necessarily analytic of class $H\left(\phi_{1}, \phi_{2}\right)$.
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