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(with an Appendix by V. Chernousov & A. Merkurjev)

1. Introduction

Throughout this paper, G will be a connected, simple algebraic group over an alge-
braic number field F. Let V F∞,R be the set of all real places of F and let Fv � R

be the completion of F with respect to the place v ∈V F∞,R.

In [CLM], Chernousov, Lifschitz, and Morris define SG to be the elements of
V F∞,R such that rankFv (G) ≥ 2, and they introduce the following definition.

Definition [CLM, Def. 3.3]. LetGbe isotropic. We sayG is minimal ifSG �= ∅
and there does not exist a proper, isotropic, almost simple F -subgroup H of G

such that rankFv (H ) ≥ 2 for all v ∈ SG.

Under this definition they classified minimal isotropic groups over number fields
and found that they had absolute type A2, A2×A2, or An

1 for some n ≥ 2. Taking
the particular case of F = Q and applying the Margulis arithmeticity theorem
[Ma, Thm. IX.1.16 and Rem. IX.1.6(iii)] and the Margulis superrigidity theorem
[Ma, Thm. IX.5.12(ii) and Rem. IX.1.6(iv)], they were able to translate this into
the following result regarding lattices in Lie groups.

Theorem 1.1 [CLM, Thm. 1.13]. Every nonuniform lattice of higher rank con-
tains a subgroup that is isomorphic to a finite-index subgroup of a lattice con-
tained in either SL3(R), SL3(C), or a direct product SL2(R)m × SL2(C)n with
m+ n ≥ 2.

The theorem is very useful in examining properties of nonuniform lattices of higher
rank that transfer to sublattices. For example, Ghys conjectured that no lattice of
higher rank has a total order that is invariant under right translation [Gh]. Theo-
rem 1.1 reduces the problem of proving Ghys’s conjecture for nonuniform lattices
to considering lattices of the form above, which was done by Lifschitz and Mor-
ris [LM].

For arithmetic lattices, the dichotomy between uniform and nonuniform lattices
translates exactly into the dichotomy between anisotropic and isotropic algebraic
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groups over number fields [Ma, Rem. IX.1.6(vii)]; thus it is natural to attempt to
classify minimal anisotropic groups with appropriate real rank.

Definition 1.1 (Appropriate Real Rank). Let G be a group over a number field
F. Let

S ′G = {v ∈V F
∞,R | rankFv (G) = 1} and S ′′G = {v ∈V F

∞,R | rankFv (G) ≥ 2}.
We say that a subgroup H ≤ G has appropriate real rank if rankFv (H ) = 1 for
all v ∈ S ′G and rankFv (H ) ≥ 2 for all v ∈ S ′′G. Define SG = S ′G ∪ S ′′G.

Given this definition of appropriate real rank, the following is the natural general-
ization of minimality to anisotropic groups.

Definition 1.2 (Minimal). A group G as before is said to be minimal if S ′′G �= ∅
and G contains no proper F -simple subgroups of appropriate real rank.

It is useful to break the classification into the absolutely simple and non–absolutely
simple cases.

Theorem 1.2. If G is an absolutely simple, minimal, anisotropic group over an
algebraic number field F, then G is isomorphic to one of the following groups (up
to isogeny):

(1) SU3(L, f ) for L/F quadratic and f anisotropic hermitian on L3 with at least
one v ∈V F∞,R such that L⊗ Fv � Fv × Fv; or

(2) SU(D, τ) a central division algebra of prime degree p ≥ 3 over L quadratic
over F with involution of the second kind τ ; or

(3) SL1(D) for a central division algebra D over F of prime degree p > 2.

It is well known that every simple group that is not absolutely simple is isogenous
to the restriction of scalars of an absolutely simple group [BOI, (28.8)], and sub-
groups of such groups are closely related to the concept of descent.

Definition1.3 (Descent). Given an objectA (an algebraic group, a central sim-
ple algebra, etc.) over a field K, we say that A descends to P ⊂ K if there exists
an object A′ of the same kind defined over P such that, when we extend scalars,
we have A′K � A.

Theorem 1.3. If G is a minimal anisotropic group over an algebraic number
field F that is not absolutely simple, then G is isomorphic to one of the following
groups, up to isogeny (let ε = ±1).

(1) RK/F (SL1(D)) for a central division algebra D of odd prime degree over
an extension K such that D does not descend to any P with F ⊂ P ⊂ K.

(2) RK/F (SU(D, τ)), where D is a central division algebra of prime degree
p ≥ 3 over a quadratic extension K ′/K with involution of the second kind τ such
that, if (D, τ) descends to P ′with F ⊂ P ⊂ K and P ′/P quadratic, then Pwi

� R

and Pwi
⊗ P ′ � C for all wi ∈V P∞,R lying over at least one v0 ∈ SG and :
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(a) if v0 ∈ S ′G then (D ′ ⊗P Pwi
, τ ′ ⊗ 1) � (Mn(C), ε〈1, . . . , 1〉) for all wi ∈ V P∞,R

lying over v0; or
(b) if v0 ∈ S ′′G then (D ′ ⊗P Pwi

, τ ′ ⊗ 1) � (Mn(C), ε〈1,−1,1, . . . , 1〉) for at most
one i and (D ′ ⊗P Pwi

, τ ′ ⊗ 1) � (Mn(C), ε〈1, . . . , 1〉) for all others.

(3) RK/F (SL1(D)) for D a quaternion algebra over K such that, for every F ⊂
P ⊂ K such that D descends to P, there exists a v0 ∈ SG satisfying:

(a) if v0 ∈ S ′G, then Pwi
� R and D ′ ⊗P Pwi

� H for all wi ∈ V P∞,R lying over
v0; and

(b) if v0 ∈ S ′′G, then there is at most one wi ∈ V P∞,R lying over v0 such that either
Pwi

� C or D ′ ⊗P Pwi
� M2(R) but not both.

(4) RK/F (SU3(K
′, f )) for K ′/K quadratic and f hermitian over K ′3 such that :

(a) for any F ⊂ P ⊂ K such that SU3(K
′, f ) descends to P, there exists a

v0 ∈ SG such that Pwi
� R for all wi ∈V P∞,R lying over v0 and such that

(i) if SU3(K
′, f ) descends to SU3(P

′, f ′), where f ′ = 〈1, a2, a3〉, then
Pwi

⊗ P ′ � C for every i and
(A) if v0 ∈ S ′G then the image of aj in Pwi

is positive for all i or
(B) if v0 ∈ S ′′G then the image of aj in Pwi

is negative for at most one i or
(ii) if SU3(K

′, f ) descends to SU(D, τ), where D is a central division alge-
bra of degree 3 over P ′/P quadratic with involution τ of the second kind,
then P ′ ⊗ Pwi

� C for every wi ∈V P∞,R lying over v0 and
(A) if v0 ∈ S ′G then (D⊗Pwi

, τ ⊗ 1) � (M3(C), σ), where σ(X) = X̄T

for every wi ∈V P∞,R, or
(B) if v0 ∈ S ′′G then (D ⊗ Pwi

, τ ⊗ 1) � (M3(C), σ) for all but at
most one wi ∈ V P∞,R and, for at most one wi, (D ⊗ Pwi

, τ ⊗ 1) �
(M3(C), σ � Int(ε diag(1,−1, 1))); and

(b) for any F ⊂ P ⊆ K such that some subgroup SL1(D
′) ≤ SU3(K

′, f ) de-
scends to SL1(D) over P, there exists a v0 ∈ SG such that
(i) if v0 ∈ S ′G then Pwi

� R and D⊗Pwi
� H for all wi ∈V P∞,R over v0, or

(ii) if v0 ∈ S ′′G then either Pwi
� C or D ⊗ Pwi

� M2(R) for at most one
wi ∈V P∞,R over v0.

Using the Margulis arithmeticity and superrigidity theorems, one can show that
the next result gives a classification of the minimal semisimple real Lie groups
with no compact factors containing uniform irreducible lattices of higher rank.

Theorem 1.4. Every uniform lattice of higher rank contained in a semisimple
Lie group with no compact factors contains a subgroup that is isomorphic to
a finite-index subgroup of a lattice contained either in SLp(R) × SLp(C)m ×
SUp(C, f1) × · · · × SUp(C, fn), where the fi are hermitian forms of index at
least 1, or in SL2(R)n × SL2(C)m with n+m ≥ 2.

This theorem has immediate applications to the theory of discrete subgroups of
semisimple Lie groups. For example, to prove Ghys’s conjecture for cocompact



358 Alex Ondrus

lattices it suffices to examine lattices contained in Lie groups of the form just
described.

The rest of this paper will provide a proof of Theorems 1.2 and 1.3.

2. Groups of Classical Type

2.1. Orthogonal Groups

Assume that G = SO(f ), where f is a quadratic form of dimension at least 5.

Proposition 2.1. The group G contains a F -simple subgroup H of type A1×A1

that has appropriate real rank.

Proof. By [PrR, Lemma 6.2] there exists a 4-dimensional subform f ′ of f that
has Witt index 1 over Fv for every v ∈ S ′G and Witt index at least 2 over Fv for
every v∈ S ′′G. It remains to show that we can choose f ′ such that disc(f ′) �= 1.
Assume that disc(f ′) = 1 and let f have diagonalization 〈a1, . . . , an〉 chosen so
that f ′ = 〈a1, . . . , a4〉. Let α = a1 · a2 · a3 and note that disc(f ′) = 1 implies that
α ≡ a4 modF×2

. Using the weak approximation property and arguing as in [PrR,
Lemma 6.2], we can choose a ′4 such that 〈a4, a5〉 represents a ′4, a ′4 �≡ α modF×2

,
and 〈a1, a2, a3, a ′4〉 has the same Witt index as f ′ over Fv for all v ∈ SG. Replacing
f ′ by 〈a1, a2, a3, a ′4〉 allows us to assume that disc(f ′) �≡ 1. Let H = SO(f ′) ≤
SO(f ); then H has appropriate real rank and H is F -simple because disc(f ′) �≡ 1
[BOI, Thm. 15.7].

2.2. Type Cn

For this section, D is a nonsplit quaternion algebra over F, τ is a canonical invo-
lution on D, f is a τ -hermitian form on Dn, and G = SUn(D, f , τ). Thus f =∑n

i=1 x
τ
i aiyi, where ai ∈ Dτ = F. If n = 2 then G has type C2 = B2, which

was covered in the last section, so assume that n ≥ 3. After normalizing, we can
choose a1 = 1. For each v ∈ SG such that D ⊗F Fv = Dv is nonsplit we have that
at least one of 0 > ai ∈ Fv. Using the weak approximation property and a con-
tinuity argument, assume that a2 has been chosen such that 0 > a2 ∈ Fv for all
v ∈ SG. If n = 3, then H = SU2(D, 〈1, a2〉, τ) ≤ G has appropriate real rank.
Therefore we can assume that n ≥ 4.

If n > 4 then, applying the same reasoning as in [PrR, Lemma 6.2,], we can
find a 4-dimensional subform of f (say f ′) such that SU4(D, f ′, τ) has rank 1
over Fv for every v ∈ S ′G and rank 2 over Fv for every v ∈ S ′′G and such that Dv

is nonsplit. Then H = SU4(D, f ′, τ) is absolutely simple and of appropriate real
rank.

If n = 4 then consider H = SO(f ) ≤ G. By multiplying a1 by elements of
Nrd(D×) if necessary, we may assume that disc(f ) �= 1 and so H is F -simple.
By applying the weak approximation property to ai we may also assume that H
has appropriate real rank.
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2.3. Type Dn

Because the case of orthogonal groups has already been treated, we may assume
that G � SUn(D, f , τ) for D a nonsplit quaternion algebra over F, τ the canon-
ical involution on D, and f a τ -skew-hermitian form on Dn. If n = 2 then G is
of type D2 � A1 × A1, which will be covered in a later section, so assume that
n ≥ 3.

Before I handle this case, I recall some basic facts about skew-hermitian forms.
The following is a special case of Morita equivalence. It is actually a collection of
results that can be best summarized in the following lemma.

Lemma 2.1 [S, pp. 361–362]. Given a skew-hermitian h on Dn as before, if
F ⊂ K is a field extension splitting D then h⊗1: (D⊗F K)n → (D⊗F K) cor-
responds to a unique bilinear form bh on K2n, up to isometry, and disc(bh) =
disc(h). Also, h is isotropic over K if and only if bh has Witt index ≥ 2. This cor-
respondence respects direct sums (i.e., bh⊕h′ = bh ⊕ bh′) and, on 1-dimensional
forms 〈d〉, if we choose an isomorphism D ⊗F K � M2(K) and if, under this
isomorphism, d corresponds to (

α β

γ −α

)
,

then there exists a basis of K2 such that b〈d〉 has matrix(
γ −α

−α −β

)
.

We separate the examination of groups of type Dn into three cases: n = 3, n = 4,
and n ≥ 5.

Proposition 2.2. With notation as before, if n = 3 then we can choose a diag-
onalization of f = 〈c1, c2, c3〉 such that SU2(D, 〈c1, c2〉, τ) ≤ G has appropriate
real rank and disc(〈c1, c2〉) �≡ 1 modF×2

.

Proof. For every v ∈ V F∞,R such that Dv is nonsplit, [S, Thm. 3.7] gives that any
two 2-dimensional skew hermitian forms over Dv are isometric; hence we ignore
those valuations. Let {v1, . . . , vm} be the elements of S ′G for which Dvi is split,
and notice that Dv is split for every v ∈ S ′′G (by the same theorem). Let S ′′G =
{vm+1, . . . , v }.

Let fvi = f ⊗1: Dn
vi
→ Dvi . The fact that GFvi

is isotropic gives that fvi repre-
sents some cvi such that the 1-dimensional skew-hermitian form 〈cvi〉 corresponds
to a hyperbolic plane under Morita equivalence. Using weak approximation and
the continuity of Morita equivalence, we see that there exists a c1∈D such that f
represents c1 and 〈c1〉vi corresponds to 〈1,−1〉 under Morita equivalence for all vi.
Choose d2, d3 so that f = 〈c1, d2, d3〉. Repeating the same arguments for 〈d2, d3〉
yields c2 such that 〈d2, d3〉 represents c2 and 〈c2〉vi corresponds to an isotropic
form over F 2

vi
for all vi ∈ S ′′G. Choose c3 such that f = 〈c1, c2, c3〉.



360 Alex Ondrus

If G is of type 1D3 and if disc(〈c1, c2〉) = 1, then c2
1 c

2
2c

2
3 ≡ c2

3 ≡ 1 modF×2
.

This contradicts the assumption that D is a division algebra over F. Let G be of
type 2D3 and assume that c2

1 c
2
2 ≡ 1 modF×2

. I claim that 〈c2, c3〉 then represents
some d ∈D such that 〈d〉vi � 〈c2〉vi for all vi and there exists some place v0 such
that d 2 �≡ c2

1 modF×2
. If this is true, then replacing c2 by d completes the proof.

It suffices to show that there exists somep-adic place v0 onF such that 〈c2, c3〉v0

represents dv0 ∈Dv0 with d 2
v0
�≡ c2

1 modF×2

v0
. Indeed, once this is shown we can

replace c2 by some d with disc(〈c1, d〉) �= 1 without changing the behavior over
Fv for all v ∈ SG by weak approximation. Choose any p-adic (p �= 2) place v0

such that Dv0 is split. Suppose that b〈c2,c3〉v0
= 〈β1,β2,β3,β4〉. We then have

that 〈β1,β2,β3,β4,−1〉 � 〈1,−1〉⊕ 〈r, s, t〉 because any 5-dimensional quadratic
form over a p-adic field is isotropic. From [La] we have that 〈r, s, t〉 represents at
least three square classes in F×

v0
/F×2

v0
; thus we can choose y ∈F×

v0
such that 〈r, s, t〉

represents −y and y �≡ c2
1 modF×2

v0
. Then 〈β1,β2,β3,β4〉 ⊕ 〈−1, y〉 has Witt in-

dex at least 2 and thus, by Lemma 2.1, hv0 represents some dv0 such that 〈dv0〉
corresponds to 〈1,−y〉 under Morita equivalence. Then d 2

v0
≡ y �≡ c2

1 modF×2

v0
,

as required.

The restriction that disc(〈c1, c2〉) �≡1modF×2
implies thatH =SU2(D, 〈c1, c2〉, τ)

is F -simple. Since H has appropriate real rank by construction, it follows that G
is not minimal when n = 3.

Assume now that n ≥ 5. I claim that there exists a diagonalization 〈d1, . . . , dn〉
of f such that, if h = 〈d1, . . . , d4〉, then H = SU4(D,h, τ) ≤ G is of appropriate
real rank. Arguing as in the proof of Proposition 2.2, we can choose a diagonal-
ization 〈d1, d2, . . . , dn〉 of f such that b〈d1,d2〉v has appropriate Witt index over Fv

for every v ∈ SG such that Dv is split. Then, by [S, Thm. 3.7], the subgroup H =
SU4(D, 〈d1, d2, d3, d4〉, τ) has rank 2 over Fv for every v ∈ V F∞,R such that Dv is
nonsplit, so H has appropriate real rank by the choice of d1, d2.

Finally, we must consider the case n = 4. In both the inner and outer cases, I re-
quire the following lemma due to Chernousov and Merkurjev (see the Appendix).

Lemma 2.2. If K is a maximal subfield of D and if f is a skew-hermitian form
such that bf is isotropic over K, then there exists a v ∈Dn such that F(f(v)) � K.

2.3.1. Type 2D4

Proposition 2.3. Up to isogeny, we have that G contains a subgroup of the form
RF(

√
a )/F (SO4(f

′)) for some a �≡ 1 modF×2
that is of appropriate real rank.

The proof is broken into a series of lemmas as follows.

Lemma 2.3. There exists an α ∈F such that :

(1) Signv(α) = −1 for all v ∈V F∞,R;
(2) −α /∈F×2; and
(3) G is quasi-split over F

(√
α

)
.



Minimal Anisotropic Groups of Higher Real Rank 361

Proof. Let K = F
(√

c
)

be the unique quadratic extension of F such that G be-
comes of type 1D4 over K, fq = 〈

1,−√c,1,1,1,−1,−1,−1
〉
, and consider the

exact sequence

H1(F, Spin(fq))→ H1(F, PSO(fq))→ H 2(F,Z(Spin(fq))).

We have that Z(Spin(fq)) = RK/F (µ2) and so H 2(F,Z(Spin(fq))) � 2Br(K)

by Shapiro’s lemma. Suppose that G corresponds to [ξ ] ∈ H1(F, PSO(fq)) and
that [ξ ] �→ [T ] ∈ Br(K). Let s1, . . . , sm be the elements of V K∞,R such that
ResKsi /K

([T ]) �= 1, and let t1, . . . , t be the set of non-Archimedean places of
K such that ResKti /K

([T ]) �= 1. For every v ∈ V F∞,R, choose 0 > αv ∈ Fv. Then
we have that [T ] splits over Ksi

(√
αvi

)
, where vi is the restriction of si to F. For

the non-Archimedean valuations ti, I claim that there exist αwi
∈ Fwi

(where wi

is the restriction of ti to F ) such that the image of αwi
in Kti is nonsquare. If

Fwi
= Kti then this is trivial. If Fwi

�= Kti , then F×
wi
/F×2

wi
→ K×

ti
/K×2

ti
has kernel

of order 2 and |F×
wi
/F×2

wi
| = 4, so αwi

exists. Once we have made such a choice
of αwi

, the fact that any nonsplit quaternion algebra over a p-adic field splits over
any proper quadratic extension gives that ResKti /K

([T ]) splits over Kti

(√
αwi

)
.

Finally, choose some non-Archimedean valuation r on K such that ResKr/K([T ])
is split, and let αr ∈Fr be such that −αr /∈F×2

r .

Applying the weak approximation property, we find α ∈F such that |αx−α|x <

εx for all valuations x on F described previously, where εx is chosen such that
α < 0 is in Fv for all v Archimedean, α is not square in Kti for any ti, and −α is
not square in F×

r . Let L = F
(√

α
)
.

It remains to show that G is quasi-split over L. For si, ResKsi /K
([T ]) splits over

L · Ksi because L · Ksi � C. For ti, because L · Kti is a quadratic field exten-
sion of Kti , ResKti /K

([T ]) splits over L · Kti [PR, Thm. 1.7]. Since {si, ti} was
the collection of all valuations on K such that ResKxi /K

([T ]) �= 1, the Hasse prin-
ciple yields that [T ] splits over L · K. This means that [ξ ]L lies in the image of
H1(L, Spin(fq)); but V L∞,R = ∅ and so, by Kneser’s theorem, H1(L, Spin(fq)) =
{1}. Thus [ξ ]L is trivial.

Note that, because GL is quasi-split, ResL/F ([D]) is trivial and so L is a maxi-
mal subfield of D. Choose an embedding L ↪→ D and let i be the image of

√
α

under this embedding. Applying Lemma 2.2, we see that h has a diagonalization
〈β1i1,β2 i2,β3i3, d〉 for some d ∈D0 and ij ∈D0 such that F(ij ) � F(i) ⊂ D for
each j. By the Skolem–Noether theorem [BOI, Thm. 1.4] we have that each of the
ij are conjugate to i, say d−1

j ij dj = i. If h(vj ) = ij then h(vj · dj ) = Nrd(dj ) · i;
hence replacing vj with vj · dj gives that h has diagonalization 〈β1i,β2 i,β3i, d〉,
where d ∈D0. Note that the subspaces

V1 = {d ′ ∈D0 | id ′ = −d ′i} and V2 = {d ′ ∈D0 | dd ′ = −d ′d}
both have dimension at least 2 and D0 has dimension 3, so {0} �= V1 ∩V2 ⊂ D0.

Choose 0 �= d ′ ∈ D0 such that id ′ = −d ′i and dd ′ = −d ′d, so that i−1d com-
mutes with d ′ and thus i−1d ∈F(d ′).
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Lemma 2.4. At least one of the groups

RF(d ′ )/F (SO(〈β1,β2,β3, i−1d〉)) and RF(d ′ )/F (SO(〈−αβ1,β2,β3, i−1d〉))
is F -simple.

Proof. It suffices to prove that SO(〈β1,β2,β3, i−1d〉) or SO(〈−αβ1,β2,β3, i−1d〉)
is F(d ′)-simple. Assume that β1 · β2 · β3 · i−1d ≡ 1 modF(d ′)×2

. Then β1 · β2 ·
β3 · i−1d ≡ −α modF(d ′)×2

. By Lemma 2.3(2) we have that −α /∈ F×2
, which

yields −α ≡ (d ′)2 modF×2
. By the assumption that d ′ is purely imaginary and

d ′i = −id ′, we have that i, d ′ is a quaternion basis for D. Thus the norm form of
D is given by 〈1,−α,α,α2〉; but then D is split over F, a contradiction.

Note that both groups sit inside G, since 〈β1i,β2 i,β3i, d〉 and 〈−αβ1i,β2 i,β3i, d〉
are both diagonalizations of h. Let H ≤ G be RF(d ′ )/F (SO(〈β1,β2,β3, i−1d〉))
if β1 · β2 · β3i

−1d �≡ 1 modF(d ′)×2
and RF(d ′ )/F (SO(〈−αβ1,β2,β3, i−1d〉)) if

β1 · β2 · β3i
−1d ≡ 1 modF(d ′)×2

.

Lemma 2.5. The subgroup H has appropriate real rank.

First, I need the following.

Lemma 2.6. Suppose we are given H = SO4(f1) × SO4(f2) ≤ SO8(f ). Then
f � 〈c1〉 · f1 ⊕ 〈c2〉 · f2.

Proof. BecauseH is standard of typeA4
1 inG of typeD4, we have that, over F̄,H is

conjugate to SO(f |V1)×SO(f |V2) forV1⊥V2 such thatV1⊕V2 = V (say gHg−1 =
SO(f |V1) × SO(f |V2)). This means that, if we let W1 = {v ∈ V | g2v = v

∀g2 ∈ SO(f2)} and W2 = {v ∈ V | g1v = v ∀g1 ∈ SO(f1)}, then over F̄ we have
g(Wi ⊗ F̄ ) = Vi ⊗ F̄ and hence W1 ∩W2 = {0} and W1⊥W2. Now SO(fi) ≤
SO(f |Vi

), each connected of equal dimension, gives that SO(fi) = SO(f |Vi
). It

is well known that this yields fi = 〈c〉 · f |Vi
, which completes the proof.

Consider a v ∈V F∞,R such that D⊗Fv = Dv is split. By Lemma 2.1 we then have
that

GFv � SO(〈β1,β1,β2,β2,β3,β3〉 ⊕ β4〈1,−d 2〉).
Because i, d ′ form a quaternion basis for D and we chose i such that i2 is negative
in every Fv for v ∈V F∞,R, we have that F(d ′) splits over Fv and

HFv � SO4(〈β1,β2,β3, i−1d〉)× SO4(〈β1,β2,β3, i−1d〉),
where · represents conjugation in F(d ′).

Proof of Lemma 2.5. Let D = (α, γ ), and note first that (d ′)2 = γ ·NF(
√
α)/F (x)

for some x; hence (d ′)2 < 0 is in Fv if and only if Dv is nonsplit. We break the
valuations v ∈ SG into four cases as follows.
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Case 1: Dv is nonsplit. Then F(d ′) ⊗F Fv is a subfield of H = (−1,−1)Fv ;
thus F(d ′)⊗F Fv � C and HFv � RC/R(SL2 × SL2) has Fv-rank 2.

Case 2: v ∈ S ′G. In this case Dv is split, βi all have the same sign, and d 2 > 0
is in Fv. Applying Lemma 2.6 and Witt cancellation then gives that 〈1,−d 2〉 �
〈1,−1〉 � 〈i−1d, i−1d 〉. Thus one of i−1d, i−1d is positive in Fv and the other neg-
ative, so rankFv (H ) = 1.

Case 3: rankFv (G) ≥ 3 and Dv is split. In this case, two of β1,β2,β3 have dif-
ferent signs in Fv and so rankFv (H ) ≥ 2.

Case 4: rankFv (G) = 2 and Dv is split. Because disc(〈β1,β1,β2,β2,β3,β3〉⊕
β4〈1,−d 2〉) = −d 2 and disc(〈1,1,1,1,1,1,−1,−1〉) = 1 is in F×

v /F
×2

v , we have
that d 2 ≡ −1 modF×2

v in this case. If two of β1,β2,β3 have different signs then
rankFv (H ) ≥ 2, so assume that β1,β2,β3 are all positive in Fv (the case where
β1,β2,β3 are all negative is handled analogously). In this case, Lemma 2.6 gives

〈1,1,1,1,1,1,β4,β4〉 � c1〈1,1,1, i−1d〉 ⊕ c2〈1,1,1, i−1d〉.
By inspection, the only possibility is that c1 = c2 = 1 and 〈−1,−1〉 � 〈β4,β4〉 �
〈i−1d, i−1d〉 by Witt cancellation. Then HFv � SO(〈1,1,1,−1〉)×SO(〈1,1,1,−1〉)
has Fv-rank 2.

2.3.2. Type 1D4

The proof that G is not minimal in this case is completely analogous to the case
that G is of type 2D4.

2.4. Type 1,2An

2.4.1. Type 1An

All groups of this form are isogenous to SLm(D) for some m and central division
algebra D over F. By the restriction that G is anisotropic, m = 1.

Proposition 2.4. The group G is minimal if and only if deg(D) = p for p

prime, p ≥ 3.

Proof. Assume that deg(D) = d is not prime. Let d = p
n1
1 · · ·pnm

m be the degree
of D, where pi are listed in increasing order. Using a construction analogous to
the one on page127 in the proof of [PrR,Thm. 4.1], we can find a subgroupH ≤ G

of the form RK0/F (SL1(T )) for a field extension K0 of F of degree p1 and a cen-
tral simple algebra of degree p

n1−1
1 · · ·pnm

m over K0. We immediately have that H
is F -simple, and after checking the small number of possibilities for T ⊗Kwi

for
wi lying over vi ∈ SG we see that H is automatically of appropriate real rank un-
less d = 4. In this case we have that G is of type A3 = D3, which was handled
previously.

If deg(D) is prime, then G contains no semisimple subgroups [GGi, Prop. 4.1].
This means that SL1(D) is minimal for any central division algebra D of prime
degree p ≥ 3.
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2.4.2. Type 2An

First we handle those groups of type 2An that are minimal.

Proposition 2.5. If G is of type 2Ap−1 for any prime p ≥ 3 and if G corre-
sponds to a division algebra of degree p, then G is minimal.

Proof. Let L be the unique quadratic extension of F over which G becomes inner
type. Then GL contains no semisimple subgroups [GGi, Prop. 4.1]; thus G con-
tains no semisimple subgroups and therefore G is minimal.

I claim that these are all of the possible minimal groups of type 2An for n �= 2.

Lemma 2.7. If G � SUm(L, f ) for a hermitian form f over L, then G is mini-
mal if and only if m = 3 and L⊗ Fv � Fv × Fv for some v ∈V F∞,R.

Note. By the assumption that S ′′G �= ∅, we have m ≥ 3.

Proof of Lemma 2.7. After normalizing, we may assume that f = 〈1, a2, . . . , am〉.
If m ≥ 5, I claim that we can choose a diagonalization of f such that 〈1, a2, a3, a4〉
corresponds to a subgroup of G that has appropriate real rank. To see this, we use
the same arguments as in the skew-hermitian case—namely that, for any comple-
tions Fv such that L ⊗ Fv � C, the form fFv is isotropic and so represents any
a ∈Fv. Hence we may use the weak approximation property to replace a2, a3, a4

if necessary so that:

• a2 < 0 in Fv for all v ∈ S ′G;
• a3 > 0 and a4 < 0 in Fv for all v ∈ S ′′G such that L⊗ Fv � C.

After this replacement, we have that SU4(L, 〈1, a2, a3, a4〉) is a simple, proper sub-
group of G that has appropriate real rank over every Fv; hence G is not minimal.
If G � SU4(L, f ), then G has type 2A3 = 2D3 and so G is isomorphic to a group
handled in the skew-symmetric section.

Finally, assume m = 3. Recall that any subgroup of appropriate real rank must
have absolute rank at least 2 (since S ′′G �= ∅). Assume that G contains a proper
simple subgroup H of appropriate real rank. We would then have that H is stan-
dard, because the absolute rank of G is equal to that of H and so the root system
of H corresponds to a subroot system of A2. Because all the roots of G have equal
length, the only possibility is that H is of type A1 × A1; but A2 does not contain
two orthogonal roots, a contradiction.

Proposition 2.6. If (A, τ) is a central simple algebra with involution τ of the
second type over a quadratic extension L/F such that Lτ = F and if deg(A) =
n ≥ 5 is not prime, then SU(A, τ) is not minimal.

Proof. Let {v1, . . . , v } = V F∞,R and let w1, . . . ,wt be the non-Archimedean val-
uations on F such that G is not split or quasi-split over Fwi

. The first step will
be to construct towers of algebras Jxi ⊂ Kxi for maximal commutative étale Fxi -
subalgebras Kxi of (A⊗F Fxi )

τ⊗1 that are linearly disjoint from Lxi for xi = wi

or vi. We consider two cases.
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Case I: n = 2m is even. For the Archimedean valuations, A⊗F Fvi is isomor-
phic to either Mn(C), Mn(R)×Mn(R)op or Mm(H)×Mm(H)op.

• If A ⊗F Fvi � M2m(R) ×M2m(R) with exchange involution, let Jvi = R2 ⊂
R2m = Kvi . Let

Fvi ↪→ M2m(R)
:
↪→ M2m(R)×M2m(R),

let Kvi embed as diagonal matrices in M2m(R), and compose this embedding
with the diagonal embedding of M2m(R) in A⊗F Fv. If e1 is the matrix consist-
ing of 1s along each first m diagonal entries in each component and 0s elsewhere
and if e2 = (I2m×2m, I2m×2m)− e1, then Jvi embeds in Kvi via R · e1 + R · e2.

• If A ⊗F Fvi � M2m(C) with involution τ(X) = fX̄Tf , which corresponds to
the hermitian form r · 〈1,−1〉 ⊕ (2m − 2r)〈1〉, then let Kvi = R2m embed in
A⊗F F τ⊗1

vi
via diagonal matrices. Let e1 be the diagonal matrix with first m en-

tries equal to 1 and last m entries equal to 0, and let e2 = I2m×2m − e1. Then
Jvi = R2 embeds in Kvi via Re1 + Re2.

• If A⊗F Fvi � Mm(H) ×Mm(H)op, then let Kvi = Cm embed in A⊗F Fvi as
diagonal matrices in each component and let Jvi = C embed in Kvi as scalar
matrices in each component.

• If L ⊗F Fwi
= Lwi

is a field then by [T] we have that GFwi
� SU2m(Lwi

, f ),
where f is the sum ofm−1hyperbolic hermitian forms and one anisotropic form
〈α,β〉. By rank considerations, SU2(Lwi

, 〈−1,1〉) � SL2 and SU2(〈α,β〉) �
SL(Q) for some nonsplit quaternion algebra Q over Fwi

. Choose any quadratic
extension Jwi

of Fwi
disjoint from Lwi

. By [La, Rem. 2.7] we have that Q is
split over Jwi

; thus we can embedR
(1)
Jwi /Fwi

(Gm) in SL(Q) and SU2(Lwi
, 〈−1,1〉).

This is equivalent to finding embeddings of Jwi
· Lwi

in M2(Lwi
) such that the

involutions corresponding to 〈1,−1〉 and 〈α,β〉 fix Jwi
. Use the diagonal prod-

uct of these embeddings to construct an embedding Lwi
· Jwi

↪→ M2m(Lwi
)

such that (Lwi
· Jwi

)τ⊗1 = Jwi
.

The double centralizer theorem gives that C := CA⊗Fwi
(Lwi

·Jwi
) is a central

simple algebra over Lwi
· Jwi

of degree m. The fact that τ ⊗ 1 fixes Jwi
means

that τ ⊗1|C is an involution of the second kind on C fixing Jwi
. Consider an ar-

bitrary subfield Ewi
of C such that [Lwi

· Jwi
: Ewi

] = m; then Kwi
= Eτ⊗1|C

wi

is a degree-m extension of Jwi
disjoint from Lwi

.

• If L⊗F Fwi
� Fwi

× Fwi
, then A⊗F Fwi

� A′wi
× A

′op
wi with the exchange in-

volution, so we can choose a maximal subfield Kwi
of A′wi

and let Jwi
⊂ Kwi

be such that [Kwi
: Jwi

] = m. Then Ewi
= Kwi

× K
op
wi � K2

wi
⊂ Awi

and
E

τwi
wi = Kwi

.

• Finally, if L ⊗F Fwi
� Fwi

× Fwi
for all i and L ⊗F Fvj � Fvj × Fvj for all

j, choose a (non-Archimedean) valuation s on F such that L⊗F Fs = Ls is a
field. Choose an arbitrary subfield Es ⊂ A⊗F Fs such that dimFs

(Eτs
s ) = 2m

and Es � Eτs
s ⊗Fs

Ls , and let Ks = Eτs
s for Js ⊂ Ks an arbitrary subfield with

[Ks : Js] = m.
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Case II: n is odd. In this case, let p be the smallest prime dividing n and
let n = mp. For the Archimedean valuations, either A ⊗F Fvi � Mn(C) or
Mn(R)×Mn(R)op.

• If A ⊗F Fvi � Mpm(R) ×Mpm(R) with exchange involution, let Jvi � Rp ⊂
Rn = Kvi . Here Kvi embeds as in the even case, but now let ei be the matrix
with 1s in the (i − 1)m+1 to im diagonal entries and 0s elsewhere, and let Jvi
embed in Kvi via

∑
Rei .

• IfA⊗F Fvi � M2m(C)with involution τ(X) = fX̄Tf , which corresponds to the
hermitian form r ·〈1,−1〉⊕(pm−2r)〈1〉, then letKvi = Rn embed inA⊗F F

τ⊗1
vi

via diagonal matrices. Let ei be the matrix with 1s in the (i − 1)m + 1 to im

diagonal entries and 0s elsewhere. Then Jvi = Rp embeds in Kvi via
∑

Rei .

• For the non-Archimedean valuations, choose Kwi
, Jwi

(and Ks , Js , if necessary)
as in the case for n even.

Choose a tower of field extensions F ⊂ J ⊂ K having the local behavior just
prescribed. For every valuation x for which GFx

is not quasi-split or split, there is
a local embedding Kv⊗L ↪→ Av that respects involution by construction. Hence
there is an embedding

(K ⊗F L,1⊗ γ )
ι

↪→ (A, τ)

such that the tower of field extensions F ⊂ J ⊂ K has the prescribed local be-
havior (see the proof of [PrR, Thm. 5.1] and [PrR, Apx. A, pp. 176–178]). I claim
that the two algebras are conjugate by an element of GFv for every v Archimedean.
Indeed, since ι(K ⊗ L) ⊗ Fv and Ev both correspond to unique maximal tori in
GFv , it suffices to show that the corresponding tori are conjugate.

If A ⊗F Fv � Mn(C), then ι(K ⊗ L) ⊗ Fv and Ev both correspond to max-
imal anisotropic tori in GFv and hence are conjugate in GFv . If A ⊗F Fv �
Mn(R)×Mn(R)op, then both ι(K⊗L)⊗Fv and Ev correspond to tori of maximal
Fv-rank; hence they are also conjugate by an element of GFv . Finally, if A⊗F Fv �
Mn/2(H) ×Mn/2(H), then ι(K ⊗ L) ⊗ Fv and Ev both correspond to maximal
tori of maximal rank over Fv in GFv ; hence they are conjugate as well. By con-
sidering eigenvalues with multiplicity, we must have that this conjugation takes
ι(J ⊗ L)⊗ Fv to Jv.

Let P = J ⊗F L and consider H = RJ/F (SU(CA(P ), τ |CA(P ))) ≤ G. Then
H is a proper simple subgroup, and I claim that H has appropriate real rank. To
see this, note that if v ∈ V F∞,R is such that J ⊗F Fv � ∏

J (i)
v , where J (i)

v are field
extensions of Fv , then

HFv �
∏

R
J
(i)
v /Fv

(SU(CA(P ), τ |))
J
(i)
v

�
∏

R
J
(i)
v /Fv

(SU(CA(P )⊗J J (i)
v , τ | ⊗ 1)).

First, consider the case that J ⊗F Fv � C. This implies that A ⊗F Fv �
Mn/2(H) × Mn/2(H), and because J ⊗F Fv is conjugate to Jv , we have that
CA⊗F Fv (Jv ⊗ L) consists of scalar matrices in each component. Thus
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SU(CA⊗F Fv (J ⊗F L⊗ Fv), τ | ⊗ 1) � SLn/2(C)

and so HFv � RC/R(SLn/2(C)) has rank n
2 − 1≥ 2, as required.

Next, assume that J ⊗F Fv is not a field. Then J ⊗F Fv � Rp if n = pm,
where p is the smallest prime dividing n and where, up to conjugation (and possi-
bly renumbering), J (i)

v = Rei . To calculate SU(CA(P )⊗J J (i)
v , τ | ⊗ 1), consider

the following chain of isomorphisms:⊕
CA(P )⊗J J (i)

v � CA(P )⊗J

(∏
J (i)
v

)
� CA(P )⊗J J ⊗F Fv

� CA(P )⊗F Fv � CA⊗F Fv (P ⊗F Fv)

� CA⊗F Fv (Jv) �
∏
i

Cei ·A⊗F Fvei(Rei · Lv).

All of the isomorphisms respect components and involutions (because we conju-
gate by an element of GFv), so HFv �

∏
SU(CeiA⊗F Fvei(Rei · Lv).

If A ⊗F Fv � Mn(R) × Mn(R) then this means that HFv �
∏p

i=1 SLm(R),
which has higher rank. If A ⊗F Fv � Mn(C) and if τ ⊗ 1 corresponds to the
hermitian form with diagonalization r · 〈1,−1〉 ⊕ (pm − 2r)〈1〉, then HFv �
SUm(C, f1)× · · · × SUm(C, fp), where f = f1 ⊕ · · · ⊕ fp and f1 is taken from
the first m coefficients of the diagonalization of f , f2 from the second, and so on.
If r = 1, then both GFv and SUm(C, f1) have rank 1; therefore, HFv has rank 1. If
r ≥ 2 and m > 3, then SUm(C, f1) has rank ≥ 2 and so HFv is of higher rank. If
r ≥ 2 and m = 3, then SUm(C, f1) has rank 1, as does SUm(C, f2); hence HFv is
of higher rank as well.

Combining these cases shows that H has appropriate real rank and thus G is
not minimal.

3. Exceptional Groups Splitting over Quadratic Extensions

The purpose of this section is to prove that absolutely simple groups of type E7,
E8, F4, and G2 are not minimal. Unless otherwise stated, G will be simply con-
nected throughout this section. The approach for these four cases will rely on the
following observation.

Lemma 3.1. Any group of type E7, E8, or F4 over F becomes split over a purely
imaginary quadratic extension K.

This follows from Kneser’s theorem, which states that H1(Fv ,G) = {0} for v

non-Archimedean and G simply connected, and the Hasse principle for simply
connected groups.

Remark 3.1. Note that if G has type G2 then we can choose K = F
(√

a
)

with
a positive in Fv for all v ∈ SG such that G splits over K. Recall from Tits’s classi-
fication [T] that in this case SG = S ′′G (i.e., G is split over Fv for all v ∈ SG). By
the weak approximation property, we may choose a ∈F such that the image of a
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in Fv is positive for all v ∈ SG = S ′′G and the image of a in Fv is negative for all
v ∈V F∞,R\SG. Let K = F

(√
a

); now if w ∈V K∞,R lies over v ∈ SG then

ResKw/K � ResK/F ([ξ ]) = ResKw/Fv � ResFv/F ([ξ ]) = ResKw/Fv (1) = 1,

and if w ∈V K∞,R lies over v ∈V F∞,R\SG then Kw is algebraically closed, so

ResKw/K � ResK/F ([ξ ]) = 1

automatically. Applying Lemma 3.1 gives that G splits over K and that K ↪→ Fv

for all v ∈ SG.

I introduce some notions developed by Weisfeiler in [W] relating to groups split-
ting over quadratic extensions. Let G be an F -defined group splitting over a qua-
dratic extension K/F, let τ be the nontrivial element of Gal(K/F ), let B be an
F -defined Borel subgroup of G splitting over K such that B ∩Bτ = T, and let Gα

be the root subgroup of G corresponding to α ∈@(G, T ) (see [W, Lemma 3]).

Lemma 3.2 [W, Lemma 5]. Gα � SL1(Dα), where Dα = (d, cα).

The numbers cα ∈F× are called the structure constants of G with respect to T.

Proposition 3.1. Every anisotropic group G of type G2 over F contains an ab-
solutely simple subgroup H of type A2 of appropriate real rank.

Proof. Choose a as in Remark 3.1 and T = B ∩ Bτ splitting over K = F
(√

a
)
.

Given a subroot system @′ ⊂ @(G, T ), let G@′ be the standard subgroup of G gen-
erated by Gα for α ∈@′. Let @′ be the root subsystem of long roots in @(G, T ),
and let H = G@′ . For any v ∈ SG we have that T is split over Fv , so H is split
over Fv.

Assume again that G is any simple group splitting over quadratic extension and
that τ and T are as before. The structure constants defined previously are very
useful in determining the isotropy of G over Fv for v ∈V F∞,R. The following state-
ment is immediate from Lemma 3.2.

Lemma 3.3. Given v ∈V F∞,R such that K ⊗F Fv � C:

(1) G is anisotropic over Fv if and only if the cα are negative in Fv for all α ∈
@(G, T );

(2) if 〈α,β〉 = 0 and cα , cβ > 0 in Fv , then G has higher rank over Fv.

By [T], there are three possibilities for the rank of a group G of type F4 over any
field. Over a completion Fv for v ∈ V F∞,R, I claim that the sign of the structure
constants completely determines the rank of G over Fv.

Lemma 3.4. Suppose that G is anisotropic over F of type F4, that T ≤ G is a
maximal F -defined torus splitting over K as in Lemma 3.1, and that {cα} are the
structure constants of G with respect to T. Then, for v ∈V F∞,R:
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(1) cα < 0 in Fv for all α if and only if GFv is anisotropic;
(2) over Fv , cα < 0 for all long roots α and cβ > 0 for some short root β if and

only if G has Fv-rank 1;
(3) at least one long root α has cα > 0 in Fv if and only if G is Fv-split.

Proof. The first statement is Lemma 3.3(1). Assume that for some α ∈ @(G, T )

with length 2 we have cα > 0 in Fv. I claim that GFv is then split.
Let @′ ≤ @(G, T ) be the subroot system generated by the long roots, so that @′

has type D4, and let H = G@′ . Then, since Gal(K/F ) stabilizes {±α} for each
α ∈@(G, T ), it follows that H is of type 1D4. By the assumption that cα > 0 for
some long root α, we also have that H is Fv-isotropic. From [T], we therefore
have that rankFv (H ) ≥ 2; thus rankFv (G) ≥ 2 and so G is split over Fv.

To complete the proof of the lemma, it suffices to prove that if G is split over Fv

then cα > 0 for some long root α ∈@(G, T ). Assume that G is split over Fv and
let T ′ be a maximal torus in G split over Fv. If cα < 0 in Fv for all α ∈@′, then H

is anisotropic over Fv. Let B be a Borel subgroup of G containing T ′. By dimen-
sion considerations, (B ∩ H )0 is nontrivial over Fv. If we choose an Fv-rational
point x of (B ∩ H )0, then the closure of 〈x〉 is a connected diagonalizable sub-
group of H—contradicting the fact that H is anisotropic.

3.1. Modification of Structure Constants

The structure constants are not unique, and [W, Prop. 8] tells us that we can choose
another maximal torus T ′ to get a new set of structure constants c ′α related to cα
by c ′α = ν〈α,β〉cα for any ν ∈Nrd(Dα) and β ∈@(G, T ).

Given that Lemma 3.3 is concerned with the sign of cα ∈ Fv only for v ∈ V F∞,R

(which I denote by Signv(cβ)), this is all we seek to change when modifying struc-
ture constants. We can do this for each v ∈V F∞,R independently, as follows.

Lemma 3.5. Given α ∈@(G, T ) and v ∈V F∞,R such that Signv(cα) = 1, we can
choose gα ∈Gα(K) such that, if {c ′β} are the structure constants of G with respect
to gαTg

−1
α , then:

(1) Signw(c
′
β) = Signw(cβ) for all w �= v ∈V F∞,R; and

(2) Signv(c
′
β) = (−1)〈β,α〉 Signv(cβ) for all β.

Proof. By the weak approximation property, we can choose y ∈ F such that
|y2|w < |cα|w for all w �= v ∈ V F∞,R and |cα|v < |y2|v. Define gα as before.
Replacing T by T ′ = gαTg

−1
α , we get that c ′β =

( cα

cα−y2

)〈β,α〉
cβ. Our choice of y

gives that c ′β has the desired sign in Fv for all v ∈V F∞,R.

We call a modification of the form just described a modification of T by α with
respect to v.

Proposition 3.2. Every anisotropic group G of type F4 over F contains an ab-
solutely simple subgroup H of type B3 of appropriate real rank.
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Proof. Let @′ be the root subsystem of @(G, T ) generated by {α1,α2,α3} and let
H = G@′ . (Throughout the proof, I use Bourbaki’s explicit realization of root
systems [B, Plates I–IX] and the same notation.) Then H is a proper, absolutely
simple subgroup of G, so it suffices to show that H has appropriate real rank.

Claim. We can choose T in such a way that Signv(cα3) = 1 for all v ∈ SG and
Signv(cα1) = 1 for all v ∈ S ′′G.

First I claim that we can modify T so that Signv(cα1) = 1 for all v ∈ S ′′G. If v ∈ S ′′G,
then by Lemma 3.3 we have that Signv(cα) = 1 for some long root α ∈@(G, T ).

The possibilities for 〈α1,α〉 are 0, ±1, and ±2. If there exists a long root α such
that Signv(cα) = 1 and 〈α1,α〉 = ±2, then α = ±α1; so assume no such α exists.
If there exists such an α such that 〈α1,α〉 = ±1, then modifying T by α with re-
spect to v yields T as desired.

If there does not exist an α with Signv(cα) = 1 and 〈α1,α〉 = ±1 but there
does exist an α with Signv(cα) = 1 and 〈α1,α〉 = 0, then α must be of the form
±(ε1+ ε2) or±ε3 ± ε4. If α = ±ε3 ± ε4 let α ′ = ε2 + ε4, and if α = ±(ε1+ ε2)

let α ′ = ε2 + ε3. In either case, we have that 〈α ′,α〉 = ±1 and 〈α1,α ′ 〉 = ±1, so
modifying T by α ′ with respect to v returns us to the case that there exists a long
root α with Signv(cα) = 1 and 〈α1,α〉 = ±1.

Assume that v ∈ S ′′G and we have already made the preceding modifications, so
that Signv(cα1) = 1. If Signv(cα3) = 1, then T is as required. If Signv(cα3) = −1
and there exists a short root β such that Signv(cβ) = 1 and 〈α3,β〉 = ±1, then
modifying T byβ with respect to v gives T as required. If no suchβ exists, letβ ′ =
1
2 (ε1+ ε2 − ε3 + ε4); then 〈β ′,α1〉 = 1= 〈α3,β ′ 〉 and 〈α1,β ′ 〉 = 2. Modifying T

by α1 with respect to v gives a new T such that Signv(cβ ′) = 1. Next, modifying
T by β ′ with respect to v gives another T such that Signv(cα3)= 1 and Signv(cα1)

is unchanged (because 〈α1,β ′ 〉 = 2). This new T is such that Signv(cα1) = 1 =
Signv(cα3) for all v ∈ S ′′G.

Assume now that v ∈ S ′G. If Signv(cβ) = 1 for β = ± 1
2 (ε1 ± ε2 ± ε3 ± ε4),

then 〈β,α3〉 = ±1; hence we can modify T by β with respect to v to obtain
Signv(c

′
α3
) = 1. If Signv(cβ) = −1 for all β of the form above, then we must

have that Signv(εi) = 1 for some i �= 4 by the assumption that some short root
has positive associated structure constant. Fix β = 1

2 (ε1 + ε2 + ε3 + ε4). Then
Signv(cβ) = −1 by assumption, and for all i we have 〈εi,α3〉 = 0 and 〈β, εi〉 = 1.
This means that, if we modify T first by εi and then by β with respect to v, the
result will be Signv(c

′′
α3
) = 1. This proves the claim.

Combining Lemma 3.3 with this claim yields that H has appropriate real rank, so
H is not minimal.

Proposition 3.3. Any anisotropic group G of type E7 over F contains an abso-
lutely simple subgroup H of type A3 of appropriate real rank.

Note. By [T], SG = S ′′G for G of type E7.

Proof of Proposition 3.3. For a maximal F -defined torus T of G, define @′ ⊂
@(G, T ) to be the subroot system generated by {α5,α6,α7} and let H = G@′ .
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Clearly, H is an absolutely simple proper subgroup of type A3, and it remains to
show that H has appropriate real rank. By Lemma 3.3, it suffices to prove the
following.

Claim. We can choose T so that cα5 , cα7 > 0 in Fv for all v ∈ SG.

By Lemma 3.3, we may always choose someα ∈@(G, T ) such that Signv(cα)= 1.
After modification, we can say that Signv(cα7) = 1. Indeed, assume that
Signv(cα7) = −1. If there exists an α with 〈α7,α〉 = ±1, then modification
of T by α with respect to v reverses the sign of cα7 . If 〈α7,α〉 ∈ {0,±2} for all α ∈
@(G, T ) with Signv(cα) = 1, then choose an α with Signv(cα) = 1 and let

α ′ =




εj + ε6 if α = ±εj ± εk , j < k ∈ {1, 2, 3, 4},
ε4 + ε6 if α = ±(α5 + α6),
1
2

(
ε7 − ε8 + ε6 − ε5 +∑4

i=1 εi
)

if α = ±(ε7 − ε8),

1
2

(
ε7 − ε8 + ε6 − ε5 + (−1)ν(4) +∑3

i=1(−1)1−ν(i)εi
)

if α = 1
2

(
ε7 − ε8 ± (ε5 + ε6)+∑4

i=1(−1)ν(i)
)
.

Then modifying T by α with respect to v returns us to the case where there exists
an α ′ with Signv(cα ′) = 1 and 〈α7,α ′ 〉 = ±1; hence we can modify T again so
that Signv(cα7) = 1.

Now, assuming that we have modified T so that Signv(cα7) = 1, I claim that we
can modify T further so that Signv(cα5) = 1 as well. To see this, let β1 = ε1 − ε6

and β2 = 1
2 (ε8 − ε7 + ε6 + ε5 + ε4 − ε3 − ε2 − ε1). Recall that if Signv(cα) =

1, then modifying T by α with respect to v affects Signv(β) only for those β with
〈β,α〉 odd. In the following graph, the nodes correspond to roots and the edges
connect roots such that 〈α,β〉 is odd:

β1

��
��

��
��

β2

α7 α6 α5

α4

If Signv(cα5) = 1, then no modification is necessary. If Signv(cα5) = −1 but
Signv(cβ2) or Signv(cα4) = 1, then modify T by β2 or α4 with respect to v in order
to change the sign of cα5 in Fv. Assume then that Signv(cα5) = Signv(cα4) =
Signv(cβ2) = −1. If Signv(cα6) = Signv(cβ1) = 1, then modifying T first by
α6 and then by β1 with respect to v reverses Signv(cα7) twice and Signv(cα5)

once; so, after modification, Signv(cα7) = 1 = Signv(cα5). If Signv(cα6) =
Signv(cβ1) = −1, then modifying by α7 with respect to v returns us to the case
where Signv(cα6) = Signv(cβ1) = 1.
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If Signv(cβ1) = 1 and Signv(cα6) = −1, then modifying T by α7 with respect
to v gives Signv(cβ1) = −1 and Signv(cα6) = 1. Therefore the only case left to
consider is the one where

Signv(cα7) = Signv(cα6) = 1,

Signv(cβ1) = Signv(cβ1) = Signv(cβ2) = Signv(cα5) = Signv(cα4) = −1.

In this case, if we modify T with respect to v by roots in the orderα6,α5,β2,β1,α4,
then (Signv(cα7), Signv(cα5)) changes as follows:

(1,−1)
α6−→ (−1, 1)

α5−→ (1,−1)
β2−→ (−1,−1)

β1−→ (1,−1)
α4−→ (1, 1).

After modification, then, Signv(cα7) = 1= Signv(cα5) as required.

Proposition 3.4. Any anisotropic group G of type E8 over F contains an abso-
lutely simple subgroup H of type A3 of appropriate real rank.

Proof. As in the previous case, define @′ to be the subsystem of @(G, T ) gener-
ated by {α5,α6,α7}. Also as in the previous case, from [T] we have SG = S ′′G for
groups of type E8. It therefore suffices to prove that we can choose some maximal
F -torus T of G so that Signv(cα5) = Signv(cα7) = 1 for all v ∈ SG.

Let @′′ ⊂ @(G, T ) be the subsystem of @(G, T ) of type E7 generated by
{α1,α2,α3,α4,α5,α6,α7}. To reduce the proof to the previous case, it suffices to
show that it is possible to choose a maximal F -torus T of G so that Signv(α) = 1
for some root α ∈@′′. Indeed, if we can show that some α ∈@′′ has Signv(cα) = 1,
then we can modify T with respect to each v by roots in @′′ as described in the
previous proof to obtain Signv(cα5) = Signv(cα7) = 1 for all v ∈ S ′′G.

Let β1 = ε6 + ε8 and β2 = ε6 − ε8; then
〈∑8

i=1(−1)ν(i)εi,βj
〉 �= 0 mod 2 for

j = 1 or 2. Next, if α = ±εi ± εj and 〈βj ,α〉 ≡ 0 mod 2, then 〈α,αi〉 �= 0 mod 2
for some 1≤ i ≤ 7. This means that, no matter what, for every α ∈@(G, T ) there
exist a γ ∈@(G, T ) and a δ ∈@′′ such that 〈α, γ〉 ≡ 〈γ, δ〉 ≡ 1 mod 2.

If Signv(cδ) = 1 then we are done. If Signv(cγ ) = 1, modify T by γ with re-
spect to v to obtain that Signv(c

′
δ) = 1. If Signv(cγ ) = −1, modify T by α with

respect to v. This either reverses the sign of cδ with respect to v or returns us to
the previous case. In any event, Signv(cδ) = 1 with δ ∈@′′.

4. Type 3,6D4

The purpose of this section is to prove the following result.

Proposition 4.1. No group of type 3,6D4 is minimal.

4.1. Preliminaries

4.1.1. Groups of Type D4 over R

Because there exist no cubic field extensions of R, any group G of type D4 over R

is of type 1,2D4. By Tits’s classification, any simply connected group of type 1D4

over R is isomorphic to a group of the form Spin(fi), where fi is one of



Minimal Anisotropic Groups of Higher Real Rank 373

f0 =
8∑

i=1

x 2
i ,

f2 =
6∑

i=1

x 2
i − y2

1 − y2
2 , or

f4 =
4∑

i=1

x 2
i −

4∑
i=1

y2
i

up to multiplication by±1. LetG0 be the split, simply connected group of type 1D4,
so G0 � Spin(f4). Note that f4 is a Pfister form over R and recall that a Pfister
form over R is either split or anisotropic. This gives that Spin(f0) and G0 are the
two distinct strongly inner forms of G0 and that Spin(f2) corresponds to a cocycle
in H1(K, Ḡ0) not contained in the image of H1(K,G0).

If G has type 2D4 then G is also isomorphic to a group of the form Spin(fi),
except now fi has discriminant −1; thus, fi is either

f1 =
7∑

i=1

x 2
i − y2

1 or

f3 =
5∑

i=1

x 2
i −

3∑
i=1

y2
i

up to multiplication by ±1.

4.1.2. Tori in SL2 and Quaternion Algebras
Given an element a ∈F, we can embed T = R

(1)

F(
√
a )/F

(Gm) in SL2 via the regular

representation. Let T̄ be is its image in PSL2. We have the exact sequence

1−→ µ2 −→ T −→ T̄ −→ 1,

which gives a mapH1(F, T̄ )→ H 2(F,µ2). The following is not difficult to prove.

Lemma 4.1. If [δ] ∈H 2(F,µ2) corresponds to D ∈ 2Br(F ) and if D is split by
F

(√
a

)
, then [δ] is in the image of H1(F, T̄ )→ H 2(F,µ2).

4.1.3. Modification of Cocycles
Let G0 be a simple, simply connected algebraic group with adjoint Ḡ0 and let T ≤
G0 be a maximal torus. Given a [ξ ] ∈ H1(F, Ḡ0) with [µ] ∈ H1(F, T̄ ) such that
[ξ ] and [µ] have the same image in H 2(F,Z(G0)) under the commuting diagram

H 1(F,G0)
π1 �� H 1(F, Ḡ0)

δ1 �� H 2(F, Z(G0))

H 1(F, T ) π2
��

ι1

��

H 1(F, T̄ )
δ2

��

ι2

��

H 2(F, Z(G0))

=
��

(∗)
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with exact rows, we wish to “modify” [µ] ∈ H1(F, T̄ ) by an element [α] ∈
H1(F, T ) to get [µ] · π2([α]) ∈ H1(F, T̄ ) so that ι2([µ] · π2([α])) = [ξ ]. More
precisely, we have the following statement.

Lemma 4.2 (Modification of Cocycles). Given G0, Ḡ0, T, T̄, [ξ ] as before, if
there exist

(1) [µ]∈H1(F, T̄ ) with δ2([µ]) = δ1([ξ ]) and
(2) [νv]∈H1(Fv , T̄ ) with ι2([νv]) = [ξv] for each Archimedean place v

then there exists a [γ ]∈H1(F, T̄ ) such that ι2([γ ]) = [ξ ].

Proof. We retain the notation of diagram (∗). By the Hasse principle forH1(F, Ḡ0)

[PR], it suffices to show that we can choose [γ ] ∈H1(F, T̄ ) such that ι2([γv]) =
[ξv] for any valuation v on F.

First, I claim that ι2([µv]) = [ξv] for any non-Archimedean place v. From the
condition that δ2([µ]) = δ1([ξ ]), we see that ι2([µv]) ∈ δ−1

1 (δ1([ξv])). By [Se,
Chap. 1, Sec. 5], δ−1

1 (δ1([ξv])) is in bijective correspondence with H1(Fv , ξG0)/∼
for some equivalence relation∼. Because we assume that ξG0 is simply connected
and v is non-Archimedean, Kneser’s theorem gives that H1(Fv , ξG0) = {1} and
so δ−1

1 (δ1([ξv])) = {[ξv]}; that is, ι2([µv]) = [ξv].
Next, given v ∈ V F∞,R, condition (2) gives that δ2([νv]) = δ1([ξv]) and condi-

tion (1) that δ2([µv]) = δ1([ξv]), so δ2([νv]) = δ2([µv]). By the exactness of the
bottom row in (∗), we have [µv] = [νv]·π2([λv]) for some [λv]∈H1(Fv , T ). From

[PR], the map H1(F, T )
GResFv−−−−→ Gv∈V F

∞,R
H1(Fv , T ) is surjective. This means that

we can choose [α]∈H1(F, T ) such that [αv] = [λv] for all v ∈V F∞,R.

I claim that [γ ] := [µ] · π2([α]) has ι2([γv]) = [ξv] for every v. For v non-
Archimedean, note that

δ1(ι2([γv])) = δ2([γv]) = δ2([µv]) · δ2(π2([αv])) = δ2([µv]) = δ1([ξv]);
however, we have shown that the fibre of [ξv] under δ1 is just {[ξv]}, so ι2([γv]) =
[ξv] for every non-Archimedean v. Finally, for v ∈V F∞,R we have

ι2([γv]) = ι2([µv] · π2([αv])) = ι2([µv] · π2([λv])) = ι2([νv]) = [ξv]

by construction.

4.2. Construction of a Special Torus T

Let G now be a simply connected group of type 3,6D4 corresponding to [ξ ] ∈
H1(F, Ḡ0), where G0 is now the simply connected quasi-split group of type 3,6D4.

Let E be a cubic extension of F over which G has type 1,2D4. Then Z(G0) �
R

(1)
E/F (µ2) and soH 2(F,Z(G0)) � ker(2Br(E)

N−→ 2Br(F )), whereN is the norm
map. Let [(a, b)E] be the image of [ξ ] in H 2(F,Z(G0)). By [BOI] we can choose
a, b such that a ∈F, F

(√
a

)
has no real completions, and NE/F (b) = 1.

The following result is proved in [CLM].

Theorem 4.1. There exists a subgroup H < G0 of type A1 × A1 × A1 × A1

that is isogenous to RP/F (SL2) for some quartic field extension P/F contained in
E

(√
b,
√
σ(b),

√
σ 2(b)

)
, where

√
σ i(b) are the Galois conjugates of

√
b in the

normal closure of E over F.
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Let H̃ = RP/F (SL2), H be the image of H̃ in G0, H̄ be the image of H̃ in Ḡ0,
and H̄ ′ = H̃/Z(H̃ ). If we consider the sequence of projections

H̃
φ1−→ H

φ2−→ H̄
φ3−→ H̄ ′,

then ker(φ1) is the diagonal embedding of µ2 into Z(H̃ ) over the algebraic clo-
sure, ker(φ2) = Z(G0), and ker(φ3) = Z(H̄ ) = Z(H̃ )/Z(G0) � µ2.

We need some notation from the proof in [CLM]. Let

T̃0 = Gm × RE/F (R
(1)

E(
√
b)/E

(Gm)),

let T0 be its image in G0, and let T̄0 be its image in Ḡ0. If α1, . . . ,α4 are a basis
of @(G0, T0), then RE/F (R

(1)

E(
√
b)/E

(Gm)) = T0 ∩ Gα1,α3,α4 and H = GI, where

I = {α2,α2 + α3 + α4,α2 + α1 + α4,α2 + α1 + α3}.
Lemma 4.3. There exists a cocycle [µT̄0

]∈H1(F, T̄0) such that [µT̄0
] �→ [(a, b)E]

under H1(F, T̄0)→ H1(F, Ḡ0)→ H 2(F,Z(G0)).

Proof. Consider the subtorus S ≤ T0 given by S = RE/FR
(1)

E(
√
b)/E

Gm, and let S̄

be the image of S in Ḡ0. I claim that there exists a [µS̄] ∈H1(F, S̄ ) that maps to
[(a, b)E]∈H 2(F,Z(G0)). The image of [µS̄]∈H1(F, T̄0) is then the cocycle we
are looking for.

To see that [µS̄] exists, consider the F -defined subgroups Z̃,Z ≤ S, where Z is
the center of G0 and Z̃ is the 2-torsion part of S, which is also given by RE/F (µ2).

Note that, over F̄, Z̃ has the form µ2 × µ2 × µ2, the norm map is given by the
product of the entries, and Z is the kernel of this map. Using this, we have an
interlocking diagram of exact sequences,

1

��

1

��

µ2

��

1 �� Z ��

��

S ��

=
��

S̄ ��

��

1

1 ��
Z̃

��

NE/F

��

S �� S/Z̃ ��

��

µ2

��

1

1
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that induces the following exact sequences of Galois cohomology sets with corre-
sponding morphisms:

H1(F, S) ��

=
��

H1(F, S̄ ) ��

��

H 2(F,Z)

��

H1(F, S) �� H1(F, S/Z̃) ��

��

H 2(F, Z̃)

NE/F

��

H 2(F,µ2)
= �� H 2(F,µ2)

Suppose a [µS/Z̃] ∈ H1(F, S/Z̃) maps to [(a, b)E] under H1(F, S/Z̃) →
H 2(F, Z̃) in the preceding diagram. The norm of (a, b)E is trivial by assumption,
so [µS/Z̃] is the image of some [µS̄] ∈ H1(F, S̄ ). We have a section λ : µ2 → Z̃

given by the diagonal embedding, and so H 2(F,Z) → H 2(F, Z̃) is injective.
This, combined with the commutativity of the upper right-hand square, shows that
[µS̄] �→ [(a, b)E]∈H 2(F,Z).

It remains to prove that there exists a [µS/Z̃]∈H1(F, S/Z̃) such that [µS/Z̃] �→
[(a, b)E] ∈H 2(F, Z̃). Note that, by Shapiro’s lemma, H1(F, S/Z̃) → H 2(F, Z̃)

is equivalent to H1(E,R(1)

E(
√
b)/E

(Gm)/µ2)→ H 2(E,µ2). Thus Lemma 4.1 gives

the existence of [µS/Z̃]∈H1(F, S/Z̃).

Let [µH̄ ] be the image of [µT̄0
] in H1(F, H̄ ), let [µH̄ ′ ] be its image in H1(F, H̄ ′),

and let [(a, b)P ] be the image of [µH̄ ′ ] under the isomorphism H1(F, H̄ ′) →
H 2(F,RP/F (µ2)) � 2Br(P ). Choosep ∈P such that [(a, b)P ] splits overP

(√
p

)
,

and define T̃ = RP/F (R
(1)

P(
√
p)/P

(Gm)) embedded in H̃ via the regular representa-

tion. Let T be the image of T̃ in H, T̄ the image of T̃ in H̄, and T̄ ′ the image of
T̃ in H̄ ′.

Lemma 4.4. There exists a [µ] ∈ H1(F, T̄ ) such that [µ] �→ [µH̄ ] under
H1(F, T̄ )→ H1(F, H̄ ).

Proof. By Shapiro’s lemma, the mappingH1(F, T̄ ′) ι4−→ H1(F, H̄ ′) is isomorphic
to H1(P,R(1)

P(
√
p)/P

(Gm)) → H1(P, PSL2); hence, by Lemma 4.1, there exists a

[µ′ ] ∈H1(F, T̄ ′) such that ι4([µ′ ]) = [µH̄ ′ ]. Consider the following commuta-
tive diagram with exact rows:

1 �� Z(H̄ ) ��

=
��

T̄ ��

��

T̄ ′ ��

��

1

1 �� Z(H̄ ) �� H̄ �� H̄ ′ �� 1

This induces the following commutative diagram with exact rows:
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H1(F,Z(H̄ ))
ι1 ��

=
��

H1(F, T̄ )
π1 ��

ι2

��

H1(F, T̄ ′)
δ1 ��

ι4

��

H 2(F,Z(H̄ ))

=
��

H1(F,Z(H̄ ) ι3
�� H1(F, H̄ ) π2

�� H1(F, H̄ ′)
δ2

�� H 2(F,Z(H̄ )

(∗∗)

By the assumption that ι4([µ′ ]) = [µH̄ ′ ] we have that δ1([µ′ ]) = δ2([µH̄ ′ ]) = 1,
so there exists a [µ′′ ]∈H1(F, H̄ ) such that π1([µ′′ ]) = [µ′ ]. By the commutativ-
ity of diagram (∗∗) we have π2(ι2([µ′′ ])) = π2([µH̄ ]) and so, from [Se, Chap. 1,
Sec. 5], we find that there exists a [θ ]∈H1(F,Z(H̄ )) such that ι3([θ ])·ι2([µ′′ ]) =
[µH̄ ]. If we define [µ] = ι1([θ ]) · [µ′′ ], then ι2([µ]) = ι2ι1([θ ]) · ι2([µ′′ ]) =
ι3([θ ]) · ι2([µ′′ ]) = [µH̄ ].

4.3. Modification of [µ]

By Lemma 4.4 and the commutativity of the diagram

H1(F, T̄ ) ��

��

H 2(F,Z(G0))

H1(F, H̄ )

�������������

we have that [µ] �→ [(a, b)E] under H1(F, T̄ ) → H 2(F,Z(G0)). In this section
we modify [µ] as in Section 4.1.2 to obtain a cocycle [γ ] ∈ H1(F, T̄ ) such that
[γ ] �→ [ξ ] under H1(F, T̄ ) → H1(F, Ḡ0). In order to do this, we need cocycles
[νv] ∈ H1(Fv , T̄ ) for each v ∈ V F∞,R such that [νv] �→ [ξv] under H1(Fv , T̄ ) →
H1(Fv , Ḡ0). We break this into two cases.

4.3.1. E ⊗F Fv � Fv × Fv × Fv

In order to understand how T̄ behaves over Fv , it is necessary to understand the
structure of P ⊗F Fv. Recall that H is isogenous to RP/F (SL2) and so, in order to
understand P ⊗F Fv , it is instructive to examine H over Fv. In order to examine H,
we need to remember that H = GI, where I = {α2,α2+α3+α4,α2+α1+α3,
α2 + α1+ α4} ⊂ @(G, T0) has Galois action described in [CLM]. I claim that the
sign of b under each of the maps E ↪→ E ⊗F Fv

πi−→ Fv determines the Galois
action of Gal(C/Fv) on I and hence determines the structure of H and thus the
structure of P ⊗F Fv.

Lemma 4.5. With notation as before, let b1, b2, b3 be the images of b under the
mapsE ↪→E⊗F Fv

πi−→Fv. If at least one of b1, b2, b3 is negative, thenP⊗F Fv �
C× C; if all of b1, b2, b3 are positive, then P ⊗F Fv � Fv × Fv × Fv × Fv.

Proof. Suppose that b1, b2, b3 are all positive in Fv. In this case,

RE/F (R
(1)

E(
√
b)/E

(Gm))Fv

� R
(1)

Fv(
√
b1 )/Fv

(Gm)× R
(1)

Fv(
√
b2 )/Fv

(Gm)× R
(1)

Fv(
√
b3 )/Fv

(Gm)

� Gm × Gm × Gm
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and so T0 is split over Fv. This gives that all α ∈ @(G0, T0) are fixed under
Gal(C/Fv). Therefore, I is fixed under Gal(C/Fv); hence H̃Fv � SL2 × SL2 ×
SL2 × SL2 and so P ⊗F Fv � Fv × Fv × Fv × Fv.

Suppose now that one of b1, b2, b3 is negative. Up to renumbering, we may as-
sume that b1 and b2 are negative while b3 is positive (because NE/F (b) = 1). In
this case,

RE/F (R
(1)

E(
√
b)/E

(Gm))Fv

� R
(1)

Fv(
√
b1 )/Fv

(Gm)× R
(1)

Fv(
√
b2 )/Fv

(Gm)× R
(1)

Fv(
√
b3 )/Fv

(Gm)

� R
(1)
C/Fv

(Gm)× R
(1)
C/Fv

(Gm)× Gm

and thus (again, up to renumbering) 1 �= τ ∈Gal(C/Fv) acts by

α1 �→ α1,

α3 �→ −α3,

α4 �→ −α4;
if α̃ is a root of maximal height, then α̃ �→ α̃ (since this was true over F ). This
means that α2 �→ α2 + α1 + α3 and α1 + α2 + α4 �→ α2 + α3 + α4; hence I

has type [A1 × A1] × [A1 × A1], with Gal(C/Fv) permuting the factors inside
the brackets. This gives that H̃Fv � RC/Fv (SL2) × RC/Fv (C/Fv), so P ⊗F Fv �
C× C.

By our restriction that E ⊗F Fv � Fv × Fv × Fv , we have that GFv is of type 1D4.

By the classification given in Section 4.1.1, we have that GFv is of rank 0, 2, or 4.
Recall that [ξ ]v is in the image of H1(Fv ,G0)→ H1(Fv , Ḡ0) if and only if G has
rank 0 or 4. This is true if and only if (a, b1)Fv , (a, b2)Fv , and (a, b3)Fv are all split,
which is equivalent to the condition that b1, b2, b3 are all positive (since F

(√
a

)
is purely imaginary by assumption). When combined with Lemma 4.5, these re-
marks yield our next lemma.

Lemma 4.6. If GFv has rank 2, then T̃ has the form

RC/Fv (Gm)× RC/Fv (Gm)

and at least one of b1, b2, b3 is negative in Fv.

If GFv is anisotropic or split, then b1, b2, b3 are all positive in Fv. Moreover, if
we let ψi,v be the composition

P ↪→ P ⊗F Fv � Fv × Fv × Fv × Fv

πi−→ Fv ,

then T̃Fv has the form

R
(1)

Fv(
√
ψ1,v(p) )/Fv

(Gm)× R
(1)

Fv(
√
ψ2,v(p) )/Fv

(Gm)

× R
(1)

Fv(
√
ψ3,v(p) )/Fv

(Gm)× R
(1)

Fv(
√
ψ4,v(p) )/Fv

(Gm).

Notice that if b1, b2, b3 are all positive in Fv , then the structure of T̄Fv depends on
the sign of ψi,v(p). The following lemma allows us to control these signs.



Minimal Anisotropic Groups of Higher Real Rank 379

Lemma 4.7. There exists a p ∈P such that P
(√

p
)

splits (a, b)P and ψi,v(p) <

0 in Fv if and only if [ξ ] is trivial over Fv.

Proof. Recall the definition of [µH̄ ] and [µH̄ ′ ] that was given immediately before
Lemma 4.4.

Let L1 ⊂ V F∞,R be the set of all places of F such that b1, b2, b3 are all positive in
Fv but [ξ ]v is nontrivial. Let ([(α1,β1)Fv ], [(α2,β2)Fv ], [(α3,β3)Fv ], [(α4,β4)Fv ])
be the image of [(a, b)P ] under the isomorphism H1(Fv , H̄ ′) � H 2(Fv ,µ2) ×
· · · ×H 2(Fv ,µ2). Given a quaternion algebra over the real numbers, it is always
possible to find a pure quaternion q such that q2 = −1. For v ∈ L1, choose
xi,v , yi,v , zi,v ∈Fv such that

αi x
2
i,v + βiy

2
i,v − αiβiz

2
i,v = −1.

Let L2 be the set of all places of F such that [ξ ]v is split. For every such v, I
claim that [(α1,β1)Fv ], [(α2,β2)Fv ], [(α3,β3)Fv ], and [(α4,β4)Fv ] are split. To see
this, recall the definition of S from the proof of Lemma 4.3 and consider the short
exact sequence

1→ Z(G0)→ S → S̄ → 1.

Recall also that [µH̄ ′ ] was the image of a cocycle [µS̄] ∈ H1(F, S̄ ) that mapped
to [(a, b)E] under H1(F, S̄ )→ H 2(F,Z(G0)). Because [(a, b)E] is split over Fv ,
this means that [µS̄] is the image of some [µS]∈H1(Fv , S); but by the definition
of S, SFv � Gm × Gm × Gm. This means that [µS̄] is split over Fv by Hilbert 90.
Hence [µH̄ ′ ] is also split over Fv and thus [(α1,β1)Fv ], [(α2,β2)Fv ], [(α3,β3)Fv ],
and [(α4,β4)Fv ] are split as claimed.

Because [(αi,βi)Fv ] are split, there exist pure quaternions qi ∈ (αi,βi) such that
q2
i = 1. For v ∈L2, choose xi,v , yi,v , zi,v ∈R such that

αi x
2
i,v + βiy

2
i,v − αiβiz

2
i,v = 1.

Next, choose ε > 0 such that, if |x ′i,v − xi,v| + |y ′i,v − yi,v| + |z ′i,v − zi,v| < ε,
then

|αi x
′2
i,v + βiy

′2
i,v − αiβiz

′2
i,v − αi x

2
i,v − βiy

2
i,v + αiβiz

2
i,v| <

1

2
.

Applying the weak approximation property then provides x, y, z∈P such that

|ψi,v(x)− xi,v| + |ψi,v(y)− yi,v| + |ψi,v(z)− zi,v| < ε

and so, if we let p = αx 2 + βy2 − αβz2, then p satisfies the conditions of the
lemma.

Recall that there are three possibilities for GFv : it can be split, anisotropic, or of
rank 2. If GFv is split then [ξ ]v is trivial, so we can let [νv] = 1 and then [νv] �→
[ξ ]v. If GFv is anisotropic then, by our choice of p, TFv is anisotropic and thus
TFv is isomorphic to a maximal torus of GFv . By Steinberg’s theorem, we there-
fore have an embedding φ : T̄Fv ↪→ Ḡ0,Fv and [ν ′v] ∈ H1(Fv ,φ(T̄Fv )) such that
[ν ′v] �→ [ξ ]v.
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Any two anisotropic tori in Ḡ0,Fv are conjugate [Hu]. Hence the image of
H1(Fv , T̄Fv ) and H1(Fv ,φ(T̄Fv )) in H1(Fv , Ḡ0,Fv ) are the same and there exists a
[νv]∈H1(Fv , T̄Fv ) such that [νv] �→ [ξ ]v.

Finally, we must consider the case in which GFv has rank 2. In this case,
Lemma 4.6 gives that P ⊗F Fv � C × C and T̃Fv � RC/R(Gm) × RC/R(Gm).

Recall the definition of T0. The action of Gal(C/R) on @(G0, T0) is described
in Lemma 4.5 and, up to renumbering, the subsets I1 = {α2,α2 + α1 + α3} and
I2 = {α2 +α3 +α4,α2 +α1+α4} are Gal(C/R)-stable. Let Gi be the subgroup
of G0,Fv generated by Gα , where α ∈ Ii. Finally, recall that G0 is split over Fv

in this case and hence G0,Fv � Spin(f4) (with f4 defined as in Section 4.1). The
following is a slight rephrasing of Lemma 2.6 to suit our situation.

Lemma 4.8. Given (V, f4) as before, there exist V1,V2 ⊂ V such that V =
V1 ⊕V2 and V2 = V ⊥

1 under (·, ·)f . Also, if g1 = f4|V1 and g2 = f4|V2 then f =
g1 ⊕ g2 and, up to isogeny, Gi ≤ G0,Fv is given by SO(gi) ≤ SO(f4).

For a given 2-dimensional quadratic form g over a field F,

Spin(g) � RF(
√

disc(g))/F (SL1(T )),

where T is a quaternion algebra over F
(√

disc(g)
)
. Recalling from Lemma 4.5

that Gi � RC/R(SL2), this gives that the gi have nontrivial discriminant and
so, up to multiplication by ±1, g1 = 〈1,1,1,−1〉 = g2. Lemma 4.8 gives that
g1 ⊕ g2 = 〈1,−1,1,−1,1,−1,1,−1〉 and so, up to renumbering, g1 = 〈1,1,1,−1〉
and g2 = 〈1,−1,−1,−1〉.

LetT ′be the image ofT in SO(f4). Consider z = (1,−1)∈ SO(g1)×SO(g2) ≤
SO(f4). Let [ν ′v] ∈ H1(Fv , PSO(f4)) = H1(Fv , Ḡ0,Fv ) be given by (ν ′v)τ =
z̄ ∈ PSO(f4) if τ ∈ Gal(C/R) is nontrivial. By definition of T, we have that
T ′ ∩ SO(g2) is a maximal torus in SO(g2); thus Z(SO(g2)) ≤ T ′ ∩ SO(g2) and
so z∈ T ′. Hence there exists [νv]∈H1(Fv , T̄Fv ) such that [νv] �→ [ν ′v].

Lemma 4.9. Under H1(Fv , T̄Fv )→ H1(Fv , Ḡ0,Fv ), [νv] �→ [ξ ]v.

Proof. It suffices to show that ν ′vG0,Fv � G. This property is invariant under
taking quotients by a central subgroup, so it suffices to show that ν ′vSO(f4) �
SO

( ∑6
i=1 x

2
i − x 2

7 − x 2
8

)
, which can be verified by direct calculation.

Note. From our choice of p it follows that T̄Fv has higher rank for all v ∈V F∞,R

such that Fv ⊗F E � Fv × Fv × Fv and v ∈ S ′′G.

4.3.2. E ⊗F Fv � Fv × C

In this case, [(a, b)E] has norm [(a, b1)Fv ] ·ResC/R([M2(C)]) = [(a, b1)Fv ], where
b1 is the image of b under the map

E ↪→ E ⊗F Fv
π1−→ R× C.

By the restriction that NE/F ([(a, b)E]) = 1, we therefore get that (a, b1)E be-
comes split over Fv. Because we chose a such that F

(√
a

)
is purely imaginary,
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Signv(a) = −1 and so Signv(b1) = 1. The next lemma gives us the structure of
P ⊗F Fv.

Lemma 4.10. If E ⊗F Fv � Fv × C, then P ⊗F Fv � R× R× C.

Proof. First, recall that if G0 is as in [CLM] then G0,α1,α3,α4 has maximal torus
RE/F (R

(1)

E(
√
b)/E

(Gm)), which becomes Gm × RC/Fv (Gm) over Fv. So up to re-

labeling, Gal(C/Fv) acts by fixing α1 and sending α3 �→ ±α4. Next, by [CLM],
α̃ is fixed and so Gal(C/Fv) acts on I = {α2,α2 + α3 + α4,α2 + α1 + α3,
α2 + α1 + α4} by fixing two elements and permuting the other two (which ele-
ments are fixed and which are permuted depends on the sign of α3 �→ ±α4). This
gives that H̃Fv � SL2 × SL2 × RC/Fv (SL2); thus P ⊗F Fv � R× R× C.

As in the case E ⊗F Fv � Fv × Fv × Fv , it is necessary to understand the sign
of p under the maps ψi,v : P ↪→ P ⊗F Fv

πi−→ Fv for i = 1, 2. How the sign of
ψi,v(p) is controlled will depend on the form that Ḡ takes over Fv. From the re-
striction that E ⊗F Fv � Fv × C we have that Ḡ is of type 2D4 over Fv , so Tits’s
classification gives two possibilities: either ḠFv is quasi-split of rank 3 or ḠFv has
rank 1.

Let L3 ⊂ V F∞,R be the set of all places of F such that E⊗F Fv � Fv ×C and G

becomes quasi-split over Fv , and let L4 ⊂ V F∞,R be the set of all places of F such
that E ⊗F Fv � Fv × C and G has rank 1 over Fv.

Lemma 4.11. There exists a p ∈ P satisfying the conditions of Lemma 4.7 and
such that ψi,v(p) is positive in Fv if v ∈L3 and is negative in Fv if v ∈L4.

Proof. The proof is identical to the proof of Lemma 4.7 with one exception. Recall
the definitions ofS and S̄ from Lemma 4.3. Although we do not have thatS is split in
this case, we do still have that H1(Fv , S) = H1(Fv , Gm×RC/R(Gm)) = 1; and the
same arguments as in Lemma 4.7 then give that [(α1,β1)Fv ] and [(α2,β2)Fv ] as de-
fined there are split (here there are no [(α3,β3)Fv ] or [(α4,β4)Fv ], since P ⊗F Fv �
Fv × Fv × C).

Now, choosing p as in Lemma 4.11, I claim that there exist [νv]∈H1(Fv , T̄Fv ) that
map to [ξ ]v for all v ∈ L3 ∪ L4. This is proven in an analogous manner to the
case where E⊗F Fv � Fv ×Fv ×Fv , with a few exceptions. Namely, in this case
G0,Fv � Spin(f3). Recall the definition of T0 ≤ G0 and the Gal(C/R)-action de-
scribed in Lemma 4.10. Up to renumbering, if we let G1 be the subgroup of G0

generated by the root subgroups corresponding to {α2,α2 + α3 + α4} then G1 �
SL2 × SL2, and if we let G2 be the subgroup generated by the root subgroups
corresponding to {α2 + α1 + α4,α2 + α1 + α3} then G2 � RC/R(SL2).

Lemma 4.12. Given (V, f3) with f3 as defined in Section 4.1, there exist V1,V2 ⊂
V such that V = V1 ⊕ V2 and V2 = V ⊥

1 under (·, ·)f3 . Also, if g1 = f3|V1 and
g2 = f3|V2 then f = g1 ⊕ g2 and, up to isogeny, Gi ≤ G0,Fv is given by
SO(gi) ≤ SO(f3).
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Proof. As in Lemma 4.8.

Recall that we have Spin(gi) � RFv(
√

disc(gi ))/Fv (SL1(T )), where T is a quaternion
algebra over Fv

(√
disc(gi)

)
. Because G1 is split, g1 is as well; in contrast, G2 has

no Fv-defined subgroups of type A1 and so g2 has nontrivial discriminant. This
means that, up to multiplication by ±1, we have

g1 = x 2
1 − x 2

2 + x 2
3 − x 2

4,

g2 = y2
1 + y2

2 + y2
3 − y2

4,

and the criterion that g1 ⊕ g2 = f3 means that we can choose gi as above.
If GFv has rank 3 then GFv � G0,Fv , so [ξ ]v is trivial and 1 ∈ H1(Fv , T̄ ) maps

to [ξ ]v. If GFv has rank 1 then recall that, by our choice of p, we have T1 =
T ∩G1 � R

(1)
C/Fv

(Gm)×R
(1)
C/Fv

(Gm). Let S1 = Spin(x 2
1 +x 2

3 )×Spin(−x 2
2 −x 2

4 ) ≤
G1. Since any two anisotropic tori over R are conjugate, it follows that if T̄1 and
S̄1 are the images of T1 and S1 in PSO(g1) then the images of H1(Fv , T̄1) and
H1(Fv , S̄1) in H1(Fv , PSO(g1)) are the same. Let T ′

1 and S ′1 be the images of T1

and S1 in SO(g1), and let z1 = (1,−1)∈ S ′1. If we let [γv]∈H1(Fv , S̄1) be given by
(γv)τ = z̄1∈ S̄1, let [γ ′

v ]∈H1(Fv , T̄1) be chosen such that Im([γ ′
v ]) = Im([γv])∈

H1(Fv , PSO(g1)).

Let [νv] ∈ H1(Fv , T̄ ) be the image of [γ ′
v ] under the map H1(Fv , T̄1) →

H1(Fv , T̄Fv ). Let g11 = x 2
1 + x 2

2 and g12 = −x 2
2 − x 2

4 so that g1 = g11 ⊕ g12.

As in Lemma 4.9, direct calculation shows that νvSO(f3) � SO(f1). We thus have
our next lemma.

Lemma 4.13. In the situation just described, [νv] �→ [ξ ]v under H1(Fv , T̄Fv ) →
H1(Fv , Ḡ0,Fv ).

Note. For every v ∈ SG such that E⊗F Fv � Fv×C, we have that TFv has rank 1
whenever v ∈ S ′G but is of higher rank whenever v ∈ S ′′G.

4.4. Concluding Argument

Proof of Proposition 4.1. Thus far we have constructed a torus T̄ ≤ Ḡ0 such that:

(1) there exists a [γ ]∈H1(F, T̄ ) that maps to [ξ ]∈H1(F, Ḡ0);
(2) T ≤ H, where H ≤ G0 is a simple group of type A1 × A1 × A1 × A1; and
(3) T has appropriate real rank.

If we let [χ ] be the image of [γ ] in H1(F, H̄ ), then [χ ] �→ [ξ ] under H1(F, H̄ )→
H1(F, Ḡ0) and so χH ≤ G. Also, χH is a simple group and λT = T ≤ χH. This
means that χH is a proper simple subgroup of G that is of appropriate real rank.

Note. Allison [A] showed how to construct all central simple Lie algebras of
type D4 over an algebraic number field. It was pointed out by the referee that
these results can also be used to obtain subgroups of G of type A1×A1×A1×A1,
at least one of which has appropriate real rank. We keep the original proof here
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because the same technique (i.e., modification of cocycles) is used to prove that
groups of type 1,2E6 are not minimal.

5. Type 1,2E6

5.1. Type 2E6

Proposition 5.1. If G is of type 2E6, then G contains a simple subgroup of type
A5 of appropriate real rank over real completions.

5.1.1. Construction of a Special Torus
LetG0 be the simply connected quasi-split group of type 2E6, let Ḡ0 be the adjoint,
and let G = ξG0 for [ξ ] ∈ H1(F, Ḡ0). Our strategy is to apply Lemma 4.2 to a
torus that normalizes a subgroup of type 2A5 with appropriate real rank. Recall that
Z(G0) � R

(1)
L/F (µ3), whereL/F is the unique quadratic extension ofF over which

G becomes inner, and recall that H 2(F,Z(G0)) � ker(3Br(L)
cor−→ 3Br(F )). Let

[D] be the image of [ξ ] in H 2(F,Z(G0)), and let τ be the involution of the sec-
ond kind on D fixing F. The first step in applying Lemma 4.2 is to show that we
can choose T ≤ G0 such that [D] is in the image of H1(F, T̄ )→ H 2(F,Z(G0)).

First, some notation. Let K⊂D be any maximal subfield of D, and let P =Kτ

(note that K = P ⊗F L, with τ acting on the second component by [PrR, Proof
of Prop. 2.1]). This means that we have the following diagram of extensions:

K

L

3
��������

P

2
��������

F

2

�������� 3

��������

Lemma 5.1. Let T0 be an F -defined maximal quasi-split torus of G0 and let @′ ⊂
@(G0, T0) be the root subsystem of type 2A5 generated by roots {α1,α3,α4,α5,α6}.
Let H0 ≤ G0 be the subgroup generated by the root subgroups Gα ≤ G0 for α ∈
@′, and let T1 be any maximal torus of H ′ = SU2(D, 〈−1,1〉). Then there exists
an embedding T1 ↪→ G0 such that [D]∈ Im(H1(F, T̄1)→ H 2(F,Z(G0))).

Proof. Let H̃0 = H0/Z(H0) and T̃1 = T1/Z(H0). Then H ′ is a form of H0 and so
there exists a [λ′ ]∈H1(F, H̃0) such that λ

′
H0 = H ′. By Steinberg’s theorem, there

exists an embedding T1 ↪→ H0 such that [λ′ ]∈ Im(H1(F, T̃1)→ H1(F, H̃0)). Let
[µ′ ]∈H1(F, T̃1) be chosen such that [µ′ ] �→ [λ′ ]. Let [χ ′ ] be the image of [µ′ ]
in H 2(F,Z(H0)). Note that H ′ becomes quasi-split over P ; hence [λ′ ] (and [χ ′ ])
become split over P as well. This means that |[χ ′ ]| divides 3 in H 2(F,Z(H0)).

Note that Z(H0) = R
(1)
L/F (µ6) and Z(G0) = R

(1)
L/F (µ3) fit in the exact sequence

1→ Z(G0)→ Z(H0)→ µ2 = R
(1)
L/F (µ2)→ 1 (†)
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and that this sequence splits. We can use these facts to construct the following
diagram with exact columns:

H 2(F,µ2)
= �� H 2(F,µ2)

= �� H 2(F,µ2)

H1(F, T̃1)
��

��

H1(F, H̃ ) ��

��

H 2(F,Z(H0))

��

H1(F, T̄1)
��

��

H1(F, H̄0)
��

��

H 2(F,Z(G0))

��

Because [χ ′ ] has order dividing 3, its image in H 2(F,µ2) is trivial; because the
diagram commutes, there exist a [µ]∈H1(F, T̄1) and a [λ]∈H1(F, H̄0) such that
[µ] �→ [µ′ ] and [λ] �→ [λ′ ] under the maps in the diagram. Let [χ ] be the image
of [λ] in H 2(F,Z(G0)), and consider the following diagram:

H 2(F,Z(G0))
��

Res
��

H 2(F,Z(H0))

Res
��

H 2(L,Z(G0))
�� H 2(L,Z(H0))

here the horizontal arrows are injections because the sequence (†) is exact. The
vertical arrow on the left-hand side is injective because Cor � Res is multiplica-
tion by [L : F ] = 2 and H 2(F,Z(G0)) is a 3-torsion group. Thus, to prove that
[λ] ∈ H1(F, H̄0) maps to [D] in H 2(F,Z(G0)), it suffices to show that [χ ]L =
[D]L. Recall that if [α] ∈H1(F, PGLn) has αSLn = SL1(A) for A a central sim-
ple algebra of degree n (not necessarily a division algebra), then [A] = Im([α])∈
H 2(F,µn) = nBr(F ).

The proof is then completed by noticing that
λ(H0)L = SL2(D) and H 2(L,Z(G0)) ↪→ H 2(L,Z(H0)).

Let α̃ be the root of maximal height in the root system of G0, and let Gα̃ be the
corresponding root subgroup. Then Gα̃ commutes with H0. I aim to construct a
torus T that is the almost direct product of maximal tori T1 ≤ Gα̃ and T2 ≤ H0.

For T1, choose a ∈ F such that a is positive in Fv for all v ∈ V F∞,R such that

GFv is split or quasi-split and negative otherwise, and let T1 = R
(1)

F(
√
a )/F

(Gm) be
embedded in Gα̃ via the regular embedding.

Next, we construct T2. Let σ be the involution on M2(D) corresponding to
the τ -hermitian form 〈1,−1〉. Recall from the classification of minimal groups
of type 2An that, given local constructions Ev ⊂ M2(D) ⊗F Fv such that Eτv

v

has dimension n for every v ∈V F∞,R, there exists a subfield E ⊂ M2(D) such that
(E⊗F Fv , τ⊗1) � (Ev , τv) (see [PrR, Proof of Thm. 5.1, p.135] and [PrR,Apx.A,
pp. 176–178]). We break the local construction into the following three cases.
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(i) If rankFv (G) = 0 then, by Tits’s classification, G remains outer over Fv

in this case; thus (M2(D) ⊗ Fv , 〈1,−1〉) � (M6(C), 〈1,−1,1,−1,1,−1〉). Let
Ev = C6 embed via diagonal matrices, so Eτv

v = R6 and the maximal torus
of SU6(C, 〈1,−1,1,−1,1,−1〉) corresponding to Ev is anisotropic.

(ii) If GFv is isotropic of outer type, we have that (M2(D) ⊗ Fv , 〈1,−1) �
(M6(C), 〈−1,−1,−1,1,1,1〉). Note that M3(R)×M3(R) ⊂ M6(C)τv in this case,
so we can embed Fv = (R × C) × (R × C) ⊂ M6(C)τv by first embedding
R×C ⊂ M3(R) via the regular representation along the diagonal and then taking
the product of this embedding with itself. We then let Ev = Fv ⊗R C ↪→ M6(C)

via (M3(R)×M3(R)⊗ C ↪→ M6(C). Then

{x ∈Ev | xτv(x) = 1= Nrd(x)} = {(z1, z2, z−1
2 , z−1

1 , z4, z−1
4 ) | NC/R(z1) = 1},

so the maximal torus of SU6(C, 〈1,−1,1,−1,1,−1〉) corresponding to Ev in this
case has Fv-rank 2.

(iii) If GFv is isotropic of inner type, let Ev = C3 ×C3 ↪→ M6(R)×M6(R)op

with exchange involution (embedded via the regular embedding). Then the maxi-
mal torus of SL6(R) corresponding to Ev is

{(z1, z2, z3) | NC/R(z1z2z3) = 1},
which has rank 2 over R.

Let E ⊂ M2(D) be a maximal subfield such that (E ⊗F Fv , τ ⊗ 1) � (Ev , τv)
for each v ∈ V F∞,R, and let T2 = {x ∈E | xτ(x) = 1 = Nrd(x)}. By Lemma 5.1
there exists an embedding φ : T2 ↪→ G0 such that [D] ∈ Im(H1(F, T̄2) →
H 2(F,Z(G0))). Let T = φ(T2) · T1; then there exists a [µ] ∈ H1(F, T̄ ) such
that [µ] �→ [D].

5.1.2. Modification of [µ]
In order to apply Lemma 4.2 to [µ], it suffices to show that [ξ ]v is in the image of
H1(Fv , T ) → H1(Fv ,G0) for every v ∈ V F∞,R. When Gv is split, we may choose
the trivial cocycle in H1(Fv , T ). When Gv is anisotropic, T is anisotropic over Fv

by construction and so H1(Fv , T ) � H1(Fv ,G0) by [Bo, Thm. 1]. Thus it remains
to address the cases where Gv is isotropic but not split.

If Gv is inner then |H1(Fv ,G0)| = 2, so it suffices to prove that the image of
H1(Fv , T ) in H1(Fv ,G0) is nontrivial. Also, if Gv is outer of rank 2 then Tv is
also rank 2; hence any twist by a cocycle in Tv will also have rank at least 2. We
have that |H1(Fv ,G0)| = 3 by Tits’s classification, where one element is trivial
and another corresponds to the anisotropic group. If 1 �= [χ ] is in the image of
H1(Fv , T ) in H1(Fv ,G0), then χG0 is neither split nor anisotropic and so must be
equal to [ξ ]v. Thus it suffices to prove that the image of H1(Fv , T ) in H1(Fv ,G0)

is nontrivial as well.

Lemma 5.2. If T is nonsplit over Fv , then the image of H1(Fv , T )→ H1(Fv ,G0)

is nontrivial.

Proof. If G0 is inner over Fv , then T has rank 2 over Fv; thus the anisotropic part
of Ta over Fv has rank 4 and hence is maximal anisotropic (see Proposition 5.3 to
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follow). Therefore, H1(Fv , Ta) � H1(Fv ,G0) by [Bo]; in particular, the image
of H1(Fv , T )→ H1(Fv ,G0) is nontrivial.

If G0 is outer over Fv then let T = T1 ·T2, where T1 is split of rank 2 over Fv and
T2 is anisotropic of rank 4. Then CG0(T2) is a reductive group and so CG0(T2) =
H · S, where S is a torus in G0 containing T2 and H is semisimple.

Claim. S = T2.

Suppose not. If H is trivial, then CG0(T2) = T. But G0 contains a maximal aniso-
tropic torus containing T2, and T has rank 2—a contradiction.

If H has rank 1, then CG0(T2) = SL2 · S. Let Ta be a maximal torus of G0

that is anisotropic over Fv and contains T2; then Ta ⊂ SL2 · S yields that Ta ∩ S

has dimension 5 and S is anisotropic. In particular: CG0(T2) has rank 1 but T ⊂
CG0(T2) has rank 2, a contradiction. This proves the claim.

Because H is standard of rank 2, H may be either of type A1×A1 or of type A2

(if H were of type G2 or B2 then H would have roots of different lengths, which
is impossible). In either case, H contains a split subgroup of type A1. If α̃ is
the root of maximal height in E6, then we may assume (after conjugation) that
Gα̃ ≤ H. Then T2 ⊂ CG0(H ) ⊂ CG0(Gα̃), so we can consider CCG0 (Gα̃)(T2). We
have CCG0 (Gα̃)(T2) = H ′ · S ′, where H ′ is semisimple and S ′ is a torus containing
T2, as before.

Note that C = CG0(Gα̃) is standard in G0 of type 2A5. Thus C contains an
anisotropic torus of rank 5. Arguing as in the claim, we see that S ′ = T2 and H ′ �
SL2. Let β̃ be the root of maximal height in A5. After conjugation by an element
of C, we may assume that H ′ = Gβ̃. Then CC(H

′) = H ′′ · S ′′, where H ′′ is of
type 2A3 and S ′′ is anisotropic of dimension 1. Then T2 ∩ H ′′ is a maximal torus
of H ′′, which is also maximal. By [Bo], it follows that there exists an element [α]
of H1(Fv , T2 ∩ H ′′) such that αH ′′ is compact. It suffices to show that the image
of [α] in H1(Fv ,G0) is nontrivial.

To see this, first note that because αH ′′ ≤ αC is standard, if αH ′′ = SU(C, f4)

for a compact hermitian form f4 then αC = SU(C, f4 ⊕ f2) for some hermitian
2-form f2. Thus the maximum possible rank of αC is 2, so the image of [α] in
H1(Fv ,C) is nontrivial.

To complete the proof, it suffices to show that, if [α] ∈H1(Fv ,C) maps to the
trivial cocycle in H1(Fv ,G0), then [α] is trivial. Recall that C commutes with Gα̃

by definition of C, so for any [α] ∈ H1(Fv ,C) we have αGα̃ = Gα̃. Let T0 be
a split torus sitting in Gα̃ , and consider CαG0(T0). Because αC ≤ CαG0(T0) and
CαG0(T0) is reductive, we have that CαG0(T0) = T0 · αC. Thus the maximum pos-
sible rank of any torus containing T0 is 1+ 2 = 3, but if αG0 is split then T0 is
contained in a maximal split torus in αG0, which has rank 4—a contradiction.

5.1.3. Concluding Argument

Proof of Proposition 5.1. Applying Lemma 4.2, we see that there exists a cocycle
[γ ] ∈ H1(F, T̄ ) such that [γ ] �→ [ξ ]. Since T normalizes a group of type 2A5

containing T2, it follows that ξG0 = G contains a subgroup H of type 2A5 that
contains T2. Because T2 has appropriate real rank by construction, so does H and
therefore G is not minimal.
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5.2. Type 1E6

For the duration of this section, G0 will be a simply connected split group of type
1E6 and G will be a twist of G0 corresponding to [ξ ] ∈H1(F, Ḡ0). We then have
that Z(G0) = µ3 over F and thus H 2(F,Z(G0)) � 3Br(F ). Note that, over a
number field F, any element of 3Br(F ) corresponds to a unique cyclic algebra of
degree 3. Let [D]∈ 3Br(F ) be the image of [ξ ] in H 2(F,Z(G0)) with D a cyclic
division algebra of degree 3, and let L ⊂ D be a maximal subfield that is Galois
over F.

Proposition 5.2. G contains a simple subgroup of type A5 of appropriate real
rank.

5.2.1. Construction of a Special Torus T
Let {α1, . . . ,α6} be a basis of the root system @(G0, T0), where T0 is any max-
imal split torus of G0. Let @′ be the subsystem of E6 generated by the roots
{α1,α3,α4,α5,α6}. We then have that G0,@′ =: H is a split subgroup of type 1A5;
that is, H � SL6.

Let P = F
(√−1

)
and L be as above; then L · P is a Galois extension of de-

gree 6 over P. Consider the regular representation R
(1)
L·P/F (Gm) ↪→ H, and let T1

be the image of this representation so that T1 is an anisotropic torus in H0 of ab-
solute rank 5. Let T2 ≤ G0,α̃ be R

(1)
P/F (Gm) and define T = T1 · T2 ≤ G0.

Lemma 5.3. There exists a [µ] ∈ H1(F, T̄ ) such that [µ] �→ [D] under
H1(F, T̄ )→ H 2(F,Z(G0)).

Proof. Consider the diagram

µ2 ��

��

µ2

��

µ6 ��

��

T1 × T2
��

��

T̄

��

Z(G0) �� T �� T̄

with exact columns and rows. This gives a diagram of interconnected long exact
sequences with segment

H1(F, T1 × T2)
��

��

H1(F, T̄ )
φ1 ��

��

H 2(F,µ6)
φ2 ��

φ3

��

H 2(F, T1 × T2)

H1(F, T ) �� H1(F, T̄ )
φ4 �� H 2(F,µ3)

By commutativity, Im(φ4) = Im(φ3 � φ1) = φ3(ker(φ2)). Then using Shapiro’s
lemma, we have that
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H 2(F, T1 × T2) = ker(Br(L · P)
Norm−−−→ Br(F ))× ker(Br(P )

Norm−−−→ Br(F )).

Recall that elements of 6Br(F ) can be written in the form [D1 ⊗ D2 ], with D1

cubic cyclic and D2 a quaternion algebra, because F is a number field. The map
µ6 → T1 × T2 takes ξ6 �→ (ξ6, ξ 3

6 ), so

φ2([D1 ⊗D2 ]) = ([D1 ⊗F D2 ⊗F L · P ], [D1 ⊗F D2 ⊗ F ]3)

= ([D1 ⊗F D2 ⊗F L · P ], [D2 ⊗F P ]).

If [D1 ⊗F D2 ] is in the kernel of this map, then D2 is split by P and D1 ⊗F D2

is split by L · P. The first condition gives that D1 is split by L · P and so, be-
cause the degree of D1 is relatively prime to the degree of P over F, we have that
D1 is split over L. This means that the kernel of φ2 is given by {[D1 ⊗ D2 ] ∈
6Br(F ) | [D1 ⊗ L] = 1 = [D2 ⊗ P ]}. The map µ6 → µ3 is given by squaring,
so φ3([D1⊗F D2 ]) = [D1⊗F D2 ]2 = [D1]−1. Combining these results gives that
[D] is in the image of φ4 if and only if [D]−1 contains L as a maximal subfield,
which is true because [D] is assumed to contain L and [D]−1 = [Dop]. Thus we
have proved the existence of [µ].

5.3. Concluding Argument

Proof of Proposition 5.2. By Lemma 5.2 we have that the image of H1(Fv , T )→
H1(Fv ,G0) is nontrivial for every v ∈V F∞,R such thatT has rank 2 overFv. Because
|H1(Fv ,G0)| = 2, we can apply Lemma 4.2 to [µ] from Lemma 5.3 to see that
there exists a [γ ]∈H1(F, T̄ ) such that [γ ] �→ [ξ ]. Then γH is a simple subgroup
of G = ξG0 containing T2; hence γH has appropriate real rank because T2 does
and thus G is not minimal.

5.4. Anisotropic Tori in E6 over R

The following was used in the proof of Lemma 5.2.

Proposition 5.3. Over R, any maximal anisotropic torus of a split group G0 of
type E6 has absolute rank 4.

Proof. Because all maximal anisotropic tori are conjugate, it suffices to prove that
there exists an anisotropic torus of rank 4 in G0 that is not properly contained in
a larger anisotropic torus. Using the numbering found in [B], consider the sub-
group H0 of type 1D4 generated by the root subgroups Gα2 ,Gα3 ,Gα4 ,Gα5 . This
subgroup is isogenous to the group SO8

( ∑4
i=1 x

2
i −

∑4
i=1 y

2
i

)
and therefore con-

tains an anisotropic torus of rank 4 (take products of the SO(x 2
i + x 2

i+1)). Call this
torus T.

Claim. CG0(T ) is a torus.

Note that this claim holds over F if it holds over F̄. To prove this claim, take a
maximal torus of G0 that includes T and then consider the root system of G0 with
respect to this torus over the closure. Because T is a torus, CG0(T ) is reductive;
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hence CG0(T ) is the almost direct product of a central torus and its derived sub-
group. The derived subgroup is generated by those root subgroups that commute
with T, of which I claim there are none. This may be proved by computing

hα2(t2)hα3(t3)hα4(t4)hα5(t5)Xα(hα2(t2)hα3(t3)hα4(t4)hα5(t5))
−1

and showing that it is not Xα for any α. Indeed, if this is true for some α then
〈αi,α〉 = 0 for i = 2, 3, 4, 5. If α = ∑8

i=1 ciεi (again, in the notation of [B]),
then these equations give

c1 = −c2, c1 = c2, c2 = c3, c3 = c4;
these equalities imply c1 = c2 = c3 = c4 = 0, which is impossible for any root
α ∈E6. This proves the claim.

Any torus is contained in a maximal torus, so there is a maximal torus (call
it S) contained in CG0(T ). Because CG0(T ) is also a torus, we must have that
CG0(T ) = S. Assume that S contains a split torus of rank 2. If there is an aniso-
tropic torus properly containing T, say S ′, then we would have S ′ ⊂ CG0(T ) =
S and so S could have rank at most 1—a contradiction. Thus, it suffices to prove
that S contains a split torus of rank 2.

Note that, if CG0(H0) contains a split torus of rank 2, then CG0(T ) does as
well. In order for an element

∏
hαi

(ti) (recall that we take roots with respect to
an F -split torus) to commute with H0, we have the following restrictions on ti :

t 2
2 t4 = 1, t1t

2
3 t4 = 1, t3 t

2
4 t2 t5 = 1, t6 t4 t5 = 1.

Now elements of the form hα1(s
2 t 2)hα2(s)hα3(t)hα4(s

−2)hα5(t
−1)hα6(s

2 t) form
a 2-dimensional split torus that commutes with H0 (and thus with T ).

6. Non–Absolutely Simple Groups

Collecting the results from Sections 2–5 completes the proof of Theorem 1.2. It
remains to prove Theorem 1.3. Thus, we consider G that is not absolutely simple.
By [BOI, (28.8)], we know that simple algebraic groups over number fields that
are not absolutely simple are the restriction of scalars of absolutely simple groups
over finite extensions of F. Moreover, the following lemma shows that we may
restrict ourselves to the case where G is the restriction of a minimal absolutely
simple group.

Lemma 6.1. If G = RK/F (H ), where H is an absolutely simple group over K of
absolute rank at least 2 and H is not minimal, then G is not minimal.

Proof. Choose a subgroupH ′ ≤ H that has appropriate real rank overK. Consider
G′ = RK/F (H

′) ≤ G. This is proper because H ′ is. For v ∈V F∞,R we have

G′
Fv
= RKw1 /Fv

(H ′
Kw1

)× · · · × RKws /Fv
(H ′

Kws
),

where wi are the valuations on K that restrict to v on F. Assume v ∈ S ′G. If Kwi
�

C for some i, then GFv has a factor of the form RKwi /Fv
(HKwi

) that has rank at
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least 2, which contradicts v ∈ S ′G. If Kwi
� R for each i, then HKwi

has rank 1 for
some i and so H ′

Kwi
has rank 1 as well; thus G′ has Fv-rank 1.

If v ∈ S ′′G and wi ∈ S ′′H for some i, then H ′
Kwi

has higher rank and thus so does
G′

Fv
. Moreover, if Kwi

� C for some i, then G′ also has Fv-rank at least 2 be-
cause RKwi /Fv

(H ′) does. Thus, we may assume that no wi is in S ′′H and no wi has
Kwi

� C. This gives that at least two wi are in S ′H = S ′H ′ , so G′ has appropriate
Fv-rank.

Notice that SL1(D) and SU(D, τ) are simply connected and have no F -defined
proper semisimple subgroups for deg(D) = p prime. The following lemma
strongly limits the possible simple subgroups RK/F (G) when G has no semi-
simple K-defined subgroups.

Lemma 6.2. Suppose that G = RK/F (H ), where H is defined over K, is simply
connected and has no proper semisimple subgroups defined over K. Then every
F -simple proper subgroup of G is isomorphic to RP/F (H

′) for F ⊂ P � K,
where H ′ is defined over P and H ′

K is isomorphic to HK. In particular, if G has
proper F -simple subgroups, then H admits descent to a subfield P ⊂ K.

Proof. Suppose that G′ ≤ G is a nontrivial proper semisimple subgroup of G as
before. Let K ⊗F K � K × K ′, where K ′ is an étale extension of K and GK �
HK × RK ′/K(H1) for some H1 defined over K ′. Let π be the projection GK �
HK. Then π(G′

K) is a semisimple subgroup of HK , so π(G′
K) is either trivial or

all of HK.

Assume that the image of G′
K under π is trivial. Over K̄, GK̄ becomes

HK̄ × · · · ×HK̄

with O = Gal(K̄/K) permuting the components of GK̄ transitively. Let 1 �= g =
(g1, . . . , gn) ∈G′

K(K̄) and suppose that gj �= 1. Because O permutes the compo-
nents of GK̄ transitively, there exists a σ ∈O such that the first component of σ(g)
is σ(gj ). Then π(σ(g)) = σ(gj ) �= 1, but σ(g)∈G′

F (K) because G′ is F -defined
and so π(σ(g)) = 1, a contradiction.

If G′ is absolutely simple then the kernel of π is finite; hence, setting H ′ = G′
and P = F, we have that π is a finite covering of HK by H ′

K. By the assumption
that H is simply connected, we obtain that π is an isomorphism.

If G′ is not absolutely simple, then G′ = RF ′/F (H
′) for some H ′ absolutely

simple over F ′. Suppose F ′ ⊗F K � K1× · · · ×K with Ki/K finite field exten-
sions. Then

G′
K � RK1/K(H

′
K1
)× · · · × RK /K(H

′
K 
).

Let πi be the composition RKi/K(H
′
Ki
) ↪→ G′

K

π→→ HK. If the images of all of
the πi are trivial then the image of π is trivial, which is impossible. Therefore,
since HK contains no proper semisimple subgroups and since the RKi/K(H

′
Ki
) are

K-simple, it follows that some πi is an K-defined isogeny. By the assumption that
HK is simply connected, we get that πi is an isomorphism. If Ki/K is a nontrivial
field extension, then πi is an isomorphism between one group that is absolutely
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simple and one that is not, which is impossible. Hence Ki = K and πi is an iso-
morphism H ′

K →→ HK. Identifying P with the image of F ′ in Ki = K, we see
that H ′ is defined over P and G′ = RP/K(H

′), as required.

This lemma allows us to handle several cases, as follows.

Proposition 6.1. If G = RK/F (SL1(D)) for a central division algebra D/K of
prime degree p ≥ 3, then G is minimal if and only if D does not descend to any
subfield F ⊂ P � K.

Proof. Assume that D does not descend. By Lemma 6.2, G contains no proper
F -simple subgroups in this case. If D does descend, then H = RP/F (SL1(D

′))
is a proper F -simple subgroup of appropriate real rank. Indeed, by the assump-
tion that D ′ has prime degree p ≥ 3, we must have that D ′ is split over Pw for all
w ∈V P∞,R.

Proposition 6.2. If G is of the form RK/F (SL1(D)) for D a quaternion alge-
bra over K, then G is minimal if and only if, for every F ⊂ P � K such that D
descends to P, there exists a v0 ∈ SG such that :

• if v0 ∈ S ′G, then Pwi
� R and D ′ ⊗P Pwi

� H for all wi lying over v0; and
• if v0 ∈ S ′′G, then there is at most one wi lying over v0 such that either Pwi

� C

or D ′ ⊗P Pwi
� M2(R).

Proof. Using Lemma 6.2, we find that all possible F -simple subgroups corre-
spond to F ⊂ P � K such that D descends to P. Then the conditions imposed
upon such P exactly yield that the corresponding subgroup cannot have appropri-
ate real rank.

Example. Let K = Q
(

3
√

2 ,
√

3
)
, D = (−1,−1), F = Q, and G =

RK/Q(SL1(D)). Then K has two real and two complex completions, so

GR � SL1(D)× SL1(D)× RC/R(SL2(C))× RC/R(SL2(C))

has R-rank 2. For any field Q ⊂ P � K we have that D descends to P, but P has
at most one complex completion; hence RP/Q(SL1(D)) has R-rank at most 1 and
so, by Lemma 6.2, G is minimal.

Proposition 6.3. If G = RK/F (SU(D, τ)) for D a central division algebra of
degree p ≥ 3 over K ′/K quadratic with involution of the second kind τ such that
K ′τ = K, then G is minimal if and only if, for all F ⊂ P � K such that D de-
scends to a central simple algebra (D ′, τ ′) over a quadratic extension P ′/P with
involution of the second kind τ ′ with P ′τ ′ = P, there exists a v0 ∈ SG such that
Pwi

� R and Pwi
⊗ P ′ � C for all wi lying v0 and such that either :

(1) if v0 ∈ S ′G then (D ′ ⊗P Pwi
, τ ′ ⊗ 1) � (Mn(C),±〈1, . . . , 1〉) for all wi lying

over v0; or
(2) if v0 ∈ S ′′G then (D ′ ⊗P Pwi

, τ ′ ⊗ 1) � (Mn(C),±〈1,−1,1, . . . , 1〉) for at most
one i and (D ′ ⊗P Pwi

, τ ′ ⊗ 1) � (Mn(C),±〈1, . . . , 1〉) for all others.
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Proof. Using Lemma 6.2, we find that all possible simple subgroups correspond
to F ⊂ P � K such that D ′ exists as before. Once again, the conditions imposed
upon such P exactly guarantee that the corresponding subgroup cannot have ap-
propriate real rank.

It remains to consider the restrictions of absolutely simple groups of the form
SU3(K

′, f ) for K ′/K a quadratic extension and f a 3-dimensional hermitian form
over K ′. Notice that there do exist proper, nontrivial, K-simple subgroups H ≤
SU3(K

′, f ); however, because A2 does not contain a root system of type A1×A1,
these subgroups can only be of absolute rank 1.

Proposition 6.4. Let G be of the form RK/F (SU3(K
′, f )) for K ′/K quadratic,

and let f be hermitian over K ′3. Then G is minimal if and only if the following
statements hold.

(1) For any F ⊂ P � K such that SU3(K
′, f ) descends to P, there exists a

v0 ∈ SG such that Pwi
� R for all wi lying over v0 and :

(a) if SU3(K
′, f ) descends to SU3(P

′, f ′), where f ′ = 〈1, a2, a3〉, then
Pwi

⊗ P ′ � C for every wi and
(i) if v0 ∈ S ′G then the image of aj in Pwi

is positive for all i, or
(ii) if v0 ∈ S ′′G then the image of aj in Pwi

is negative for at most one i;
and

(b) if SU3(K
′, f ) descends to SU(D, τ), where D is a central division alge-

bra of degree 3 over P ′/P quadratic with involution τ of the second kind,
then P ′ ⊗ Pwi

� C for every i and
(i) if v0 ∈ S ′G then (D ⊗ Pwi

, τ ⊗ 1) � (M3(C), σ), where σ(X) = X̄T,
for every wi, or

(ii) if v0 ∈ S ′′G then (D ⊗ Pwi
, τ ⊗ 1) � (M3(C), σ) for all but at

most one wi and, for at most one wi, (D ⊗ Pwi
, τ ⊗ 1) � (M3(C),

σ � Int(diag(1,−1, 1))) or (M3(C), σ � Int(diag(1,−1,−1))).
(2) For any F ⊂ P ⊆ K such that a subgroup SL1(D

′) ≤ SU3(K
′, f ) descends

to SL1(D) over P, there exists a v0 ∈ SG such that :
(a) if v0 ∈ S ′G, then Pwi

� R and D ⊗ Pwi
� H for all wi over v0; or

(b) if v0 ∈ S ′′G, then Pwi
� C or D⊗Pwi

�M2(R) for at most one wi over v0.

Proof. Arguing as in the proof of Lemma 6.2, let G′ ≤ G be an F -defined,
F -simple subgroup and let GK = SU3(K

′, f ) × RK ′/K(H1). Let π : GK →
SU3(K

′, f ) be projection on the first component. If π(G′
K) = 1 then, as be-

fore, G′ = 1—a contradiction. This means that π(G′
K) is either all of SU3(K

′, f )

or isomorphic to SL1(D) for a quaternion algebra D defined over K. If π(G′
K) ≤

SL1(D) ≤ SU3(K
′, f ) and if g = (g1, . . . , gn) ∈ G′

K(K̄) then, for any gi, there
exists a σ ∈ O such that σ(gi) is the first component of σ(g). Because SL1(D)

and G′
K are K-defined, we therefore have that gi ∈ SL1(D). This means that

G′ ≤ RK/F (SL1(D)), so we can apply Lemma 6.2 to find that G′ is isomorphic
to RP/F (SL1(D

′)) for some D ′ over P. The conditions listed in item (2) are ex-
actly what is necessary to ensure that no subgroup of this form has appropriate
real rank.
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Assume that π(G′
K) = SU3(K

′, f ). If G′
K is absolutely simple then π is an iso-

morphism, and by setting F = P we see that the conditions in 1 ensure that any
such subgroup does not have appropriate real rank. If G′ is not absolutely simple,
then G′ � RF ′/F (H

′) for some absolutely simple H ′. Hence

G′
K = RK1/K(H

′
K1
)× · · · × RKm/K(H

′
Km

).

Let πi be the restriction of π to RKi/K(H
′
K1
). Because the RKi/K(H

′
Ki
) are K-

simple, we must have that ker(πi) is either finite or all of RKi/K(H
′
Ki
). Assume

that some πi is surjective. Then πi is an isomorphism because SU3(K
′, f ) is sim-

ply connected. Arguing as in Lemma 6.2 gives Ki = K and H ′
K � SU3(K

′, f ),
and the conditions listed in item (1) are exactly those required to ensure that G′
does not have appropriate real rank.

Assume that πi is not surjective for any i. Then the image of πi cannot be triv-
ial for all i, else the image of π would be trivial; thus there exists some i for which
the image of πi is SL1(D) for some quaternion algebra D over K. This means
that H ′

Ki
has type A1, so πi : RKi/K(SL1(D1)) → SL1(D) is a surjection with fi-

nite kernel. As a result, πi must be an isomorphism and G′ is again of the form
RP/F (SL1(D)) for a quaternion algebra D. The conditions listed in item (2) are
exactly what is required for such a subgroup not to have appropriate real rank.

Acknowledgments. I would like to thank the referees for their suggestions,
which allowed me to simplify the exposition considerably.
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Appendix: Isotropy of Hermitian Forms
over Finite Field Extensions

V. Chernousov & A. Merkurjev

Let A be a central, finite-dimensional division algebra over a field F. For any ele-
ment a ∈ A, we denote by Pa the set of all elements in A of the form [a, x] =
ax − xa where x ∈A. Clearly, Pa is an F -subspace in A.

Lemma A.1. Let n∈N and x ∈A. Then [an, x]∈Pa.

Proof. We have

[an, x] = anx − xan

= anx − an−1xa + an−1xa − xan

= a(an−1x)− (an−1x)a + an−1(xa)− (xa)an−1.

By induction, an−1(xa)− (xa)an−1∈Pa and so the result follows.

Let F [t] and A[t] be the polynomial rings over F and A, respectively.

Lemma A.2. Let ϕ(t)∈F [t] and ψ(t)∈A[t]. Then

(ϕ(t)ψ(t))(a)− ϕ(a)ψ(a)∈Pa.

Proof. We may assume without loss of generality that ϕ(t) = bt n and ψ(t) =
ct m, where b ∈F and c ∈A. Then

(ϕ(t)ψ(t))(a)− ϕ(a)ψ(a) = bcan+m − bancam

= b((cam)an − an(cam)).

Since b ∈F and (cam)an − an(cam)∈Pa by Lemma A.1, we are done.

Let σ be an involution of the first kind on A, V a right A-module, and h a hermit-
ian form on V.

Lemma A.3. Assume that a is σ -symmetric; that is, σ(a) = a. Let v(t), v ′(t) ∈
V [t] and let ϕ(t) = h(v(t), v ′(t)). Then

ϕ(a)− h(v(a), v ′(a))∈Pa.

Proof. We may assume that v(t) = vt n and v ′(t) = v ′t m, where v, v ′ ∈ V. Then
ϕ(t) = h(v, v ′)t n+m and so, setting x = h(v, v ′), by Lemma A.1 we have

ϕ(a)− h(v(a), v ′(a)) = xan+m − anxam = [an,−xam]∈Pa

as required.
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Let L ⊂ A be a maximal separable subfield.

Lemma A.4. Let w1, . . . ,wn ∈L be a basis of L over F and let v1, . . . , vn ∈V. If∑n
i=1 vi · b · wi = 0 for all b ∈A, then vi = 0 for all i = 1, . . . , n.

Proof. Clearly, we may assume without loss of generality that dimV = 1 and so
we may identifyV = A. Assume the contrary. Then the condition

∑n
i=1 vi ·b·wi =

0 also holds for all b ∈AE = A⊗F E, where E/F is an arbitrary field extension.
Replacing F by an algebraic closure of F, we may assume that A is split (i.e., A =
Mn(F )). Since L is a split étale subalgebra in A up to conjugation, we may also
assume that L consists of all diagonal matrices and that

w1 =




1 0 · · · 0
0 0 · · · 0
...

...
...

...

0 0 · · · 0


 , . . . , wn =




0 0 · · · 0
0 0 · · · 0
...

...
...

...

0 0 · · · 1


.

Then the condition
∑n

i=1 vi · b · wi = 0 is equivalent to saying that, for all i =
1, . . . , n, the ith column of the matrix vi · b is zero for all b ∈ Mn(F ). This can
happen only if vi = 0.

Theorem A.1. Let A be a central, finite-dimensional division algebra over a
field F, σ an involution of the first kind on A, V a right A-module, h a hermitian
form on V, and L ⊂ A a maximal separable subfield. If h is isotropic over L, then
there is a 1-dimensional A-subspace U ⊂ V such that h|U is isotropic over L.

Proof. By the theorem on extensions of involutions, there is an involution of the
first kind σ ′ on A that is the identity on L. Replacing σ by σ ′, we may assume
that every element in L is σ -symmetric. Choose a generator a of L over F and
let f(t)∈F [t] be its minimal polynomial. The element ξ = 1⊗ a is in the center
of AL = A ⊗F L. Since h is isotropic over L, there is a polynomial v(t) ∈ V [t]
such that v(ξ) �= 0 and h(v(ξ), v(ξ)) = 0. Then h(v(t), v(t)) is divisible by f(t);
that is,

h(v(t), v(t)) = f(t) · g(t) (A.1)

for some g(t)∈A[t]. Note that we can replace v(t) with v(t) · b for any nonzero
b ∈ A. Let v(t) = v0 + v1t + · · · + vn−1t

n−1, where vi ∈ V and n = degA.

By Lemma A.4, there exists a b ∈ A such that
∑

vi · b · ai �= 0. Replacing v(t)

with v(t) · b, we may assume that v(a) �= 0 in V. We shall now show that the
1-dimensional subspace U inV generated by v(a) has the required property. Con-
sider the polynomial

g(t) = f(t)

t − a
∈L[t] ⊂ A[t].

Clearly, g(ξ) · (ξ − a) = 0 and v(a) · g(ξ) is a nonzero vector in VL = V ⊗F L.

Since g(ξ) · ξ = g(ξ) · a, in AL we have

g(ξ)[a, x] = g(ξ)ax − g(ξ)xa = g(ξ)ξx − g(ξ)xa = g(ξ)x(ξ − a). (A.2)
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By LemmasA.2 andA.3 applied to ϕ(t) = f(t), we haveψ(t) = g(t) and v ′(t) =
v(t). Now taking (A.1) into consideration, we find that there is an x ∈A such that

h(v(a), v(a)) = [a, x].

Finally, taking into account (A.2) and that g(ξ) is σ -symmetric, we obtain

h(v(a) · g(ξ), v(a) · g(ξ)) = g(ξ) · h(v(a), v(a)) · g(ξ)
= (g(ξ) · [a, x]) · g(ξ)
= g(ξ) · x · (ξ − a) · g(ξ)
= 0.

Thus, the 1-dimensional subspace U = 〈v(a)〉 in V is isotropic over L.
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