
A THEOREM ON CONTINUOUS FUNCTIONS

By Tatsuo HOMMA

In the present paper we call an
" <* -function" a function fcx) ,
continuous in 0 £ x 4 / » such
that

co < x < ί )
Φ

and

0 ύ

Definition 1» A function is
called nowhere constant, if there
exists no interval on which it
remains constant.

Λ'e now begin with the following

Theorem 1. Let fix) and § <*>
be nowhere constant <* -functions,
then there exist <* -functions
f ex) and ψ<χ) such that

If we consider a subset Π of
the euclidean plane, defined by
M t <*>&> fi*> - 3 W >
o * *, # £ /) , then Theorem 1 is
equivalent to the existence of a
continuous curve in ^ connecting
the points <o,o) and <»,»)

T Minagawa showed me an example
(see the figure belowj, illustra-
ting the Theorem 1 is not always
true if the given functions are
not nowhere constant*

Definition 2. We say that a

closed interval CA>> t>3 is an
M
 <X -interval of f<x) " , if

Lemma A. For any

there exists a 6 > o

\o--b{ <ε provided
Mif icx) - ί^ ίcx) < ί ,

I > o ,

sucn that

Lemma B Let cp* , pj be an
arbitrary closed interval of
l c o , i J . Let f>, be a
maximum point of ί ex) in
cp

β
,p3, let Pi be a minimum point

of ί<Jύ in Cf
%
 , P3 , let ^

be a maximum point in Γf*, f J ,
and so on. Then the sequence
{j»tj converges to f

Lemma C. For any £ > 0 ,
there exist a finite number of
points cu (L«ι,a, , 7t-/; such
that 0 4αrΛi.,<ί U-ι,- Λ , fl»-o,α

H
»ι)

and that every closed interval
3 is an rf-interval of

Lemmas A and B can easily be
proved, so we shall give a proof
of Lemma C First we prove it
for t « Ί . By Lemma B, we can
construct two convergent sequen-
ces :

We shall first prove the fol-
lowing lemmas A ) , B ) , C ) , con-
cerning nowhere constant 4-func-
tions

 β
 In theoe lemmas, j&y

denote a nowhere constant βl-
function

where all C h*r> Pc ϋ , C fa , $tJ
are «: -intervals of ί ex) . If
there exist positive integers
**• , n, such that ^ « j

%
» 1 then

Pthe points, o m t ,
are the
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required ones. Otherwise, suppose
P-M. < T for m-βl, »,.•• , then

there exists a positive integer
in. such that 4"

 <
 f*

<
 * From

Lemma B, we can again construct
another convergent sequence:
f

m
h 2 £. * -* ΛΛ , where every

closed interval C|j
W
 , fr

ώ
3 is

an <x -interval oΓ /cxί . Now
ΛΘ can readily see that there exi-
sts a positive integer ** such
that %L - ^ , since /W is a
maximum or minimum point of /<*

;

i n c
 Pm , T 3 Then the points:

0- P,,f,, ••' , * m « f ί , ,%-,') to**' a r e
the requireα points. Repeating
the above process in each interval,
we obtain the αesired points Γor
£ * (τ)

λ
 , and thus we can, by

induction, complete the proor oΓ
Lemma C.

Lemma 1. Under the condition
that fcx) and JCx) are both
polygonalized - linear on I

 β
 l<\ fj

except a finite number oΓ points ,
Theorem 1 is true.

Lemma 2. If 4<*> is polygo-
nalizθd, then Theorem 1 is true.

The prooΓ of Lemma 2 may be
omitted, since we shall later de-
rive Theorem 1 by means of Lemma
2 and this lemma itself can be
quite similarly derived Γrom Lemma
1.

Proof of Lemma 1. At any point
t of fi» {<M> /

ί x )
 * 1

L
V>

ok
 χ
)*j&

{
 ) except at two points

C o> o; and ( ', 0 , At has a
neighborhood of f which is ho-
meomorphic with an isolated point,
or an open line-segment, or a
cross point of two open line-
segments At the points < °y o)
and < I, l) , H has a neighbor-
hood which is homeomorphic with a
half- open linesegment (i.e. {x
«L 6 x < h> ) and the point (o,o)
or C \j 0 corresponds to tne closed
endpoint Λ of the half-open line-
ssgment. Moreover M consists
of a finite number of line-seg-
ments. Hence we can conclude by
the unicursal principle that there
exists a polygon in M connecting

(θ,o) and ( t, l) Λ'e ex-
press the polygon by (/H>, f&)) j
0 4 t £ I , y< ) fc >*o, ipoί-to-l. Then
fCx) and fix) > 0 έ x ύ I ,

are parametric functions Λhich are
required in Lemma i.

Proof oi Theorem 1. We shall
construct, for each positive in-
teger «a , a set of oc -func-
tions ?***), fttCx) and coun-
table disjoint open intervals

l I t u * W »
t )
 «+f.)ϊ of X - t β , O

satisfying the following relations:

(n.l)

(n.2)

(n.3)

(n.4) 'm
 C β

^ wf*
intervals of

(n
o
5j The intervals

and C

are βC

cκ) and

- , are * -intervals
-fog and β ςχ; , re-of fog

spectively;

t

Put

{1,

a n d
t n a t

there exist, for any j ύ ^ ,
a set of TjW > V^Of) and the
countable intervals il

fl
.) sa-

tisfying the relations (j.l),
(j.2), . ..,(j 6;. Λe then con-
struct a set of ?tι+t(x) fn+tcx)
and { Ixrn,} as follows: From
Lemma C, wt? can see for any l
that there exists a set of points
(& , o.

(/
 '• ^ da) in the closed

interval C ? W
such that

*ϊ

a n
interval of

.Ve then construct, for each t
a new polygonalized continuous
function f

v
 ex) on li

t

; RW«t3
 aS follows:

is linear on 1*^ ex-
cept at the points αβ^ α

υ
 , α< .

As we assume the validity of
Lemma 2 we can find two continuous
functions ?

% t
t*) and few**) on

ΐ m -
 c
 ̂ *t *nt^

 s υ c h t n a t
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J
%t
 , the open set
consists oi countable

Since a set C* defined by
ti lx 5 f»

t
«)»4̂ ,

ws
'> ^ )

i s a
 closed

subset of
ΐ*

u
- Cu

open intervals* Moreover, we can
see that these open intervals con-
sist of the following systems of
countable open intervals ί<-fa,β^ή
and {( r

% ;
 r^>\ where

 i Γ
*

lows from that of /*,<*)
 a n c

*
Ϋfcc*) and the condition

(n 4j. Next we shall snow the
uniform convergence of two sequen-
ces ( ftc*>) and { %,.<*)}
The uniform convergence of {?•*<*)}
follows immediately from the con-
ditions (n

 β
2 ) , (n 4), In.6) and

tne continuity of each fntx;
To prove the uniform convergence
of lΫVίti) , we shall show that
for any ί > o there exists
a positive integer t/ such
that for /n > //

Thus we can find a point ?„
of the interval <Y-*. fί) and a
point *-'* of the interval

is an <* -interval

of fix)

are ê  -intervals of

Let us put tx»*i
t

Ne shall construct
as follows:

A*

y>*i t*ί and %•, (xl
are linear on the intervals

yi 3
3 , , /il

I t can e a s i l y be seen that the
functions *f %+ι (*) , f%tt <*) and
the system of i n t e r v a l s {I^ t l J
s a t i s f y the condit ions f it+ι . ι),

(n+« C) τ h θ cont inu i ty of
yΛ 4 l (x) and y-̂ , α ; f o l -

By Lemma A there exists a positive
number I such that m - bl < €.
provided .ίaCfc}^ * xtet.A

c
*
} <
 * , and

from the uniform continuity of
^tx) we can see that there

exists a positive integer M such
that Ucx'J - 4 cχ3|<<Γ for ix χ'ί<^ ,
From the condition (n<>6) we have

for any *. > , and hence

fit) ~

Thus we can say I ΐx( * O - t̂ c
Therefore {t^fκ)} satisfies the
condition (n 6

f
) The conditions

{n«2), (n.4), (n»6
f
) and the con-

tinuity oi each &**> guaran-
tee the uniform convergence of

ίt nί*)} Now we denote by fM
and 'fix) the limit functions
of { %(.x)\ and {Ϋx<x>) , then

y(x) and f(χ) are the re-
quired functions. We have com-
pleted the proof of Theorem 1. We
can extend Theorem 1 to the fol-
lowing one:

Theorem 2. Let *
ί x )

, **
(x)
, , Λf*>

be nowhere constant «f-functions.
Then there exist such <* -func-
tions «f,(χ:;

 |
 %<*>,

 }
 f

H
<χ) that

for any x e X

Proof. By induction. Suppose
Theorem 2 is true when the number
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of given functions is *n--l
 B y

 Theorem 1 there exist two « -

Then there exist tι-ι *-func- functions fex), f*ίx) such that

tions ¥,*c%), ft*cr) . .
 t
fCx) such .. i , «

α J )
 κ*I . Let f,(x)

that W c » ) - *<»*««» - - iJr*,<*>ϊor !$nl) fl- ftnij , f^W'KMocj) ,
any xtl ^ Furthermore, we can

 t h e
n f/ίiK Λcx;,---,^*;

 a r θ t h e

assume that fΓ»>, f^V. , fx-/(*; are required functions*
nowhere constant functions, because,
if otherwise, we can replace tnem
by nowhere constant functions

β

Let #(*>- Mt)*(x)) , so J<x) (*) Received Oct. 8, 1951.

is a nowhere constant ec -function.
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