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## Introduction

The operator $U(p)$ is a familiar tool in the theory of elliptic modular forms (introduced by Hecke in [5]). It can be defined in the same way on holomorphic Siegel modular forms of degree $n$ for the congruence subgroups $\Gamma_{0}(N):=\left\{\left.\left[\begin{array}{ll}A & B \\ C & D\end{array}\right] \in \operatorname{Sp}(n, \mathbb{Z}) \right\rvert\, c \equiv 0(N)\right\} ;$ the action of $U(p)$ on the Fourier expansion of such a modular form $f$ is given by

$$
f=\sum_{T} a(T) e^{2 \pi i \operatorname{tr}(T Z)} \longmapsto f \mid U(p)=\sum_{T} a(p T) e^{2 \pi i \operatorname{tr}(T Z)} ;
$$

here $T$ runs over all symmetric half integral positive semidefinite matrices of size $n$ and $Z$ is an element of Siegel's upper half space. To be more precise, let us denote by $\left[\Gamma_{0}(N), k, \chi\right]$ the space of Siegel modular forms of weight $k$ with respect to the group $\Gamma_{0}(N)$ and the nebentypus character $\chi$. Then $U(p)$ maps this space into itself (if $p \mid N$ ) and maps it into $\left[\Gamma_{0}\left(\frac{N}{p}\right), k, \chi\right]$ if $p^{2} \mid N$ and $\chi$ is defined modulo $\frac{N}{p}$. It is clear from the theory of old- and newforms (for $n=1$ ) that we can expect a nontrivial kernel for $U(p)$ if $p^{2} \mid N$ and $\chi$ is defined modulo $\frac{N}{p}$.

The injectivity of $U(p)$ for $p^{2} \mid N$ and $\chi$ not defined modulo $\frac{N}{p}$ can be proved along the classical lines (see Section 6). The main purpose of the present note is to show that $U(p)$ is injective for $p \| N$ (see Section 3). This will be done in a purely algebraic manner by studying the properties (invertibility) of the double coset $\Gamma_{0}(p) \cdot\left[\begin{array}{cc}0_{n} & -\mathbf{1}_{n} \\ \mathbf{1}_{n} & 0_{n}\end{array}\right] \cdot \Gamma_{0}(p)$ in the abstract Hecke algebra associated to the pair $\left(\Gamma_{0}(p), \operatorname{Sp}(n, \mathbb{Z})\right)$ and its analogue over the finite field $\mathbb{F}_{p}$; to include the case of nontrivial nebentypus $\chi$ we will have to work with a slightly smaller group $\Gamma_{1}(p)$.

The results of this paper are motivated (and are used in a crucial way) in our investigation of the basis problem for Siegel modular forms with level [2].

Of course the operator $U(p)$ can be defined also for other types of congruence subgroups. The Iwahori subgroup is of particular interest; in this case there is a well established structure theory for the Hecke algebra (in terms of generators and relations). In an appendix to this paper, Ralf Schmidt will give a proof for the injectivity in this framework.
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## 1. The Hecke algebra

We fix a prime $p \neq 2$ and also a subgroup G of $\mathbb{F}_{p}^{\times}$of index $\kappa$; then we define a subgroup $\Gamma^{G}$ of $\operatorname{Sp}(n, \mathbb{Z})$ by

$$
\Gamma^{G}:=\left\{\left.g=\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right] \right\rvert\, C \equiv 0_{n}, \operatorname{det}(D) \bmod p \in G\right\}
$$

As important special cases we mention

$$
\begin{aligned}
\Gamma^{\mathbb{F}_{p}^{\times}} & =\{g \in \operatorname{Sp}(n, \mathbb{Z}) \mid C \equiv 0 \bmod p\} & & \text { (usually called } \left.\Gamma_{0}(p)\right), \\
\Gamma^{\{1\}} & =\left\{g \in \Gamma_{0}(p) \mid \operatorname{det}(D) \equiv 1 \bmod p\right\} & & \text { (usually called } \left.\Gamma_{1}(p)\right) .
\end{aligned}
$$

In any case $\Gamma^{G}$ is a normal subgroup of $\Gamma_{0}(p)$ with factor group isomorphic to $\mathbb{F}_{p}^{\times} / G$. We study the abstract Hecke-algebra over $\mathbb{C}$ associated to the pair $\left(\Gamma^{G}, \operatorname{Sp}(n, \mathbb{Z})\right.$ ); by definition, this is the set of all finite linear combinations of double cosets $\Gamma^{G} \cdot g \cdot \Gamma^{G}$ with $g \in \operatorname{Sp}(n, \mathbb{Z})$, equipped with the usual structure of a Hecke algebra. This algebra is isomorphic in a natural way to the $\mathbb{C}$-Hecke
algebra $\mathcal{H}_{p}^{G}$ for the Hecke pair $\left(\Gamma_{p}^{G}, \operatorname{Sp}\left(n, \mathbb{F}_{p}\right)\right)$, where

$$
\Gamma_{p}^{G}=\left\{\left.\left[\begin{array}{cc}
A & B \\
0 & D
\end{array}\right] \in \operatorname{Sp}\left(n, \mathbb{F}_{p}\right) \right\rvert\, \operatorname{det}(D) \in G\right\}
$$

and we prefer to work with this realization. We will often use that the group

$$
\operatorname{GL}(n, G):=\left\{u \in \mathrm{GL}\left(n, \mathbb{F}_{p}\right) \mid \operatorname{det}(u) \in G\right\}
$$

can be embedded into $\Gamma_{p}^{G}$ via

$$
\iota_{n}:\left\{\begin{array}{clc}
\mathrm{GL}(n, G) & \longrightarrow & \begin{array}{c}
\Gamma_{p}^{G} \\
D
\end{array} \\
\longmapsto & {\left[\begin{array}{cc}
D^{-t} & 0 \\
0 & D
\end{array}\right]}
\end{array}\right.
$$

in particular, we may embed $\operatorname{SL}\left(n, \mathbb{F}_{p}\right)$ in this way. To describe the Hecke algebra, we need some special elements: For $a \in \mathbb{F}_{p}^{\times} / G$ and $0 \leq i \leq n$ we denote by $\tau(a, i)$ the double coset

$$
\Gamma_{p}^{G} W(a, i) \Gamma_{p}^{G}=\Gamma_{p}^{G} \widetilde{W(a, i)} \Gamma_{p}^{G}
$$

where the elements $W(a, i)$ are defined by

$$
W(a, i)=\left\{\begin{array}{cc}
{\left[\begin{array}{cccc}
0_{i} & 0 & -C^{-t} & 0 \\
0 & \mathbf{1}_{n-i} & 0 & 0_{n-i} \\
C & 0 & 0_{i} & 0 \\
0 & 0_{n-i} & 0 & \mathbf{1}_{n-i}
\end{array}\right]} & \text { for } \quad i \geq 1 \\
& \left.\begin{array}{cc}
D^{-t} & 0_{n} \\
0_{n} & D
\end{array}\right]
\end{array} \quad \text { for } i=0\right.
$$

The $\widetilde{W(a, i)}$ are defined similarly by $\widetilde{W(a, 0)}=W(a, 0)$ and for $i>0$

$$
\widetilde{W(a, i)}=\left[\begin{array}{cccc}
\mathbf{1}_{n-i} & 0 & 0_{n-i} & 0 \\
0 & 0_{i} & 0 & -C^{-t} \\
0_{n-i} & 0 & \mathbf{1}_{n-i} & 0 \\
0 & C & 0 & 0_{i}
\end{array}\right] .
$$

Here $C$ and $D$ are any matrices in $\operatorname{GL}\left(i, \mathbb{F}_{p}\right)$ and $\operatorname{GL}\left(n, \mathbb{F}_{p}\right)$ respectively with $\operatorname{det}(C)=a$ and $\operatorname{det}(D)=a$. We can change $C$ or $D$ to $U C V$ and $U D V$ with $U, V \in \mathrm{GL}(i, G)$ (resp. $U, V \in \mathrm{GL}(n, G)$ ); therefore the double coset $\tau(a, i)$ does not depend on the choice of $C$ or $D$. We may even assume that $C$ and $D$ are of type

$$
C=\operatorname{diag}(1, \ldots, 1, a, 1 \ldots, 1) \quad \text { and } \quad D=\operatorname{diag}(1, \ldots, 1, a, 1 \ldots 1)
$$

with the $a$ at any position convenient for us. In our applications, we will mainly be concerned with the cases

$$
G=\mathbb{F}^{\times}, \quad G=\left(\mathbb{F}_{p}^{\times}\right)^{2}, \quad G=\{1\}
$$

To formulate our result simultaneously for these cases, we allow G to be arbitrary; to do so, we have to distinguish two cases:
Case I: G contains a quadratic non-residue.
Case II: $G \subset\left(\mathbb{F}_{p}^{\times}\right)^{2}$.
Furthermore, we denote by $\epsilon$ a quadratic non-residue in $\mathbb{F}_{p}^{\times}$.
Proposition 1.1. Let $G$ be a subgroup of index $\kappa$ in $\mathbb{F}_{p}^{\times}$. Then a complete set of representatives of the double classes in the Hecke algebra $\mathcal{H}_{p}^{G}$ is given by

Case I: $\quad\left\{\tau(a, 0), \tau(a, n) \mid a \in \mathbb{F}_{p}^{\times} / G\right\} \cup\{\tau(1, i) \mid 1 \leq i \leq n-1\}$
Case II: $\quad\left\{\tau(a, 0), \tau(a, n) \mid a \in \mathbb{F}_{p}^{\times} / G\right\} \cup\{\tau(1, i), \tau(\epsilon, i) \mid 1 \leq i \leq n-1\}$
In particular, $\mathcal{H}_{p}^{G}$ is an algebra of dimension $2 \kappa+n-1$ in case I and dimension $2 \kappa+2 n-2$ in case II.

Proof. For a given double coset $\Gamma_{p}^{G} \cdot g \cdot \Gamma_{p}^{G}$ with $g=\left[\begin{array}{cc}A & B \\ C & D\end{array}\right] \in \operatorname{Sp}\left(n, \mathbb{F}_{p}\right)$ we will exhibit an explicit representative. For g as above the double $\operatorname{coset} \Gamma_{p}^{G} g \Gamma_{p}^{G}$ depends only on the "second row" $(C, D)$ of $g$. We may change this second row by

$$
\begin{aligned}
& (C, D) \longmapsto\left(U C V^{-t}, U D V\right) \quad(U, V \in \mathrm{GL}(n, G)) \\
& (C, D) \longmapsto(C, D+C T) \quad\left(T=T^{t} \in \mathbb{F}_{p}^{(n, n)}\right)
\end{aligned}
$$

without changing the double coset. Therefore we may assume that $C$ is of the form $C=\left[\begin{array}{rr}c_{1} & 0 \\ 0 & 0\end{array}\right]$, where $c_{1} \in \operatorname{GL}\left(i, \mathbb{F}_{p}\right)$ with $i=\operatorname{rank}(C)$. By choosing $T$ appropriately, $D$ can be chosen to be of type $D=\left[\begin{array}{cc}0 & 0 \\ d_{3} & d_{4}\end{array}\right]$; the product $C \cdot D^{t}$ has to be symmetric, hence we also have $d_{3}=0$. Therefore the double cosets in our Hecke algebra are parametrized by

$$
\bigcup_{i=0}^{n}\left\{\left.\left[\begin{array}{cccc}
* & & * \\
c_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & d_{4}
\end{array}\right] \right\rvert\, c_{1} \in \operatorname{GL}\left(i, \mathbb{F}_{p}\right), d_{4} \in \operatorname{GL}\left(n-i, \mathbb{F}_{p}\right)\right\} / \sim
$$

with two such pairs $\left(c_{1}, d_{4}\right)$ and $\left(c_{1}^{\prime}, d_{4}^{\prime}\right)$ being equivalent iff there exist $U, V \in$ $\mathrm{GL}(n, G)$ such that

$$
\left[\begin{array}{cccc}
c_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & d_{4}
\end{array}\right]=\left[U \cdot\left[\begin{array}{cc}
c_{1}^{\prime} & 0 \\
0 & 0
\end{array}\right] \cdot V^{-t}, U \cdot\left[\begin{array}{cc}
0 & 0 \\
0 & d_{4}^{\prime}
\end{array}\right] \cdot V\right] .
$$

Clearly we only have to consider pairs with the same i. The "extreme cases" $i=0$ and $i=n$ are easy: The pairs $\left(0_{n}, d\right)$ and $\left(0_{n}, d^{\prime}\right)$ are equivalent iff $\operatorname{det}(d) \cdot G=\operatorname{det}\left(d^{\prime}\right) \cdot G$; the pairs $\left(c, 0_{n}\right)$ and $\left(c^{\prime}, 0_{n}\right)$ are equivalent iff $\operatorname{det}(c) \cdot G=$ $\operatorname{det}\left(c^{\prime}\right) \cdot G$.

The "mixed cases" $(1 \leq i \leq n-1)$ are more delicate: First it is easy to see that we only need to consider

$$
U=\left[\begin{array}{cc}
u_{1} & 0 \\
0 & u_{4}
\end{array}\right], \quad V=\left[\begin{array}{cc}
v_{1} & 0 \\
0 & v_{4}
\end{array}\right]
$$

with $u_{1}, v_{1} \in \operatorname{GL}\left(i, \mathbb{F}_{p}\right), u_{4}, v_{4} \in \mathrm{GL}\left(n-i, \mathbb{F}_{p}\right)$ with the extra condition

$$
\operatorname{det}\left(u_{1}\right) \operatorname{det}\left(u_{4}\right) \in G, \quad \operatorname{det}\left(v_{1}\right) \operatorname{det}\left(v_{4}\right) \in G .
$$

We may now assume without loss of generality that $d_{4}=d_{4}^{\prime}=\mathbf{1}_{n-i}$. Then $U$ and $V$ must satisfy $u_{4} v_{4}=\mathbf{1}_{n-i}$; together with the extra conditions from above this gives

$$
\operatorname{det}\left(u_{1}\right) \operatorname{det}\left(v_{1}\right) \in G
$$

For fixed $i$ with $1 \leq i \leq n-1$ the double cosets are then parametrized by elements $c \in \operatorname{GL}\left(i, \mathbb{F}_{p}\right)$, subject to an equivalence relation

$$
c \sim c^{\prime} \Longleftrightarrow c^{\prime}=u \cdot c \cdot v
$$

with $u, v \in \operatorname{GL}\left(i, \mathbb{F}_{p}\right)$ and $\operatorname{det}(u) \cdot \operatorname{det}(v) \in G$. We may assume that both $c$ and $c^{\prime}$ are diagonal matrices of type

$$
c=\operatorname{diag}(\lambda, 1, \ldots, 1), \quad c^{\prime}=\operatorname{diag}\left(\lambda^{\prime}, 1, \ldots, 1\right)
$$

Then $c$ is equivalent to $c^{\prime}$ iff $\lambda=\frac{u}{v} \cdot \lambda^{\prime}$ with $u, v \in \mathbb{F}_{p}$ with $u \cdot v \in G$. This means

$$
\lambda^{\prime}=u^{2} \cdot g \cdot \lambda
$$

for an appropriate $u \in \mathbb{F}_{p}^{\times}, g \in G$. So for fixed i there is exactly one equivalence class if $G$ contains a quadratic non-residue, and two equivalence classes if $G \subset$ $\mathbb{F}_{p}^{2}$.

## Remark 1.

a) The $\tau(a, 0)$ are invertible elements of the Hecke algebra $\mathcal{H}_{p}^{G}$; these double cosets consist of just one left or right coset.
b) For $i>0$ we have

$$
\begin{aligned}
& \tau(a, 0) \cdot \tau(b, i)=\tau(a b, i), \\
& \tau(b, i) \cdot \tau(a, 0)=\tau\left(b a^{-1}, i\right)
\end{aligned}
$$

These equations imply that

$$
\tau\left(a \lambda^{2}, 0\right)-\tau(a, 0)
$$

is a left and right zero divisor in the Hecke algebra, provided that $\lambda^{2} \notin G$. Also, by considering the case $i=n$, we see that the Hecke algebra $\mathcal{H}_{p}^{G}$ is not commutative if $\left(\mathbb{F}_{p}^{\times}\right)^{2} \not \subset G$.
c) In the case $\left(\mathbb{F}_{p}^{\times}\right)^{2} \subset G$ the Hecke algebra is commutative, because

$$
g \longmapsto \hat{g}:=\left[\begin{array}{ll}
\mathbf{1}_{n} & 0_{n} \\
0_{n} & \mathbf{1}_{n}
\end{array}\right] \cdot g^{-1} \cdot\left[\begin{array}{cc}
\mathbf{1}_{n} & 0_{n} \\
0_{n} & \mathbf{1}_{n}
\end{array}\right]
$$

defines an anti-involution of the Hecke pair with

$$
\Gamma \cdot \hat{g} \cdot \Gamma=\Gamma \cdot g \cdot \Gamma
$$

(one can choose representatives of the double cosets in such a way!).
d) We can choose representatives for the left cosets in $\tau(1, n)$ in a particularly nice way (which does not depend on the group G at all). Clearly

$$
\left[\begin{array}{cc}
0_{n} & -\mathbf{1}_{n} \\
\mathbf{1}_{n} & 0_{n}
\end{array}\right]^{-1} \cdot \Gamma_{p}^{G} \cdot\left[\begin{array}{cc}
0_{n} & -\mathbf{1}_{n} \\
\mathbf{1}_{n} & 0_{n}
\end{array}\right] \cap \Gamma_{p}^{G}=\left\{\left.\left[\begin{array}{cc}
A & 0_{n} \\
0_{n} & D
\end{array}\right] \in \operatorname{Sp}\left(n, \mathbb{F}_{p}\right) \right\rvert\, \operatorname{det}(D) \in G\right\}
$$

and therefore a complete set of representatives for the left cosets of $\tau(1, n)$ is given by

$$
\left\{\left.\left[\begin{array}{cc}
0_{n} & -\mathbf{1}_{n} \\
\mathbf{1}_{n} & 0_{n}
\end{array}\right] \cdot\left[\begin{array}{cc}
\mathbf{1}_{n} & T \\
0_{n} & \mathbf{1}_{n}
\end{array}\right] \right\rvert\, T=T^{t} \in \mathbb{F}_{p}^{n, n}\right\}
$$

We call these representatives the "standard representatives" of $\tau(1, n)$.
Remark 2. The number $\gamma_{i}$ of left cosets in $\tau(a, i)$ equals

$$
\gamma_{i}=\delta_{i} \cdot p^{i n+\frac{i}{2}-\frac{1}{2} i^{2}} \cdot \frac{\prod_{j=i+1}^{n}\left(1-p^{-j}\right)}{\prod_{j=1}^{n-i}\left(1-p^{-j}\right)}
$$

with

$$
\delta_{i}= \begin{cases}1 & \text { if } i=0, i=n, \\ {\left[\mathbb{F}^{\times}: \sqrt{G}\right]} & \text { if } 0<i<n,\end{cases}
$$

where $\sqrt{G}:=\left\{x \in \mathbb{F}_{p}^{\times} \mid x^{2} \in G\right\}$.
Proof. Clearly this number does not depend on $a \in \mathbb{F}_{p}^{\times}$, so we assume $a=1$. Furthermore, only the case $0<i<n$ needs attention ( $i=0$ is trivial, $i=n$ is covered in Remark 1d)). We write $\Gamma$ for $\Gamma_{p}^{G}$ in the sequel. The number of left cosets in $\Gamma W(1, i) \Gamma$ is then equal to the group index

$$
\left[\Gamma: W(1, i)^{-1} \Gamma W(1, i) \cap \Gamma\right] .
$$

The subgroup

$$
W(1, i)^{-1} \Gamma W(1, i) \cap \Gamma
$$

consists of those elements $\left[\begin{array}{cc}A & B \\ 0_{n} & D\end{array}\right]$ with the extra properties (besides $\operatorname{det}(D) \in$ G)

$$
b_{1}=0, \quad d_{3}=0, \quad \operatorname{det}\left(d_{1}\right) \cdot \operatorname{det}\left(d_{4}\right)^{-1} \in G,
$$

where we decompose $D$ as $D=\left[\begin{array}{ll}d_{1} & d_{2} \\ d_{3} & d_{4}\end{array}\right]$ with $d_{1}$ of size i (and similarly for $B$ ). Note that the last of these three conditions comes from the fact that we have to consider elements $W(1, i)^{-1} \cdot \gamma \cdot W(1, i)$ with $\gamma \in \Gamma$. Therefore

$$
\gamma_{i}=p^{\frac{i(i+1)}{2}} \cdot\left[\mathrm{GL}(n, G): P_{i}(G)\right],
$$

where

$$
P_{i}(G):=\left\{\left.\left[\begin{array}{cc}
d_{1} & d_{2} \\
0 & d_{4}
\end{array}\right] \right\rvert\, \operatorname{det}\left(d_{1}\right) \operatorname{det}\left(d_{4}\right) \in G, \operatorname{det}\left(d_{1}\right) \operatorname{det}\left(d_{4}\right)^{-1} \in G\right\} .
$$

An elementary calculation shows that indeed

$$
\left[\operatorname{GL}(n, G): P_{i}(G)\right]=\left[\mathbb{F}_{p}^{\times}: \sqrt{G}\right] \cdot\left[\operatorname{GL}\left(n, \mathbb{F}_{p}\right): P_{i}\left(\mathbb{F}_{p}\right)\right] .
$$

Therefore we get

$$
\begin{aligned}
\gamma_{i} & =\delta_{i} \cdot p^{\frac{i(i+1)}{2}} \cdot \frac{\# \mathrm{GL}\left(n, \mathbb{F}_{p}\right)}{p^{i(n-i)} \# \mathrm{GL}\left(i, \mathbb{F}_{p}\right) \cdot \# \mathrm{GL}\left(n-i, \mathbb{F}_{p}\right)} \\
& =\delta_{i} \cdot p^{\frac{i(i+1)}{2}-i(n-i)} \cdot \frac{p^{n^{2}} \cdot \prod_{j=1}^{n}\left(1-p^{-j}\right)}{p^{i^{2}} \cdot \prod_{j=1}^{i}\left(1-p^{-j}\right) \cdot p^{(n-i)^{2}} \cdot \prod_{k=1}^{n-i}\left(1-p^{-k}\right)}
\end{aligned}
$$

## 2. The endomorphism $\psi_{n}$

We define an endomorphism of $\mathcal{H}_{p}^{G}$ as a vector space by

$$
\psi_{n}:\left\{\begin{array}{ccc}
\mathcal{H}_{p}^{G} & \longrightarrow & \mathcal{H}_{p}^{G} \\
x & \longmapsto & \tau(1, n) \cdot x
\end{array}\right.
$$

By a standard reasoning of linear algebra, $\tau(1, n)$ is a (left and right) invertible element of the algebra $\mathcal{H}_{p}^{G}$, if $\psi_{n}$ is an invertible endomorphism.

Proposition 2.1. The determinant of the endomorphism $\psi_{n}$ is different from zero. In particular, $\tau(1, n)$ is an invertible element of the Hecke algebra $\mathcal{H}_{p}^{G}$.

Proof. We use the standard representatives for the left cosets in $\tau(1, n)$. To write down $\tau(1, n) \cdot \tau(1, i)$ explicitly as a linear combination of the $\tau(a, j)$ it is enough to determine the double cosets to which

$$
M:=\left[\begin{array}{cc}
0_{n} & -\mathbf{1}_{n} \\
\mathbf{1}_{n} & T
\end{array}\right] \cdot W(1, i)=\left[\begin{array}{cccc} 
& * & & * \\
-t_{1} & 0 & -\mathbf{1}_{i} & t_{2} \\
-t_{2}^{t} & \mathbf{1}_{n-i} & 0 & t_{4}
\end{array}\right]
$$

belongs. Clearly, $t_{2}$ and $t_{4}$ are irrelevant for this; we may assume that both are zero. We assume that $t_{1}$ is of rank $r$ with $0 \leq r \leq i$. Then there is a
$V \in \operatorname{SL}\left(i, \mathbb{F}_{p}\right)$ with $V \cdot\left(-t_{1}\right) \cdot V^{t}=\left[\begin{array}{ll}0 & 0 \\ 0 & s\end{array}\right]$ with $s$ of (maximal) rank $r$. For $U:=\left[\begin{array}{cc}V & 0 \\ 0 & \mathbf{1}_{n-i}\end{array}\right] \in \operatorname{SL}\left(n, \mathbb{F}_{p}\right)$ we get

$$
\left(U \cdot\left[\begin{array}{cc}
t_{1} & 0 \\
0 & \mathbf{1}_{n-i}
\end{array}\right] \cdot U^{t}, U \cdot\left[\begin{array}{cc}
-\mathbf{1}_{i} & 0 \\
0 & 0
\end{array}\right] \cdot U^{-1}\right)=\left(\left[\begin{array}{ccc}
0 & 0 & \\
0 & s & \\
& & \mathbf{1}_{n-i}
\end{array}\right],\left[\begin{array}{cc}
-\mathbf{1}_{i} & 0 \\
0 & 0
\end{array}\right]\right) .
$$

The rightmost block matrix may be changed into $\left[\begin{array}{rr}-\mathbf{1}_{i-r} & 0 \\ 0 & 0\end{array}\right]$ by changing this block matrix modulo a multiple of s . The minus sign can be moved to the first block. Therefore M is in the same double coset as

$$
\widetilde{W}(n-i+r, L)
$$

where $L$ is any matrix of size $n-i+r$ with

$$
\operatorname{det}(L)=(-1)^{i-r} \operatorname{det}(s) .
$$

Then the product matrix $M$ is in the same double coset as

$$
\left[\begin{array}{cc}
D^{-t} & 0 \\
0 & D
\end{array}\right] \cdot\left[\begin{array}{cccc} 
& * & * & \\
0 & 0 & \mathbf{1}_{i-r} & 0 \\
0 & \mathbf{1}_{n-i+r} & 0 & 0
\end{array}\right]
$$

with

$$
D=\left[\begin{array}{lll}
-\mathbf{1}_{i-r} & & \\
& s & \\
& & \mathbf{1}_{n-i}
\end{array}\right]
$$

So we finally see that

$$
\Gamma_{p}^{G} M \Gamma_{p}^{G}=\tau\left((-1)^{i-r} \operatorname{det}(s), n-i+r\right)
$$

To determine the multiplicities, we have to count the number of left cosets which occur in the consideration above and belong to a fixed double coset $\tau(a, j)$. We get a contribution only for $j \geq n-i$. In the case $r=0$, i.e. $j=n-i$, only $a=(-1)^{i}$ occurs; its multiplicity is

$$
\begin{equation*}
p^{\frac{(n-i)(n-i+1)}{2}} \cdot p^{i(n-i)} \frac{\gamma_{i}}{\gamma_{n-i}} . \tag{2.1}
\end{equation*}
$$

Here the $p$-powers at the beginning come from the $t_{2}$ and $t_{4}$ components of $T$. The other "extreme case" is $r=i$, i.e. $j=n$. The multiplicity of $\tau(a, n)$ (with $\left.a \in \mathbb{F}_{p}^{\times} / G\right)$ is

$$
\begin{equation*}
p^{\frac{(n-i)(n-i+1)}{2}} \cdot p^{i(n-i)} \cdot \sum_{b \in \mathbb{F}_{p}^{\times}, b G=a G} c_{i i}(b) \frac{\gamma_{i}}{\gamma_{n}} . \tag{2.2}
\end{equation*}
$$

Here, for $b \in \mathbb{F}_{p}^{\times}$,

$$
\begin{aligned}
c_{i i}(b): & =\#\left\{X \in \mathbb{F}_{p}^{(i, i)} \mid X=X^{t}, \operatorname{det}(X)=b\right\} \\
& =\frac{\# \operatorname{SL}\left(i, \mathbb{F}_{p}\right)}{\# \operatorname{SO}(T)\left(\mathbb{F}_{p}\right)}
\end{aligned}
$$

Here $T$ is any symmetric matrix of size $i$ with $\operatorname{det}(T)=b$; the number $\# \mathrm{SO}(T)$ is well-known ([10]):

$$
\# \mathrm{SO}(T)=p^{\frac{i(i-1)}{2}} \cdot \begin{cases}\left(1-\epsilon(T) p^{-\frac{i}{2}}\right) \prod_{k=1}^{\frac{i}{2}-1}\left(1-p^{2 k-i}\right) & \text { if } i \text { even } \\ \prod_{k=1}^{\frac{(i-1)}{2}}\left(1-p^{2 k-i-1}\right) & \text { if } i \text { odd }\end{cases}
$$

here we put $\epsilon(T)=\left(\frac{(-1)^{\frac{i}{2}} \operatorname{det}(T)}{p}\right)$.
It remains the case $n-i<j<n$ with $a=1$ (Case I) or $a \in\{1, \epsilon\}$ (Case II). In case I we get for the multiplicity of $\tau(1, n-i+r)$

$$
\begin{equation*}
p^{\frac{(n-i)(n-i+1)}{2}} \cdot p^{i(n-i)} \cdot c_{r, i} \cdot \frac{\gamma_{i}}{\gamma_{n-i+r}} \tag{2.3}
\end{equation*}
$$

with

$$
c_{r, i}=\#\left\{X \in \mathbb{F}_{p}^{(i, i)} \mid X=X^{t}, \operatorname{rank}(X)=r\right\},
$$

and in the case II (with $a \in\{1, \epsilon\}$ )

$$
\begin{equation*}
p^{\frac{(n-i)(n-i+1)}{2}} \cdot p^{i(n-i)} \cdot c_{r, i}\left((-1)^{i-r} a\right) \frac{\gamma_{i}}{\gamma_{n-i+r}} \tag{2.4}
\end{equation*}
$$

with (for $0<l<k$ )

$$
\begin{aligned}
c_{l, k}(a) & :=\#\left\{X \in \mathbb{F}_{p}^{(k, k)} \mid X=X^{t}, \operatorname{rank}(X)=l, d(X)=a\right\} \\
& =\frac{\# \mathrm{GL}\left(k, \mathbb{F}_{p}\right)}{p^{l(k-l)} \cdot \# \mathrm{GL}\left(k-l, \mathbb{F}_{p}\right) \cdot \# \mathrm{O}(S)\left(\mathbb{F}_{p}\right)}
\end{aligned}
$$

Here $S$ is any symmetric matrix of size $l$ with $\operatorname{det}(S)=a$; we denote by $d(X)$ the determinant (or discriminant) of the quadratic space $V(S) / \operatorname{rad}(V(S))$, where $V(X)$ denotes the quadratic space associated with $X$ and $\operatorname{rad}(V(S))$ its radical (note, however, that $d(X)$ is well defined only up to a square factor in $\mathbb{F}_{p}^{\times}$).

To make case I also completely explicit, we just mention that

$$
c_{r, i}=c_{r, i}(1)+c_{r, i}(\epsilon) .
$$

Some caution is necessary here: In $c_{k k}(a)$ we have a condition on the determinant, whereas in $c_{l k}(a)$ for $l<k$ there is only a condition on the discriminant (which is only defined modulo squares). With these informations at hand, we can write the product $\tau(1, n) \cdot \tau(a, i)$ explicitly as linear combinations of the
basis elements as given in Proposition 1.1. We do not need the full information here, but we emphasize that

$$
\begin{equation*}
\tau(1, n) \cdot \tau(a, i)=p^{\frac{(n-i)(n-i+1)}{2}} \cdot p^{i(n-i)} \cdot \frac{\gamma_{i}}{\gamma_{n-i}} \cdot \tau\left((-1)^{i} \cdot a, n-i\right)+\ldots \tag{2.5}
\end{equation*}
$$

where $\ldots$ involves only the $\tau(b, j)$ with $j>n-i$. If we describe the endomorphism $\psi$ in terms of a matrix with respect to the basis

$$
\begin{aligned}
& \tau\left(a_{1}, 0\right), \ldots, \tau\left(a_{\kappa}, 0\right), \tau(1,1), \tau(\epsilon, 1), \ldots \tau(1, n-1) \\
& \quad \tau(\epsilon, n-1), \tau\left(a_{1}, n\right), \ldots, \tau\left(a_{\kappa}, n\right),
\end{aligned}
$$

where $a_{1}, \ldots a_{\kappa}$ run over representatives of $\mathbb{F}^{\times} / G$ (this is for case II; in case I we should omit the elements with $\epsilon$ ), then this matrix has the shape

$$
\Psi_{n}=\left[\begin{array}{ccccc} 
& & & & X_{n} \\
& & & x_{n-1} & * \\
& & . & & \vdots \\
& x_{1} & & & \\
X_{0} & & & \ldots & *
\end{array}\right] .
$$

Here $X_{0}=\mathbf{1}_{\kappa}$ and $X_{n}=\gamma_{n} \cdot Y_{n}$, where $Y_{n}$ is a matrix of size $\kappa$, describing the permutation in $\mathbb{F}_{p}^{\times} / G$ induced by multiplication with $(-1)^{n}$. For $1 \leq j \leq n-1$ we have (with $n-i=j$ ) in case I

$$
\begin{aligned}
x_{j} & =p^{\frac{(n-i)(n-i+1)}{2}} \cdot p^{i(n-i)} \frac{\gamma_{i}}{\gamma_{n-i}} \\
& =p^{i n-\frac{i^{2}}{2}+\frac{i}{2}}
\end{aligned}
$$

and in case II

$$
\begin{aligned}
x_{j} & =p^{\frac{(n-i)(n-i+1)}{2}} \cdot p^{i(n-i)} \frac{\gamma_{i}}{\gamma_{n-i}} \cdot y_{j} \\
& =p^{i n-\frac{i^{2}}{2}+\frac{i}{2}} \cdot y_{j},
\end{aligned}
$$

where $y_{j}$ is a $2 \times 2$-matrix describing the permutation in $1, \epsilon$ given by multiplication with $(-1)^{j}$. In particular, the determinant of $\psi_{n}$ is different from zero.

Remark 3. In our calculations above, we have determined all the entries of the matrix $\Psi_{n}$. To obtain the result of the proposition, only the (somewhat simpler) calculation of the entries of $X_{0}, X_{n}, x_{1}, \ldots, x_{n-1}$ was necessary (together with the fact that the upper triangular part of $\Psi_{n}$ is zero).

## 3. The operator $U(p)$

Now we switch back to a global setting, i.e., we work now with subgroups of $\operatorname{Sp}(n, \mathbb{Z})$ of level $p$; the connection between the two settings is given by the natural homomorphism

$$
\pi: \operatorname{Sp}(n, \mathbb{Z}) \longrightarrow \operatorname{Sp}\left(n, \mathbb{F}_{p}\right)
$$

Whenever possible, we still use the same notations as in the previous sections, denoting any representative of $\pi^{-1}(g)$ also by $g$; in particular, we use in this section the symbol $\tau(1, n)$ for the double coset $\Gamma^{G} \cdot\left[\begin{array}{cc}0_{n} & -\mathbf{1}_{n} \\ \mathbf{1}_{n} & 0_{n}\end{array}\right] \cdot \Gamma^{G}$ in $\operatorname{Sp}(n, \mathbb{Z})$ (and similarly for the other $\tau(a, j)$.

For standard notations about Siegel modular forms and their Hecke operators we refer the reader to [1], [4]. We just recall that for any congruence subgroup $\Gamma$ of $\operatorname{Sp}(n, \mathbb{Z})$ and any (holomorphic) Siegel modular form $F: \mathbb{H}_{n} \longmapsto \mathbb{C}$ of degree n and weight k for $\Gamma$ we can define the action of a double coset $\Gamma \cdot g \cdot \Gamma$ with $g \in \operatorname{GSp}(n, \mathbb{Q})^{+}$(the "+" indicating positive multiplier) by

$$
F \longmapsto F\left|\Gamma \cdot g \cdot \Gamma:=\sum_{i} F\right|_{k} g_{i} \quad\left(\Gamma \cdot g \cdot \Gamma=\sqcup_{i} \Gamma \cdot g_{i}\right) ;
$$

here, for $h=\left[\begin{array}{cc}A & B \\ C & D\end{array}\right]$ the slash-operator is defined by

$$
\begin{equation*}
\left(\left.f\right|_{k} g\right)(Z)=\operatorname{det}(g)^{\frac{k}{2}} \operatorname{det}(C Z+D)^{-k} f\left((A Z+B)(C Z+D)^{-1}\right) \tag{3.1}
\end{equation*}
$$

Using the special representatives from Remark 1d) this means for $\Gamma=\Gamma^{G}$

$$
\begin{align*}
F \mid \tau(1, n) & =\left.\sum_{T} F\right|_{k}\left[\begin{array}{cc}
0_{n} & -\mathbf{1}_{n} \\
\mathbf{1}_{n} & T
\end{array}\right] \\
& =\left.\sum_{T} F\right|_{k}\left[\begin{array}{cc}
0_{n} & -\mathbf{1}_{n} \\
p \mathbf{1}_{n} & 0_{n}
\end{array}\right] \cdot\left[\begin{array}{cc}
\mathbf{1}_{n} & T \\
0_{n} & p \mathbf{1}_{n}
\end{array}\right]  \tag{3.2}\\
& =p^{\frac{n(n+1)}{2}-\frac{n k}{2}} \times F\left|W_{p}\right| U(p) .
\end{align*}
$$

Here $W_{p}$ denotes the involution of Fricke type

$$
F \longrightarrow F\left|W_{p}:=F\right|_{k}\left[\begin{array}{cc}
0_{n} & -\mathbf{1}_{n}  \tag{3.3}\\
p \cdot \mathbf{1}_{n} & 0_{n}
\end{array}\right]
$$

and $U(p)$ is the operator defined by the action of the double $\operatorname{coset} \Gamma\left[\begin{array}{cc}\mathbf{1}_{n} & 0_{n} \\ 0_{n} & p \mathbf{1}_{n}\end{array}\right] \Gamma$. On the Fourier expansion of $F$ this operator is given by

$$
F=\sum_{T} a(T) e^{2 \pi i \operatorname{tr}(T Z)} \longmapsto \sum_{T} a(p T) e^{2 \pi i \operatorname{tr}(T Z)} .
$$

The element $\tau(1, n)$ being invertible in the Hecke algebra $\mathcal{H}_{p}^{G}$, and $W_{p}$ normalizing the group $\Gamma^{G}$, we obtain:

Theorem 3.1. On any space of Siegel modular forms for a group $\Gamma^{G}$ of level $p$ the operator $U(p)$ is injective.

This clearly implies, in particular, that $U(p)$ is injective on spaces of modular forms for the Hecke type subgroup $\Gamma_{0}(p)$ with nebentypus $\chi$ (with any Dirichlet character $\chi \bmod p$ ). The case of nebentypus will be investigated in more detail in the next section.

## 4. The case of nontrivial nebentypus

Let $\chi$ be a character of $\mathbb{F}_{p}^{\times}$; whenever convenient, we tacitly identify $\chi$ with a Dirichlet character mod $p$ or a character of $\Gamma_{0}(p)$ or of the quotient group $\Gamma_{0}(p) / \Gamma_{1}(p)$.

We consider now the case $G=\{1\}$, i.e., our group is $\Gamma_{1}(p)$. From the considerations of the previous sections it is clear that $W_{p} U(p)$ satisfies a relation of degree $(p-1) \cdot n$ on the space of Siegel modular forms of weight k for $\Gamma_{1}(p)$; as in [4] we call this space $\left[\Gamma_{1}(p), k\right]$. We want to get more precise informations in the case of modular forms with nebentypus. The space $\left[\Gamma_{1}(p), k\right]$ decomposes as

$$
\begin{equation*}
\left[\Gamma_{1}(p), k\right]=\oplus_{\chi}\left[\Gamma_{0}(p), k, \chi\right], \tag{4.1}
\end{equation*}
$$

where $\chi$ runs over all Dirichlet characters modulo p and

$$
\begin{aligned}
& {\left[\Gamma_{0}(p), k, \chi\right]} \\
& \quad=\left\{f \in\left[\Gamma_{1}(p)\right]|f|_{k} M=\chi(\operatorname{det}(D)) f \text { for all } M=\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right] \in \Gamma_{0}(p)\right\} .
\end{aligned}
$$

A modular form $f \in\left[\Gamma_{0}(p), k, \chi\right]$ can then be identified with an element of [ $\left.\Gamma_{1}, k\right]$ with the additional property

$$
\left.f\right|_{k} \tau(a, 0)=\chi(a) \cdot f \quad\left(a \in \mathbb{F}_{p}^{\times}\right)
$$

Here $\tau(a, 0)$ should be identified with (any) matrix $M$ from $\Gamma_{0}(p)$ satisfying

$$
M \equiv\left[\begin{array}{cc}
D^{-t} & 0 \\
0 & D
\end{array}\right] \quad \bmod p
$$

with $\operatorname{det}(D)$ congruent to $a$ modulo $p$. We denote by $T(a, i)$ the endomorphism of $\left[\Gamma_{1}(p), k\right]$ induced by the double coset $\tau(a, i)$. The commutation rule from Remark 1 b ) then implies that the Hecke operator $T(a, i)$ satisfies (for any $F \in\left[\Gamma_{0}(p), k, \chi\right]$, any $a, b \in \mathbb{F}_{p}^{\times}$and any $\left.i>0\right)$

$$
\begin{aligned}
F \mid T(a, i) T(b, 0) & =F \mid T\left(a b^{-1}, i\right) \\
& =F\left|T\left(b^{-1}, 0\right)\right| T(a, i) \\
& =\chi\left(b^{-1}\right) F \mid T(a, i) .
\end{aligned}
$$

This shows that (for $i>0$ ) the endomorphism $T(a, i)$ of $\left[\Gamma_{1}(p), k\right]$ induces a homomorphism from $\left[\Gamma_{0}(p), k, \chi\right]$ to $\left[\Gamma_{0}(p), k, \bar{\chi}\right]$, which we denote by $T(a, i)_{\chi}$.

The case $1 \leq i \leq n-1$ exhibits a special phenomenon: In the equation above, $T\left(a b^{-1}, i\right)$ depends only on the square class of $a b^{-1}$. Therefore, we have at the same time (for any $\lambda \in \mathbb{F}^{\times}$)

$$
F\left|T(a, i) T(b, 0)=\chi\left(\lambda^{2} b^{-1}\right) \cdot F\right| T(a, i) .
$$

We conclude then that for $1 \leq i \leq n-1$ and a nonquadratic character $\chi$, the endomorphism $T(a, i)_{\chi}$ is zero on $\left[\Gamma_{0}(p), k, \chi\right]$. On the other hand, it follows from Proposition 1.1 that $\tau(1, n) \cdot \tau(1, n)$ is a linear combination of the $\tau(a, j)$. We claim that in the corresponding expression for $T(1, n)_{\chi}^{2}$ only the contribution of $T\left((-1)^{n}, 0\right)_{\chi}$ can survive. The reason is that all the $T(a, j)_{\chi}$ with $1 \leq j \leq n-1$ are zero anyway and the $T(a, n)_{\chi}$ would change the nebentypus character from $\chi$ to $\bar{\chi}$. (An alternative -more explicit- reasoning is also possible here: by the calculations of Section 2 we can write $T(1, n)_{\chi}^{2}$ explicitly as linear combinations of the $T(1, j)_{\chi}$, using $T(a, j)_{\chi}=\chi(a) \cdot T(1, j)_{\chi}$; an inspection of the coefficients -using orthogonality relations for characters- shows that their coefficients are indeed zero for $j>0$ ).

We summarize these considerations as
Proposition 4.1. Assume that $\chi$ is a nonquadratic character mod $p$. Then the Hecke operators $T(a, i)_{\chi}$ satisfy the relations

$$
\begin{aligned}
T(a, i)_{\chi} & =0 \quad \text { for } 1 \leq i \leq n-1, \\
T(1, n)_{\chi}^{2} & =\chi(-1)^{n} \cdot p^{\frac{n(n+1)}{2}} .
\end{aligned}
$$

This means in particular, that the operator $W_{p} U(p)$ satisfies

$$
\left(W_{p} U(p)\right)^{2}=\chi(-1)^{n} p^{n k-\frac{n(n+1)}{2}}
$$

This relation is well known for elliptic modular forms, see e.g. [7], where it occurs implicitly in the (stronger) results of $\S 4.6$.

We now consider the case of a nontrivial quadratic character $\chi \bmod p$. We go back to the setting of Section 2 with $G=\left(\mathbb{F}_{p}^{\times}\right)^{2}$. We recall the multiplication rule (with $a \in\{1, \epsilon\}$ )

$$
\tau(1, n) \cdot \tau(a, i)=\alpha(i) \cdot \tau\left((-1)^{i} \cdot a, n-i\right)+\sum_{b \in\{1, \epsilon\}, r>0} \alpha(b, i, r) \cdot \tau(b, n-i+r)
$$

with coefficients $\alpha(i), \alpha(b, i, r)$, which can be read off from Section 2. The dependence of the coefficients $\alpha(b, i, r)$ on $b$ comes from counting the elements in $\mathrm{O}(S)\left(\mathbb{F}_{p}\right)$, where $S$ is any symmetric matrix of size r with discriminant $(-1)^{i-r} b$. These numbers do not depend on $b$ at all if $r$ is odd. With this observation at hand, we pass to the quotient Hecke algebra

$$
\overline{\mathcal{H}}_{p, \chi}:=\mathcal{H}_{p}^{G} / \mathcal{I},
$$

where $\mathcal{I}$ is the ideal generated by

$$
\{\tau(a, 0)-\chi(a) \tau(1,0) \mid a=1, \epsilon\}
$$

Then $\overline{\mathcal{H}}_{p, \chi}$ is a $\mathbb{C}$-vector space of dimension $n$ with basis given by the equivalence classes of the $\tau(1, i)$, which we will call $\overline{\tau(i)}$. The multiplication rule above then becomes

$$
\begin{aligned}
\overline{\tau(n)} \cdot \overline{\tau(i)} & =\alpha(i) \cdot \overline{\tau(n-i)}+\sum_{r>0}(\alpha(1, i, r)-\alpha(\epsilon, i, r)) \overline{\tau(n-i+r)} \\
& =\alpha(i) \cdot \overline{\tau(n-i)}+\sum_{\substack{r>0 \\
r \text { even }}}(\alpha(1, i, r)-\alpha(\epsilon, i, r)) \overline{\tau(n-i+r)} .
\end{aligned}
$$

In particular, multiplication with $\overline{\tau(n)}$ leaves the subspace

$$
\overline{\mathcal{H}}_{p, \chi}^{\text {even }}:=\mathbb{C}\{\overline{\tau(l)} \mid l \text { even }\}
$$

invariant if $n$ is even. In the case of odd $n$, the same property holds for multiplication with $\overline{\tau(n)}^{2}$. Let (for $n$ even) $\mathcal{P}=\sum_{t} \lambda_{t} X^{t}$ be the characteristic polynomial of this multiplication by $\overline{\tau(n)}$ on $\overline{\mathcal{H}}_{p, \chi}^{\text {even }}$; in particular, $\left.\sum_{t} \lambda_{t} \overline{\tau(n)}\right)^{t} \cdot \overline{\tau(0)}=0$; with $\overline{\tau(0)}$ being the unit element in the Hecke algebra $\overline{\mathcal{H}}_{p, \chi}$, we then get $\mathcal{P}(\overline{\tau(n)})=0$, now as an identity in the algebra $\overline{\mathcal{H}}_{p, \chi}$. From this and a similar reasoning in the case of odd $n$ we obtain

Proposition 4.2. Let $\chi$ be a nontrivial character mod $p$. Then $\overline{\tau(n)}$ satisfies a polynomial relation of degree $\frac{n}{2}+1$ if $n$ is even. In the case of odd $n$, we get a polynomial relation of degree $\frac{n+1}{2}$ for $\overline{\tau(n)}^{2}$.

Remark 4. The statement above was formulated in terms of an abstract Hecke algebra. If we define (for $f \in\left[\Gamma_{0}(p), k, \chi\right]$ and $G=\left(\mathbb{F}_{p}^{\times}\right)^{2}$ )

$$
f\left|T(i)_{\chi}:=\chi(a)\right| \Gamma^{G} W(i, a) \Gamma^{G},
$$

then this is independent of the choice of $a \in \mathbb{F}_{p}^{\times} /\left(\mathbb{F}_{p}^{\times}\right)^{2}$ and defines an endomorphism of $\left[\Gamma_{0}(p), k, \chi\right]$. Clearly, $\overline{\tau(i)} \longmapsto T(i)_{\chi}$ defines a homomorphism from $\overline{\mathcal{H}}_{p, \chi}$ to the endomorphism ring of $\left[\Gamma_{0}(p), k, \chi\right]$, and we obtain that $T(n)_{\chi}$ satisfies a relation of degree $\frac{n}{2}+1$ if $n$ is even and $T(n)_{\chi}^{2}$ satisfies a relation of degree $\frac{n+1}{2}$ if $n$ is odd.

## 5. Examples

We start with two general remarks, which are helpful in understanding the examples below.

Remark 5. In the case $G=\mathbb{F}_{p}$ the mapping $\psi_{n}$ always has the eigenvalue $p^{\frac{n(n+1)}{2}}$ with eigenvector $\phi_{n}:=\sum_{i=0}^{n} \tau(1, i)$. As a union of double cosets, $\phi_{n}$ equals $\operatorname{Sp}\left(n, \mathbb{F}_{p}\right)$; multiplication with the elements of $\tau(1, n)$ just permutes the elements of $\operatorname{Sp}\left(n, \mathbb{F}_{p}\right)$; the eigenvalue is then equal to the number of left cosets in $\tau(1, n)$.

Remark 6. Here we consider the case $G=\left(\mathbb{F}_{p}^{\times}\right)^{2}$ and a nontrivial quadratic character $\bmod p$. The case $p \equiv 3 \bmod 4$ is more complicated than $p \equiv 1 \bmod 4$. There are two reasons, which both bring up sign changes in the formulas for the matrix $\bar{\psi}_{n, \chi}$ (when compared with the formulas for the case $p \equiv 1 \bmod 4)$. The first reason is the change from $a \in\{1, \epsilon\}$ to $(-1)^{i-r} \cdot a$ in the formulas of Section 2. The second reason is the quadratic residue symbol $\left(\frac{(-1)^{\frac{n}{2}} \operatorname{det}(S)}{p}\right)$, which occurs in the formula for $\# \mathrm{O}(S)\left(\mathbb{F}_{p}\right)$ (with $S$ a symmetric matrix of even size $r$ ).

Then (for $0 \leq i, j \leq n$ ) there are polynomials $\alpha_{i j}$ and $\beta_{i j}$ such that the entries of the matrix $\bar{\psi}_{n, \chi}$ are given by $\alpha_{i j}(p)$ for $p \equiv 1 \bmod 4$ and by $\beta_{i j}(p)$ for $p \equiv 3 \bmod 4$. They satisfy (with $j=n-i+r$ )

$$
\beta_{i j}(p)=(-1)^{i+\frac{r}{2}} \alpha_{i j}(p)
$$

Example 5.1. ${ }^{*} \quad n=2, G=\mathbb{F}_{p}^{\times}$. The matrix $\psi_{2}$ is then a $3 \times 3$ matrix:

$$
\psi_{2}=\left[\begin{array}{ccc} 
& & p^{3} \\
& p^{2} & p^{2}(p-1) \\
1 & p^{2}-1 & p^{2}(p-1)
\end{array}\right] .
$$

The characteristic polynomial is

$$
(X-p)(X+p)\left(X-p^{3}\right)
$$

These eigenvalues also occur in [11].
Example 5.2. $n=3, G=\mathbb{F}_{p}^{\times}$

$$
\psi_{3}=\left[\begin{array}{cccc} 
& & & p^{6} \\
& & p^{5} & p^{6}-p^{5} \\
& p^{3} & p^{5}-p^{3} & p^{6}-p^{5} \\
1 & p^{3}-1 & \left(p^{3}-1\right) p^{2} & p^{2}(p-1)\left(p^{3}-1\right)
\end{array}\right]
$$

The characteristic polynomial is

$$
\left(X-p^{6}\right)\left(X-p^{2}\right)\left(X+p^{3}\right)^{2},
$$

the minimal polynomial however is of degree 3 (this is not explained by our general statements!).

Example 5.3. $n=3, \chi$ the nontrivial quadratic character mod $p$ with $p \equiv 1$ modulo 4 . We study the matrix for the multiplication by $\overline{\tau(3)}$ in $\overline{\mathcal{H}}_{p, \chi}$, reasonably called $\bar{\psi}_{n, \chi}$ :

[^0]\[

\bar{\psi}_{3, \chi}=\left[$$
\begin{array}{cccc} 
& & & p^{6} \\
& & p^{5} & 0 \\
& p^{3} & 0 & p^{5}-p^{4} \\
1 & 0 & p\left(p^{3}-1\right) & 0
\end{array}
$$\right] .
\]

The characteristic polynomial is

$$
\left(X^{2}-p^{9}\right)\left(X^{2}-p^{5}\right)
$$

It is a polynomial in $X^{2}$ of degree 2 in accordance with Proposition 4.2. For $p \equiv 3 \bmod 4$ the characteristic polynomial is then (for $n=3$ ) equal to

$$
\left(X^{2}+9\right) \cdot\left(X^{2}+p^{5}\right)
$$

and the minimal polynomial is again of degree 3 .
Example 5.4. $n=4$ and $\chi$ a nontrivial quadratic character. Then

$$
\bar{\psi}_{4, \chi}=\left[\begin{array}{cccc} 
& & & p^{10} \\
& & \chi(-1) p^{9} & 0 \\
& p^{7} & 0 & \chi(-1)\left(p^{9}-p^{8}\right) \\
& \chi(-1) p^{4} & 0 & p^{8}-p^{5}
\end{array}\right] 00
$$

For $p \equiv 1 \bmod 4$ this gives the characteristic polynomial

$$
\left(X-p^{8}\right)^{2}\left(X+p^{5}\right)^{2}\left(X-p^{4}\right)
$$

The minimal polynomial is of degree 3 as predicted by Proposition 4.2. For $p \equiv$ $3 \bmod 4$ we obtain the same characteristic polynomial and minimal polynomial.

Remark 7. We can write down (for $G=\mathbb{F}_{p}^{\times}$) an explicit expression for the inverse $\tau(n)^{-1}$ in the form

$$
\sum x_{i} \cdot \tau(i),
$$

where the $x_{i}$ are the entries of the first column in the matrix $\psi_{n}^{-1}$. A similar statement holds for the inverse of $\overline{\tau(n)}^{-1}$ in the case of a nontrivial character. From this one can also deduce an explicit expression for the inverse of the operator $U(p)$.

## 6. On not square-free cases

Injectivity of $U(p)$ does not hold in general on $\left[\Gamma_{0}(M), k, \chi\right]$ if $p^{2} \mid M$. The situation is much better if the conductor of $\chi$ is sufficiently large. To illustrate this, we consider the case $M=p^{N}$ with $N \geq 2$ (the generalization to $M=p^{N} \cdot M^{\prime}$ with $M$ coprime to $p$ is then straightforward).

Proposition 6.1. The operator $U(p)$ is injective on $\left[\Gamma_{0}\left(p^{N}\right), k, \chi\right]$ provided that $N \geq 2$ and $\chi$ is primitive $\bmod p^{N}$.

Proof (adopted from Theorem 3 in [8]). For integral symmetric matrices $L$ and $C$ of size $n$ we start from the commutation rule

$$
\begin{aligned}
& {\left[\begin{array}{cc}
\mathbf{1}_{n} & L \\
0_{n} & p \cdot \mathbf{1}_{n}
\end{array}\right] \cdot\left[\begin{array}{cc}
\mathbf{1}_{n} & 0_{n} \\
p^{N-1} \cdot C & \mathbf{1}_{n}
\end{array}\right]} \\
& \quad=\underbrace{\left[\begin{array}{rr}
\mathbf{1}_{n}+p^{N-1} \cdot L \cdot C & -p^{N-2} \cdot L \cdot C \cdot L \\
p^{N} \cdot C & \mathbf{1}_{n}-p^{N-1} \cdot C \cdot L
\end{array}\right]}_{\in \Gamma_{0}\left(p^{N}\right)} \cdot\left[\begin{array}{cc}
\mathbf{1}_{n} & L \\
0_{n} & p \cdot \mathbf{1}_{n}
\end{array}\right] .
\end{aligned}
$$

Suppose now that we have $f \in\left[\Gamma_{0}\left(p^{N}\right), k, \chi\right]$ with $f \mid U(p)=0$. Then we get for all $C$

$$
\begin{aligned}
0 & =\left.p^{\frac{n(n+1)}{2}-\frac{n k}{2}} \cdot(f \mid U(p))\right|_{k}\left[\begin{array}{cc}
\mathbf{1}_{n} & 0_{n} \\
p^{N-1} \cdot C & \mathbf{1}_{n}
\end{array}\right] \\
& =\left.\sum_{L} f\right|_{k}\left[\begin{array}{cc}
\mathbf{1}_{n} & L \\
0_{n} & p \cdot \mathbf{1}_{n}
\end{array}\right] \cdot\left[\begin{array}{cc}
\mathbf{1}_{n} & 0_{n} \\
p^{N-1} \cdot C & \mathbf{1}_{n}
\end{array}\right] \\
& =\left.\sum_{L} \chi\left(\operatorname{det}\left(\mathbf{1}_{n}-p^{N-1} \cdot C \cdot L\right)\right) f\right|_{k}\left[\begin{array}{cc}
\mathbf{1}_{n} & L \\
0_{n} & p \cdot \mathbf{1}_{n}
\end{array}\right] .
\end{aligned}
$$

We use the elementary formula

$$
\chi\left(\operatorname{det}\left(\mathbf{1}_{n}-p^{N-1} \cdot C \cdot L\right)\right)=\chi\left(1-p^{N-1} \operatorname{tr}(C \cdot L)\right) .
$$

Then we put

$$
\xi=\chi\left(1-p^{N-1}\right)
$$

and observe that $\xi$ is a primitive p -th root of unity; moreover,

$$
\chi\left(\operatorname{det}\left(\mathbf{1}_{n}-p^{N-1} \cdot C \cdot L\right)\right)=\chi\left(1-p^{N-1} \operatorname{tr}(C \cdot L)\right)=\xi^{\operatorname{tr}(C \cdot L)} .
$$

For all symmetric integral $C$ we have

$$
0=\sum_{L} \xi^{\operatorname{tr}(C \cdot L)} f \left\lvert\,\left[\begin{array}{cc}
\mathbf{1}_{n} & L \\
0_{n} & p \cdot \mathbf{1}_{n}
\end{array}\right]\right.
$$

The functions

$$
\xi_{L}:\left\{\begin{array}{clc}
\operatorname{Sym}^{n}\left(\mathbb{F}_{p}\right) & \longrightarrow & \mathbb{C}^{\times} \\
C & \longmapsto \xi^{\operatorname{tr}(C \cdot L)}
\end{array}\right.
$$

with $L \in \operatorname{Sym}^{n}\left(\mathbb{F}_{p}\right)$ make up the set of characters of the additive group $\left(\operatorname{Sym}^{n}\left(\mathbb{F}_{p}\right),+\right)$. The linear independence of pairwise different characters then implies $f=0$.

## 7. Final remarks

- The case $p=2$ was excluded above mainly to keep the formulation simple. The main results (in particular the injectivity of $U(2)$ ) can be obtained along the same lines.
- Most considerations of Sections 1 and 2 work over an arbitrary finite field (not just $\mathbb{F}_{p}$ ).
- It is clear that with a slightly more complicated notation, the results above also hold true for any level $N$ with $p \| N$ (instead of prime level).
- For relations of our considerations with the representation theory of finite groups (in particular $\operatorname{Ind}_{P}^{\operatorname{Sp}\left(n, \mathbb{F}_{p}\right)}(\chi \circ$ det $)$, where P is the Siegel parabolic subgroup), we refer to [11] and much more generally [6].
- Related questions for Iwahori subgroups were considered in [9], [11] for the case of $\operatorname{Sp}(2)$; a proof for the injectivity of $U(p)$ in the Iwahori case is given in the appendix.


## 8. Appendix: The case of Iwahori subgroups (by Ralf Schmidt)

In this appendix we shall give a different approach to the injectivity of the Hecke operator $U(p)$, which uses the structure theory of Iwahori-Hecke algebras. However, we will not obtain the more refined results of the previous sections.

## Invertibility in the Iwahori-Hecke algebra

Let $F$ be a $p$-adic field, $\mathfrak{o}$ its ring of integers, $\mathfrak{p}$ the maximal ideal, and $\varpi$ a generator of $\mathfrak{p}$. Let $G$ denote the algebraic $F$-group $\operatorname{GSp}(n)=\{g \in \operatorname{GL}(2 n)$ : ${ }^{t} g J g=\lambda(g) J$ for some $\left.\lambda(g) \in \mathrm{GL}(1)\right\}$, where $J=\left[\begin{array}{c}\mathbf{1}_{n} \\ \mathbf{1}_{n}\end{array}\right]$. Conjugation with

$$
c=\left[\begin{array}{ccc}
J_{n} & \\
& & \\
& \mathbf{1}_{n}
\end{array}\right], \quad \text { where } J_{n}=\left[\begin{array}{lll} 
& . & \\
1 & &
\end{array}\right]
$$

provides an isomorphism of $G$ with the more symmetric version of the symplectic group that is defined using the symplectic form $\left[\begin{array}{c}J_{n} \\ -J_{n}\end{array}\right]$. The Iwahori subgroup $I \subset G(\mathfrak{o})$ consists of all matrices $g$ such that $\mathrm{cgc}^{-1}$ is upper triangular $\bmod \mathfrak{p}$. The Atkin-Lehner element

$$
\begin{equation*}
u=\left[\varpi J_{n}-J_{n}\right] \tag{8.1}
\end{equation*}
$$

normalizes $I$. The Iwahori-Hecke algebra $\mathcal{I}$ is the convolution algebra of left and right $I$-invariant functions $G(F) \rightarrow \mathbb{C}$. The simple Weyl group elements are

$$
s_{i}=c\left[\begin{array}{llllll}
\mathbf{1}_{i-1} & & & & & \\
\\
& 0 & 1 & & & \\
\\
& 1 & 0 & & & \\
\\
& & & \mathbf{1}_{2 n-2 i-2} & & \\
& & & & 0 & 1 \\
& 1 & 0 & \\
& & & & & \\
\mathbf{1}_{i-1}
\end{array}\right] c^{-1}, \quad i=1, \ldots, n-1,
$$

and

$$
s_{n}=c\left[\begin{array}{cccc}
\mathbf{1}_{n-1} & & & \\
& 0 & 1 & \\
& -1 & 0 & \\
& & & \mathbf{1}_{n-1}
\end{array}\right] c^{-1}
$$

These elements generate the spherical Weyl group of $\operatorname{GSp}(n)$, which has $2^{n} n$ ! elements. The elements $s_{1}, \ldots, s_{n-1}$ generate the Weyl group of GL $(n)$. The (infinite) affine Weyl group is generated by the $s_{i}$ and $s_{0}:=u s_{n} u^{-1}$. Let $e$ be the characteristic function of $I$ (the identity element in $\mathcal{I}$ ), $\eta$ the characteristic function of $u I$ and $e_{i}$ the characteristic function of $I s_{i} I$. Then the IwahoriHecke algebra is known to be generated by $\eta$ and the $e_{i}, i=1, \ldots, n$. The relation

$$
\begin{equation*}
e_{i}^{2}=(q-1) e_{i}+q e, \quad q=\# \mathfrak{o} / \mathfrak{p} \tag{8.2}
\end{equation*}
$$

shows that each $e_{i}$ is invertible in $\mathcal{I}$, the inverse being $q^{-1} e_{i}-\left(1-q^{-1}\right) e$. More generally we have:

Lemma 8.1. For any element $g \in G(F)$, the characteristic function of IgI is invertible as an element of $\mathcal{I}$.

Proof. This is well known; see [3]. We recall the argument. After multiplying with powers of the Atkin-Lehner element $\eta$, we may assume that $\operatorname{det}(g) \in \mathfrak{o}^{*}$. By general structure theory,

$$
\left\{h \in G(F): \operatorname{det}(h) \in \mathfrak{o}^{*}\right\}=\bigsqcup_{w \in W} I w I
$$

where $W$ is the affine Weyl group. Hence we may assume that $g$ is a Weyl group element. Choose a representation $g=s_{i_{1}} \cdot \ldots \cdot s_{i_{m}}$ of minimal length, where each $s_{i_{j}}$ is one of the simple reflections from above. Then the length of $s_{i_{1}} \cdot \ldots \cdot s_{i_{j}}$ is $j$. The multiplication rules in the Hecke algebra show that, for any Weyl group element $w$, if the length of $w s_{i}$ is greater than the length of $w$, then

$$
\operatorname{char}(I w I) \cdot \operatorname{char}\left(I s_{i} I\right)=\operatorname{char}\left(I w s_{i} I\right)
$$

Consequently $\operatorname{char}(I g I)=\operatorname{char}\left(I s_{i_{1}} I\right) \cdot \ldots \cdot \operatorname{char}\left(I s_{i_{m}} I\right)=e_{i_{1}} \cdot \ldots \cdot e_{i_{m}}$ is a product of invertible elements.

The invertibility of the $U(p)$ operator on spaces of modular forms will follow from this lemma, but we have to clarify the relation between local and global Hecke algebras.

## The case of trivial nebentypus

For a positive integer $N$ let $\Gamma_{I}(N) \subset \operatorname{Sp}(n, \mathbb{Z})$ be the global analogue of the Iwahori subgroup. Since $\Gamma_{I}(N) \subset \Gamma_{0}(N)$, we have $\left[\Gamma_{I}(N), k\right] \supset\left[\Gamma_{0}(N), k\right]$. On the bigger space we have the Hecke operator $\Gamma_{I}(N) \operatorname{diag}\left(\mathbf{1}_{n}, p \mathbf{1}_{n}\right) \Gamma_{I}(N)$, and
on the smaller space we have the Hecke operator $\Gamma_{0}(N) \operatorname{diag}\left(\mathbf{1}_{n}, p \mathbf{1}_{n}\right) \Gamma_{0}(N)$. It is easy to see that the inclusion induces a bijection

$$
\Gamma_{I}(N) \backslash\left(\Gamma_{I}(N)\left[\begin{array}{ll}
\mathbf{1}_{n} & \\
& p \mathbf{1}_{n}
\end{array}\right] \Gamma_{I}(N)\right) \cong \Gamma_{0}(N) \backslash\left(\Gamma_{0}(N)\left[\begin{array}{cc}
\mathbf{1}_{n} & \\
& p \mathbf{1}_{n}
\end{array}\right] \Gamma_{0}(N)\right) .
$$

Hence both Hecke operators coincide on the smaller space. We shall denote both operators by $U(p)$. Our goal is to show that $U(p)$ is injective if $p \| N$, and it is enough to show this for the Iwahori case.

Let $F \in\left[\Gamma_{I}(N), k\right]$. Let $\mathbb{A}$ be the ring of adeles of $\mathbb{Q}$. We shall associate to $F$ a function on the adelic group $G(\mathbb{A})$, as follows. Let $K_{p}=G\left(\mathbb{Z}_{p}\right)$ for $p \nmid N$ and $K_{p}=I(p)$, the local Iwahori subgroup at $p$, for $p \mid N$. By strong approximation, and since the determinant function on the local groups $K_{p}$ is onto $\mathbb{Z}_{p}^{*}$, we have $G(\mathbb{A})=G(\mathbb{Q}) G(\mathbb{R})^{+} \prod_{p<\infty} K_{p}$, where $G(\mathbb{R})^{+}$stands for those elements of $G(\mathbb{R})$ with positive multiplier. Given $g \in G(\mathbb{A})$, write $g=\rho g_{\infty} \kappa$ according to this decomposition, where $\kappa \in \prod_{p<\infty} K_{p}$. We define $\Phi=\Phi_{f}$ by $\Phi(g)=\left(\left.F\right|_{k} g_{\infty}\right)(I)$, where $I=i \mathbf{1}_{2 n}$ and

$$
\left(\left.F\right|_{k} h\right)(Z)=\lambda(h)^{k} \operatorname{det}(C Z+D)^{-k} F(h\langle Z\rangle) \quad \text { for } h=\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right] \in G(\mathbb{R})^{+}
$$

(note the slight difference with the definition (3.1)). Then $\Phi$ is a well-defined function $G(\mathbb{A}) \rightarrow \mathbb{C}$ and satisfies $\Phi(\rho g \kappa)=\Phi(g)$ for $\rho \in G(\mathbb{Q})$ and $\kappa \in$ $\prod_{p<\infty} K_{p}$. We obtain an isomorphism of $\left[\Gamma_{I}(N), k\right]$ with a (finite-dimensional) space $\mathcal{A}_{I}(N, k)$ of adelic functions.

Let $g \in M(2 n, \mathbb{Z})$ be a matrix with non-zero determinant. The double $\operatorname{coset} \Gamma_{I}(N) g \Gamma_{I}(N)$ in the Hecke algebra for $\Gamma_{I}(N)$ defines an endomorphism of $\left[\Gamma_{I}(N), k\right]$. Locally, we fix a prime number $p$ and let $I$ be the Iwahori subgroup in $G\left(\mathbb{Z}_{p}\right)$. Let $\mathcal{I}$ be the Iwahori-Hecke algebra at $p$, consisting of left and right $I$ invariant functions on $G\left(\mathbb{Q}_{p}\right)$. Assuming that $p \| N$, the Iwahori-Hecke algebra acts on $\mathcal{A}_{I}(N, k)$, and the following diagram is commutative.

$$
\begin{align*}
& {\left[\Gamma_{I}(N), k\right] } \sim \mathcal{A}_{I}(N, k)  \tag{8.3}\\
& \Gamma_{I}(N) g \Gamma_{I}(N) \downarrow \\
& {\left[\Gamma_{I}(N), k\right] } \sim{ }^{\operatorname{char}\left(I g^{-1} I\right)} \\
& \sim \mathcal{A}_{I}(N, k)
\end{align*}
$$

For the injectivity of $U(p)$ on $\left[\Gamma_{I}(N), k\right]$ it is therefore enough to show that the characteristic function of $\operatorname{Idiag}\left(\mathbf{1}_{n}, p^{-1} \mathbf{1}_{n}\right) I$ is invertible in $\mathcal{I}$. But this is just a special case of Lemma 8.1. To summarize:

Proposition 8.1. Let $N$ be a positive integer and $p$ a prime number with $p \| N$.
i) The operator $U(p)=\Gamma_{I}(N)\left[\begin{array}{lll}\mathbf{1}_{n} & & \\ & p \mathbf{1}_{n}\end{array}\right] \Gamma_{I}(N)$ on $\left[\Gamma_{I}(N), k\right]$ is injective.
ii) The operator $U(p)=\Gamma_{0}(N)\left[\begin{array}{lll}\mathbf{1}_{n} & & \\ & p \mathbf{1}_{n}\end{array}\right] \Gamma_{0}(N)$ on $\left[\Gamma_{0}(N), k\right]$ is injective.

Both operators $U(p)$ coincide on the smaller space $\left[\Gamma_{0}(N), k\right]$.

## Non-trivial nebentypus

The case of non-trivial nebentypus is slightly more difficult. For notational simplicity we shall assume that $N=p$ is a prime number. As mentioned in (4.1) we have $\left[\Gamma_{1}(p), k\right]=\oplus_{\chi}\left[\Gamma_{0}(p), k, \chi\right]$, where $\chi$ runs through all Dirichlet characters $\bmod p$. The endomorphism $U(p)=\Gamma_{1}(p) \operatorname{diag}\left(\mathbf{1}_{n}, p \mathbf{1}_{n}\right) \Gamma_{1}(p)$ of $\left[\Gamma_{1}(p), k\right]$ leaves each of the subspaces $\left[\Gamma_{0}(p), k, \chi\right]$ invariant. Similarly as before we shall prove that $U(p)$ is invertible by switching to a smaller congruence subgroup. Define $\Gamma_{I_{1}}(p)$ to be the subgroup of $\Gamma_{I}(p)$ consisting of matrices whose diagonal elements are congruent $1 \bmod p$. Then $\Gamma_{I_{1}}(p) \subset \Gamma_{1}(p)$, and therefore $\left[\Gamma_{I_{1}}(p), k\right] \supset\left[\Gamma_{1}(p), k\right]$. On the bigger space we have the operator $U(p)=\Gamma_{I_{1}}(p) \operatorname{diag}\left(\mathbf{1}_{n}, p \mathbf{1}_{n}\right) \Gamma_{I_{1}}(p)$. The notation is unambigous since the restriction of this $U(p)$ to $\left[\Gamma_{1}(p), k\right]$ coincides with the previously defined $U(p)$. This follows because the inclusion induces a bijection

$$
\Gamma_{I_{1}}(p) \backslash\left(\Gamma_{I_{1}}(p)\left[\begin{array}{ll}
\mathbf{1}_{n} & \\
& p \mathbf{1}_{n}
\end{array}\right] \Gamma_{I_{1}}(p)\right) \cong \Gamma_{1}(p) \backslash\left(\Gamma_{1}(p)\left[\begin{array}{ll}
\mathbf{1}_{n} & \\
& p \mathbf{1}_{n}
\end{array}\right] \Gamma_{1}(p)\right),
$$

which is easy to check. Note that both groups $\Gamma_{1}(p)$ and $\Gamma_{I_{1}}(p)$ are normalized by the Atkin-Lehner element $\left[J_{n}-J_{n}\right]$.

The local analogue of the congruence subgroup $\Gamma_{I_{1}}(p)$ is the subgroup $I_{1}$ of the Iwahori subgroup $I \subset G(\mathfrak{o})$ consisting of matrices whose diagonal elements are in $1+\mathfrak{p}$. However, $I_{1}$ is not suitable for lifting modular forms to adelic functions, since the multiplier map on $I_{1}$ is not onto $\mathfrak{o}^{*}$. We therefore define $\tilde{I}_{1}$ as the group generated by $I_{1}$ and elements $\operatorname{diag}\left(a \mathbf{1}_{n}, \mathbf{1}_{n}\right), a \in \mathfrak{o}^{*}$.

As before an element $F \in\left[\Gamma_{I_{1}}(p), k\right]$ can then be lifted to an adelic function $\Phi$, which is invariant on the right under $I_{1}(p)$. We get a space of adelic functions $\widetilde{\mathcal{A}}_{1}(p, k)$. Let $\widetilde{\mathcal{I}}_{1}$ (resp. $\mathcal{I}_{1}$ ) be the Hecke algebra consisting of left and right $\tilde{I}_{1}$ invariant (resp. $I_{1}$ invariant) functions on $\operatorname{GSp}\left(2 n, \mathbb{Q}_{p}\right)$. Then $\widetilde{\mathcal{A}}_{1}(p, k)$ is a representation space for $\widetilde{\mathcal{I}}_{1}$, but not for $\mathcal{I}_{1}$. We shall slightly enlarge $\widetilde{\mathcal{A}}_{1}(p, k)$ to obtain a space on which $\mathcal{I}_{1}$ acts. Namely, let $V$ be the space of functions on $G(\mathbb{A})$ spanned by all right translates of functions in $\widetilde{\mathcal{A}}_{1}(p, k)$ by elements of $G\left(\mathbb{Q}_{p}\right)$. Then $V$ is a smooth representation of $G\left(\mathbb{Q}_{p}\right)$. Let $\mathcal{A}_{1}(p, k)$ be the subspace of $I_{1}$ invariant functions. Then $\mathcal{I}_{1}$ acts on $\mathcal{A}_{1}(p, k)$, and $\widetilde{\mathcal{A}}_{1}(p, k)$ is a (not necessarily invariant) subspace. Let $g=\left[\begin{array}{ll}\mathbf{1}_{n} & \\ & p \mathbf{1}_{n}\end{array}\right]$. Since $\tilde{I}_{1} g \tilde{I}_{1} / \tilde{I}_{1} \simeq$ $I_{1} g I_{1} / I_{1}$ we get a commutative diagram

$$
\begin{align*}
& \begin{aligned}
& {\left[\Gamma_{I_{1}}(p), k\right] } \sim \widetilde{\mathcal{A}}_{1}(p, k) \longrightarrow \\
& U(p)=\Gamma_{I_{1}(p) g \Gamma_{I_{1}}(p)} \downarrow \mathcal{A}_{1}(p, k) \\
& \quad{ }^{\operatorname{char}\left(\tilde{I}_{1} g^{-1} \tilde{I}_{1}\right)} \quad \downarrow \operatorname{char}\left(I_{1} g^{-1} I_{1}\right)
\end{aligned}  \tag{8.4}\\
& {\left[\Gamma_{I_{1}}(p), k\right] \longrightarrow \widetilde{\mathcal{A}}_{1}(p, k) \longrightarrow \mathcal{A}_{1}(p, k)}
\end{align*}
$$

It is therefore enough to show that $\operatorname{char}\left(I_{1} g^{-1} I_{1}\right)$ is invertible in $\mathcal{I}_{1}$. We do not
have a complete structure theorem for $\mathcal{I}_{1}$, but consider the sub-algebra $\widehat{\mathcal{I}}_{1}$ generated by the elements $\hat{e}_{i}=\operatorname{char}\left(I_{1} s_{i} I_{1}\right)$, where the $s_{i}$ are the simple reflections defined above, and by $\hat{\eta}=\operatorname{char}\left(u I_{1}\right)$, where $u$ is the Atkin-Lehner element. It is easily checked that for the $\hat{e}_{i}$ we have the same quadratic relation (8.2) as for the $e_{i} \in \mathcal{I}$. In fact, we can define an isomorphism of vector spaces $\mathcal{I} \longrightarrow \widehat{\mathcal{I}}_{1}$ by sending the characteristic function of $I u^{m} w I$ to the characteristic function of $I_{1} u^{m} w I_{1}$. Note here that each double coset $I h I$ has a unique representative of the form $u^{m} w$ with $m \in \mathbb{Z}$ and a Weyl group element $w$. This isomorphism sends $e_{i}$ to $\hat{e}_{i}$ and $\eta$ to $\hat{\eta}$, and it is an exercise to show that the map is an isomorphism of algebras (in fact, $I_{1} w I_{1} / I_{1} \simeq I w I / I$ for each $w \in W$ ). It therefore follows from Lemma 8.1 that $\operatorname{char}\left(I_{1} g^{-1} I_{1}\right)$ is invertible in $\widehat{\mathcal{I}}_{1}$, and then also in $\mathcal{I}_{1}$. We summarize:

Proposition 8.2. Let $N$ be a positive integer and $p$ a prime number with $p \| N$.
i) The operator $U(p)=\Gamma_{I_{1}}(N)\left[\begin{array}{lll}\mathbf{1}_{n} & \\ & p \mathbf{1}_{n}\end{array}\right] \Gamma_{I_{1}}(N)$ on $\left[\Gamma_{I_{1}}(N), k\right]$ is injective.
ii) The operator $U(p)=\Gamma_{1}(N)\left[\begin{array}{lll}\mathbf{1}_{n} & & \\ & p \mathbf{1}_{n}\end{array}\right] \Gamma_{1}(N)$ on $\left[\Gamma_{1}(N), k\right]$ is injective. Both operators $U(p)$ coincide on the smaller space $\left[\Gamma_{1}(N), k\right]$.

Remark on Atkin-Lehner elements. On the space $\left[\Gamma_{0}(p), k\right]$ the element $W_{p}=\left[{ }_{p \mathbf{1}_{n}}{ }^{-\mathbf{1}_{n}}\right]$ defined in (3.3) has the same effect as the AtkinLehner element $u_{p}=\left[\begin{array}{ll} & -J_{n} \\ p J_{n}\end{array}\right]$. In the Iwahori approach to injectivity of $U(p)$ we were forced to work with $u_{p}$, since this element normalizes Iwahoritype subgroups while $W_{p}$ does not.
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[^0]:    ${ }^{*}$ This example was shown to me by Professor Ueda; he obtained it by a method, which is somewhat different from the one in Section 2.

