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On discontinuous Sturm-Liouville problems
with transmission conditions
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O. Sh. Mukhtarov, Mahir Kadakal and F. S. Muhtarov

Abstract

We consider a discontinuous Sturm-Liouville equation together with
eigenparameter dependent boundary conditions and two supplementary
transmission conditions at the point of discontinuity. By modifying some
techniques of [2], [11] and [14] we extend and generalize some approach
and results of classic regular Sturm-Liouville problems to the similar
problems with discontinuities. In particular, we introduce a special
Hilbert space formulation such a way that the considered problem can
be interpreted as an eigenvalue problem of suitable self-adjoint operator,
then we construct the Green function and resolvent operator and derive
an asymptotic formulas for eigenvalues and normalized eigenfunctions.

1. Introduction

The Sturmian theory is an important aid in solving many problems of
mathematical physics. Usually, the eigenvalue parameter appear linearly only
in the differential equation of the classic Sturm-Liouville problems. However,
in mathematical physics are encountered such problems, where eigenvalue pa-
rameter appear in both differential equation and boundary conditions (various
physical applications can be found in [2]). There is a substantial literature
on this type of problems (see, for example, [1], [2], [3], [8], [9], [14] and more
recently [15], [16], [17] and corresponding references cited therein). In these
works, only continuous problems have been investigated. The purpose of this
paper is to extend some classic results of Sturmian theory to the discontinuous
case, in which two supplementary transmission conditions added to the bound-
ary conditions. In fact, we investigate both continuous and discontinuous cases
(the cases δ = 1 and δ �= 1 in below, respectively) in this study.

Let us consider the Sturm-Liouville equation

(1.1) τu := −u′′ + q(x)u = λu for x ∈ [−1, 0) ∪ (0, 1]
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(i.e. on [−1, 1] except one inner point x = 0), where q(x) is a real-valued,
continuous in both [−1, 0) and (0, 1] and has finite limites q(±0) = lim

x→±0
q(x),

together with standard boundary condition at x = −1

(1.2) L1u := α1u(−1) + α2u
′(−1) = 0,

transmission conditions at the point of discontinuity x = 0

(1.3) L2u := u(−0) − δu(+0) = 0,

(1.4) L3u := u′(−0) − δu′(+0) = 0,

and eigenparameter dependent boundary condition at x = 1

(1.5) L4(λ)u := λ(β′
1u(1) − β′

2u
′(1)) + (β1u(1) − β2u

′(1)) = 0,

where λ ∈ C is a complex spectral parameter and all coefficients of the bound-
ary and transmission conditions are real constants. Naturally, we assume that
|α1| + |α2| �= 0, δ �= 0, |β′

1| + |β′
2| �= 0 and |β1| + |β2| �= 0. Moreover, we shall

assume that ρ := β′
1β2 − β1β

′
2 > 0.

Some special cases of this problem arises after an application of the method
of separation of variables to the varied assortment of physical problems, such
as, in heat and mass transfer problems (see, for example, [10]), in vibrating
string problems when the string loaded additionally with point masses (see, for
example, [10]), in thermal conduction problem for a thin laminated plate (see,
for example, [12]).

Note that such properties as isomorphism, coerciveness with respect to the
spectral parameter, completeness of root functions, distributions of eigenvalues
of some discontinuous boundary value problems with transmission conditions
and its applications to the corresponding initial-boundary value problems for
parabolic equations have been investigated in [5], [6], [7], [12].

2. Operator-theoretic formulation in suitable Hilbert space

In this section, we introduce the special inner product in the Hilbert space
(L2(−1, 0) ⊕ L2(0, 1)) ⊕ C and define a linear operator A in it such a way
that the considered problem (1.1)–(1.5) can be interpreted as the eigenvalue
problem of A. So, we define a new Hilbert space inner product on H :=
(L2(−1, 0) ⊕ L2(0, 1)) ⊕ C by

〈F,G〉H =
1
|δ|

0∫
−1

f(x)g(x)dx+ |δ|
1∫

0

f(x)g(x)dx+
|δ|
ρ
f1g1

for F =
(
f(x)
f1

)
, G =

(
g(x)
g1

) ∈ H. For convenience we shall use the notations

R1(u) := β1u(1) − β2u
′(1),

R′
1(u) := β′

1u(1) − β′
2u

′(1).
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In this Hilbert space, we construct the operator A : H → H with domain

(2.1) D(A) =




F =
(
f(x)
f1

)| f(x), f ′(x)are absolutely continuous in
[−1, 0) ∪ (0, 1] and have finite one-hand sided limits
f(∓0), f ′(∓0), respectively; τf ∈ L2(−1, 0) ⊕ L2(0, 1)

L1f = L2f = L3f = 0; f1 = R′
1(f)




and action law

(2.2) AF =
(

τf

−R1(f)

)
with F =

(
f(x)
R′

1(f)

)
∈ D(A).

Thus, we can pose the boundary value-transmission problem (1.1)–(1.5) as

(2.3) AU = λU, U :=
(
u(x)
R′

1(u)

)
∈ D(A)

in the Hilbert space H.
It is readily verified that the eigenvalues of the operator A coincide with

those of the problem (1.1)–(1.5).

Theorem 2.1. The operator A is symmetric.

Proof. Let

F =
(
f(x)
R′

1(f)

)
and G =

(
g(x)
R′

1(g)

)

are arbitrary element of D(A). By two partial integration we get

〈AF,G〉H − 〈F,AG〉H =
1
|δ|W (f, g;−0) − 1

|δ|W (f, g;−1) + |δ|W (f, g; 1)

− |δ|W (f, g; +0) +
|δ|
ρ

(R′
1(f)R1(g) −R1(f)R′

1(g)),

(2.4)

where, as usual, W (f, g;x) denotes the Wronskians of the functions f and g,
i.e.

W (f, g;x) := f(x)g′(x) − f ′(x)g(x).

Since F,G ∈ D (A), the first components of these elements, i.e. f and g
satisfy the boundary condition (1.2). From this fact, we easily have that

(2.5) W (f, g;−1) = 0,

since α1 and α2 are real. Further, as f and g also satisfy both transmission
conditions we get

(2.6) W (f, g;−0) = δ2W (f, g; +0).
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Moreover, the direct calculations gives

(2.7) R′
1(f)R1(g) −R1(f)R′

1(g) = −ρW (f, g; 1).

Now, substituting (2.5)–(2.7) in (2.4) gives

〈AF,G〉H = 〈F,AG〉H (F,G ∈ D(A)),

so A is symmetric. The proof is complete.

Recalling that the eigenvalues of the problem (1.1)–(1.5) are coincide with
the eigenvalues of A we have the next corollary.

Corollary 2.2. All eigenvalues of the problem (1.1)–(1.5) are real.

As all eigenvalues are real it is enough to investigate only the real-valued
eigenfunctions. Taking this into account, we can now assume that all eigen-
functions of the problem (1.1)–(1.5) are real-valued.

3. Asymptotic representations of the basic solutions

Let us define two ‘basic’ solutions

φ(x, λ) =

{
φ1(x, λ), x ∈ [−1, 0)
φ2(x, λ), x ∈ (0, 1]

and χ(x, λ) =

{
χ1(x, λ), x ∈ [−1, 0)
χ2(x, λ), x ∈ (0, 1]

of equation (1.1) by the following procedure.
At first consider the next initial-value problem:

−u′′ + q(x)u = λu, x ∈ [−1, 0],(3.1)
u(−1) = α2,(3.2)
u′(−1) = −α1.(3.3)

By virtue of [11, Theorem1.5] this problem has a unique solution u =
φ1(x, λ), which is an entire function of λ ∈ C for each fixed x ∈ [−1, 0]. Slightly
modifying the method of [11, Theorem1.5] we can prove that the initial-value
problem

−u′′ + q(x)u = λu, x ∈ [0, 1],(3.4)
u(1) = β′

2λ+ β2,(3.5)
u′(1) = β′

1λ+ β1(3.6)

has a unique solution u = χ2(x, λ), which is an entire function of parameter
λ for each fixed x ∈ [0, 1]. The other functions φ2(x, λ) and χ1(x, λ) can be
defined in terms of φ1(x, λ) and χ2(x, λ), respectively. Applying the method
used in the proof of [13, Theorem 2] we can prove that the initial-value problem

−u′′ + q(x)u = λu, x ∈ [0, 1],(3.7)

u(0) =
1
δ
φ1(0, λ),(3.8)

u′(0) =
1
δ
φ′1(0, λ)(3.9)
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has a unique solution u = φ2(x, λ), which is an entire function of λ for each
fixed x ∈ [0, 1]. Similarly, the initial-value problem

−u′′ + q(x)u = λu, x ∈ [−1, 0],(3.10)
u(0) = δχ2(0, λ),(3.11)
u′(0) = δχ′

2(0, λ)(3.12)

also has a unique solution u = χ1(x, λ), which is an entire function of λ for
each fixed x ∈ [−1, 0].

By virtue of (3.2) and (3.3) the solution φ(x, λ) satisfies the first boundary
condition (1.2). Moreover, by virtue of (3.8) and (3.9), φ(x, λ) also satisfies
both transmission conditions (1.3) and (1.4). Similarly, by virtue of (3.5),
(3.6), (3.11) and (3.12) the other solution χ(x, λ) satisfies the second boundary
condition (1.5) and both transmission conditions (1.3) and (1.4).

It is well-known, from the ordinary linear differential equations theory,
that each of the Wronskians ω1(λ) = W (φ1(x, λ), χ1(x, λ)) and

ω2(λ) = W (φ2(x, λ), χ2(x, λ))

are independent on x in [−1, 0] and [0, 1], respectively.

Lemma 3.1. The equality ω1(λ) = δ2ω2(λ) holds for each λ ∈ C.

Proof. Since the above Wronskians are independent on x, then using
(3.8), (3.9), (3.11) and (3.12) we have

ω1(λ) = φ1(0, λ)χ′
1(0, λ) − φ′1(0, λ)χ1(0, λ)

= (δφ2(0, λ)) · (δχ′
2(0, λ)) − (δφ′2(0, λ)) · (δχ2(0, λ))

= δ2ω2(λ).

(3.13)

Corollary 3.2. The zeros of ω1(λ) and ω2(λ) are coincide.

Taking the Lemma 3.1 into account we denote both ω1(λ) and δ2ω2(λ) by
ω(λ).

Recalling the definitions of φi(x, λ) and χi(x, λ) we conclude the next corol-
lary.

Corollary 3.3. The function ω(λ) is an entire function.

Theorem 3.4. The eigenvalues of the problem (1.1)–(1.5) are coincide
with the zeros of the function ω(λ).

Proof. Let ω(λ0) = 0. Then W (φ1(x, λ0), χ1(x, λ0)) = 0 for all x ∈
[−1, 0]. Consequently, the functions φ1(x, λ0) and χ1(x, λ0) are linearly depen-
dent, i.e.

χ1(x, λ0) = k1φ1(x, λ0), x ∈ [−1, 0]
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for some k1 �= 0. By using (3.2) and (3.3), from this equality we have

α1χ(−1, λ0) + α2χ
′(−1, λ0) = α1χ1(−1, λ0) + α2χ

′
1(−1, λ0)

= k1(α1φ1(−1, λ0) + α2φ
′
1(−1, λ0))

= k1(α1α2 + α2(−α1)) = 0,

so χ(x, λ0) satisfies the first boundary condition (1.2). Recalling that the solu-
tion χ(x, λ0) satisfies also the other boundary condition (1.5) and both trans-
mission conditions (1.3) and (1.4), we conclude that χ(x, λ0) is an eigenfunction
of the problem (1.1)–(1.5), i.e. λ0 is an eigenvalue. Thus, each zero of ω(λ) is
an eigenvalue.

Now let λ0 be an eigenvalue and u0(x) be an any eigenfunction corre-
sponding to this eigenvalue. Suppose, if possible, that ω(λ0) �= 0. Whence
W (φ1(x, λ0), χ1(x, λ0)) �= 0 and W (φ2(x, λ0), χ2(x, λ0)) �= 0. So, by virtue of
well-known properties of Wronskians, it follows that each of the pairs φ1(x, λ0),
χ1(x, λ0) and φ2(x, λ0), χ2(x, λ0) are linearly independent. Therefore the
solution u0(x) of Equation (1.1) may be represented in the form

u0(x) =

{
c1φ1(x, λ0) + c2χ1(x, λ0), x ∈ [−1, 0),
c3φ2(x, λ0) + c4χ2(x, λ0), x ∈ (0, 1],

where at least one of the constants c1, c2, c3 and c4 is not zero. Considering the
true equalities

Lν(u0(x)) = c1Lν(φ1(x, λ0)) + c2Lν(χ1(x, λ0))
+ c3Lν(φ2(x, λ0)) + c4Lν(χ2(x, λ0)) = 0, ν = 1, 2, 3, 4

(3.14)

as the homogeneous system of linear equations of the variables c1, c2, c3 and
c4, and taking (3.8), (3.9), (3.11) and (3.12) into account it follows that the
determinant of this system is equal to∣∣∣∣∣∣∣∣

0 ω1(λ0) 0 0
φ1(0, λ0) χ1(0, λ0) −δφ2(0, λ0) −δχ2(0, λ0)
φ′1(0, λ0) χ′

1(0, λ0) −δφ′2(0, λ0) −δχ′
2(0, λ0)

0 0 ω2(λ0) 0

∣∣∣∣∣∣∣∣
= −δ2ω1(λ0)ω2

2(λ0)

= − 1
δ2
ω3(λ0)

and therefore it is not equal to zero by assumption. Consequently, this homo-
geneous system of linear equations has the only trivial solution (c1, c2, c3, c4) =
(0, 0, 0, 0). Thus we get contradiction, which completes the proof.

Theorem 3.5. Let λ = s2, Im s = t. Then, the following asymptotic
equalities hold as |λ| → ∞:

(1) In the case α2 �= 0

φ
(k)
1 (x, λ) = α2

dk

dxk
cos[s(x+ 1)] +O

(
1

|s|1−k
e|t|(x+1)

)
,(3.15)

φ
(k)
2 (x, λ) =

α2

δ

dk

dxk
cos[s(x+ 1)] +O

(
1

|s|1−k
e|t|(x+1)

)
,(3.16)
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for k = 0 and k = 1.
(2) In the case α2 = 0

φ
(k)
1 (x, λ) = −α1

s

dk

dxk
sin[s(x+ 1)] +O

(
1

|s|2−k
e|t|(x+1)

)
,(3.17)

φ
(k)
2 (x, λ) = −α1

δs

dk

dxk
sin[s(x+ 1)] +O

(
1

|s|2−k
e|t|(x+1)

)
(3.18)

for k = 0 and k = 1.
Moreover, each of asymptotic equalities hold uniformly for x.

Proof. The above asymptotic formulas for φ1(x, λ) have been found in [11,
Lemma 1.7]. But the similar formulas for the solution φ2(x, λ) need individual
considerations, since this solution is defined by the initial conditions having
special non-standard forms.

The initial-value problem (3.7), (3.8), (3.9) can be transformed into an
equivalent integral equation

u(x) = δ−1φ1(0, λ) cos
√
λx+

δ−1

√
λ
φ′1(0, λ) sin

√
λx

+
1√
λ

x∫
0

sin[
√
λ(x− y)]q(y)u(y)dy.

(3.19)

Let α2 �= 0. Substituting (3.15) in (3.19) we have

φ2(x, λ) =
α2

δ
cos

√
λ(x+ 1) +

1√
λ

x∫
0

sin[
√
λ(x− y)]q(y)φ2(y, λ)dy

+O

(
1√
λ
e|t|(x+1)

)
.

(3.20)

Multiplying by e−|t|(x+1) and letting F (x, λ) = e−|t|(x+1)φ2(x, λ), we have
the next ‘asymptotic integral equation’

F (x, λ) =
α2e

−|t|(x+1)

δ
cos

√
λ(x+ 1)

+
1√
λ

x∫
0

sin[
√
λ(x− y)]q(y)e−|t|(x−y)F (y, λ)dy +O

(
1√
λ

)
.

Letting M(λ) = max
x∈[0,1]

|F (x, λ)| from the last equation we derive that

M(λ) ≤M0

(
|α2δ

−1| + 1√|λ|

)
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for some M0 > 0. Consequently, M(λ) = O(1) as |λ| → ∞, so

φ2(x, λ) = O(e|t|(x+1)) as |λ| → ∞.

Substituting this asymptotic equality in the integral term of the (3.20)
gives (3.16) for the case k = 0. The proof of (3.16) for the case k = 1 can be
obtained at once by differentiating (3.19) and then following the same procedure
as in the case k = 0. The proof of (3.18) is similar to that of (3.16) and hence
omitted.

Theorem 3.6. Let λ = s2, Im s = t. Then, the following asymptotic
formulas hold for the eigenvalues of the boundary-value-transmission problem
(1.1)–(1.5):

Case 1: β′
2 �= 0, α2 �= 0

(3.21) sn =
1
2
π(n− 1) +O

(
1
n

)
,

Case 2: β′
2 �= 0, α2 = 0

(3.22) sn =
1
2
π

(
n− 1

2

)
+O

(
1
n

)
,

Case 3: β′
2 = 0, α2 �= 0

(3.23) sn =
1
2
π

(
n− 1

2

)
+O

(
1
n

)
,

Case 4: β′
2 = 0, α2 = 0

(3.24) sn =
1
2
πn+O

(
1
n

)
.

Proof. Let us consider Case 1 only. Writing

ω2(λ) = φ2(x, λ)χ′
2(x, λ) − φ′2(x, λ)χ2(x, λ)

for x = 1 and then using χ2(1, λ) = β′
2λ+ β2, χ′

2(1, λ) = β′
1λ+ β1 as given by

(3.5) and (3.6), respectively, we have the following representation for ω2(λ):

(3.25) ω2(λ) = (β′
1λ+ β1)φ2(1, λ) − (β′

2λ+ β2)φ′2(1, λ).

Now writing x = 1 in (3.16) and then substituting in (3.25) we derive that

(3.26) ω2(λ) = δ−1β′
2α2s

3 sin(2
√
λ) +O(|s|2e2|t|).

By applying well-known Rouche’s Theorem (which assert that if f(z) and
g(z) are analytic inside and on a closed contour Γ, and |g(z)| < |f(z)| on Γ,
then f(z) and f(z) + g(z) have the same number zeros inside Γ, provided that
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each zeros are counted according to their multiplicity) on a sufficiently large
contour, it follows that ω2(λ) has the same number of zeros inside the contour
as the leading term in (3.26). Hence, if λ0 < λ1 < λ2 < . . . , are the zeros of
ω2(λ) and s2n = λn, we have

(3.27) sn =
π

2
(n− 1) + δn,

where |δn| < π
4 , for sufficiently large n. By substituting (3.27) into (3.26) we

have

δn = O

(
1
n

)
,

so the proof completes for Case 1. The proofs for the other cases are similar.

Theorem 3.7. The following asymptotic formulas hold for the eigen-
functions

φλn
(x) =

{
φ1(x, λn), x ∈ [−1, 0),
φ2(x, λn), x ∈ (0, 1]

of the problem (1.1)–(1.5):

Case 1: β′
2 �= 0, α2 �= 0

(3.28) φλn
(x) =



α2 cos

(
1
2
π(n− 1)(x+ 1)

)
, x ∈ [−1, 0)

α2
1
δ

cos
(

1
2
π(n− 1)(x+ 1)

)
, x ∈ (0, 1]

+O

(
1
n

)
,

Case 2: β′
2 �= 0, α2 = 0

(3.29) φλn
(x)

=



−2α1

1
π(n− 1/2)

sin
(

1
2
π

(
n− 1

2

)
(x+ 1)

)
, x ∈ [−1, 0)

−2α1
1
δ

1
π(n− 1/2)

sin
(

1
2
π

(
n− 1

2

)
(x+ 1)

)
, x ∈ (0, 1]

+O

(
1
n2

)
,

Case 3: β′
2 = 0, α2 �= 0

(3.30) φλn
(x) =



α2 cos

(
1
2
π

(
n− 1

2

)
(x+ 1)

)
, x ∈ [−1, 0)

α2
1
δ

cos
(

1
2
π
(
n− 1

2

)
(x+ 1)

)
, x ∈ (0, 1]

+O

(
1
n

)
,

Case 4: β′
2 = 0, α2 = 0

(3.31) φλn
(x) =



−2α1

1
πn

sin
(

1
2
πn(x+ 1)

)
, x ∈ [−1, 0)

−2α1
1
δ

1
πn

sin
(

1
2
πn(x+ 1)

)
, x ∈ (0, 1]

+O

(
1
n2

)
.
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All this asymptotic formulas hold uniformly for x.

Proof. Let us consider Case 1 only. Substituting (3.16) into the integral
term of (3.20), it is easy to see that

(3.32)
∫ x

0

sin[
√
λ(x− y)]q(y)φ2(y, λ)dy = O(e|t|(x+1)).

Substituting into (3.20) we have

(3.33) φ2(x, λ) =
α2

δ
cos

√
λ(x+ 1) +O

(
1√
λ
e|t|(x+1)

)
.

We already know that all eigenvalues are real. Further, putting λ = −R,
R > 0 in (3.26) it follows that ω(−R) → ∞ as R → +∞, so ω(−R) �= 0 for
sufficiently large R > 0. Consequently, the set of eigenvalues is bounded below.
Now, writing

√
λ = sn in (3.33) we obtain

φ2(x, λn) =
α2

δ
cos[sn(x+ 1)] +O

(
1
sn

)
,

since tn = Im sn = 0 for sufficiently large n. After some routine calculations
we easily obtain that

cos[sn(x+ 1)] = cos
(

1
2
π(n− 1)(x+ 1)

)
+O

(
1
n

)
.

Consequently,

φ2(x, λn) =
α2

δ
cos
(

1
2
π(n− 1)(x+ 1)

)
+O

(
1
n

)
.

Similarly we can find that

φ1(x, λn) = α2 cos
(

1
2
π(n− 1)(x+ 1)

)
+O

(
1
n

)
.

Since

φλn
(x) =

{
φ1(x, λn), x ∈ [−1, 0),
φ2(x, λn), x ∈ (0, 1],

the proof for Case 1 is completed. The proofs for the other cases are similar.

4. Asymptotic formulas for normalized eigenfunctions

It is evident that the two-component vectors

(4.1) Φn :=
(
φλn

(x)
R′

1(φλn
)

)
, n = 0, 1, 2, . . .
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are the eigenelements of the operator A corresponding to the eigenvalue λn.
For n �= m,

(4.2) 〈Φn,Φm〉H = 0, n,m = 0, 1, 2, . . . ,

since A is symmetric. Denoting

(4.3) ψn :=
φλn

(x)
‖Φn‖H

,

it is easily seen that the eigenelements

(4.4) Ψn :=
(
ψλn

(x)
R′

1(ψλn
)

)
, n,m = 0, 1, 2, . . .

are orthonormal. That is,

x = 0 and 〈Ψn,Ψm〉H = δnm,

where δnm is the kronecker delta.

Lemma 4.1. The following asymptotic equalities hold :
(1) in case α2 �= 0

(4.5) R′
1(φλn

) = O

(
1
n

)
,

(2) in case x = 1

(4.6) R′
1(φλn

) = O

(
1
n2

)
.

Proof. It follows from the equality ω2(λn) = 0 that

(4.7) λnR
′
1(φ2λn

) +R1(φ2λn
) = 0.

(1) Let α2 �= 0. Then from the formula (3.16) we get

R1(φ2λn
) = β1φ2λn

(1) − β2φ
′
2λn

(1) = β1O(1) − β2O(|sn|).

Now applying Theorem 3.6 we have

(4.8) R1(φ2λn
) = O(n).

Substituting (4.8) into (4.7), and taking Theorem 3.6 into account, we get

R′
1(φ2λn

) = − 1
λn
R1(φ2λn

) = O

(
1
n

)
.
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Now let α2 = 0. By using Theorem 3.6 we obtain

R1(φ2λn
) = β1φ2λn

(1) − β2φ
′
2λn

(1)

= β1O(|sn|−1) − β2O(1) = β1O

(
1
n

)
− β2O(1)

= O(1).

Taking into account that λn ∼ (π
2n
)2 and using (4.7) we have

R′
1(φ2λn

) = − 1
λn
R1(φ2λn

) = O

(
1
n2

)
.

The proof is complete.

Theorem 4.2. Let Φn be defined as in (4.1). Then the following asymp-
totic formulas hold for the norms ‖Φn‖H of the eigenelements Φn:

Case 1: If β′
2 �= 0 and α2 �= 0, then

(4.9) ‖Φn‖H =
|α2|√|δ| +O

(
1
n

)
,

Case 2: If β′
2 �= 0 and α2 = 0, then

(4.10) ‖Φn‖H =
2|α1|√|δ|

1
π(n− 1/2)

+O

(
1
n2

)
,

Case 3: If β′
2 = 0 and α2 �= 0, then

(4.11) ‖Φn‖H =
|α2|√|δ| +O

(
1
n

)
,

Case 4: If β′
2 = 0 and α2 = 0, then

(4.12) ‖Φn‖H =
2|α1|√|δ|

1
πn

+O

(
1
n2

)
.

Proof. Let β′
2 �= 0 and α2 �= 0. In this case, using (3.28) we have

0∫
−1

(φλn
(x))2dx = α2

2

0∫
−1

[
cos
(

1
2
π(n− 1)(x+ 1)

)
+O

(
1
n

)]2
dx

= α2
2

0∫
−1

cos2
(

1
2
π(n− 1)(x+ 1)

)
dx+O

(
1
n

)

=
α2

2

2
+O

(
1
n

)
.

(4.13)
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Similarly, we have

(4.14)

1∫
0

(φλn
(x))2dx =

α2
2

2δ2
+O

(
1
n

)
.

Using (4.5), (4.13) and (4.14) we get

‖Φn‖2
H =

1
|δ|

0∫
−1

(φλn
(x))2dx+ |δ|

1∫
0

(φλn
(x))2dx+

|δ|
ρ

(R′
1(φλn

))2

=
(
α2

2

2|δ| +O

(
1
n

))
+
(
α2

2

2|δ| +O

(
1
n

))
+

|δ|
ρ
O

(
1
n2

)

=
α2

2

|δ| +O

(
1
n

)
.

(4.15)

Consequently,

‖Φn‖H =

√
α2

2

|δ| +O

(
1
n

)
=

|α2|√|δ| +O

(
1
n

)
,

which proves the formula (4.9).
Now let β′

2 �= 0 and α2 = 0. In this case from (3.29) we get

‖Φn‖2
H =

1
|δ|

0∫
−1

(φλn
(x))2dx+ |δ|

1∫
0

(φλn
(x))2dx+

|δ|
ρ

(R′
1(φλn

))2

=
1
|δ|

{(
−2α1

1
π(n− 1/2)

)2

· 1
2

+O

(
1
n3

)}

+ |δ|
{(

−2α1
1
δ

1
π(n− 1/2)

)2

· 1
2

+O

(
1
n3

)}
+O

(
1
n4

)

=
4α2

1

|δ|
1

(π(n− 1/2))2
+O

(
1
n3

)
.

(4.16)

From this it follows that

‖Φn‖H =
2|α1|√|δ|

1
π(n− 1/2)

+O

(
1
n

)
,

which proves the formula (4.10).
The proofs for the other cases are similar.

Theorem 4.3. The first components of the normalized eigenelements
(4.4) have the following asymptotic representation as n→ ∞:

Case 1: If β′
2 �= 0 and α2 �= 0, then
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(4.17)

ψn(x) =




sgn(α2)
√|δ| cos

(
1
2
π(n− 1)(x+ 1)

)
+O

(
1
n

)
for x ∈ [−1, 0),

sgn
(α2

δ

) 1√|δ| cos
(

1
2
π(n− 1)(x+ 1)

)
+O

(
1
n

)
for x ∈ (0, 1],

Case 2: If β′
2 �= 0 and α2 = 0, then

(4.18) ψn(x)

=




sgn(−α1)
√|δ| sin

(
1
2
π

(
n− 1

2

)
(x+ 1)

)
+O

(
1
n

)
for x ∈ [−1, 0),

sgn
(−α1

δ

)
1√|δ| sin

(
1
2
π(n− 1

2
)(x+ 1)

)
+O

(
1
n

)
for x ∈ (0, 1],

Case 3: If β′
2 = 0 and α2 �= 0, then

(4.19)
1
|δ|

0∫
−1

f(x)g(x)dx+ |δ|
1∫

0

f(x)g(x)dx+
|δ|
ρ
R′

1(f)g1 = 0,

Case 4: If β′
2 = 0 and α2 �= 0, then

(4.20)

ψn(x) =




sgn(−α1)
√|δ| sin

(
1
2
πn(x+ 1)

)
+O

(
1
n

)
for x ∈ [−1, 0),

sgn
(
−α1

δ

) 1√|δ| sin
(

1
2
πn(x+ 1)

)
+O

(
1
n

)
for x ∈ (0, 1].

Each of this asymptotic equalities hold uniformly for x. (Here, as usual,
sgn denotes the sign function)

Proof. Let β′
2 �= 0 and α2 �= 0. In this case, from (4.9) it follows that

(4.21)
1

‖Φn‖H
=

√|δ|
|α2| +O

(
1
n

)
.

Putting (3.28) and (4.21) into (4.3) we find the required asymptotic for-
mula (4.17). Similarly, we can derive the other formulas (4.18)–(4.20).

5. Green function, resolvent operator and self-adjointness of the
problem

Let A : H → H be defined by (2.1) and (2.2), and let λ not be an eigenvalue
of A. For finding the resolvent operator R(λ,A) = (λI − A)−1 consider the
operator equation

(5.1) (λI −A)U = F
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for F =
(
f(x)
f1

) ∈ H. This operator equation is equivalent to the inhomogeneous
differential equation

(5.2) u′′ + (λ− q(x))u = f(x) for x ∈ [−1, 0) ∪ (0, 1]

subject to inhomogeneous boundary conditions

α1u(−1) + α2u
′(−1) = 0,(5.3)

λ(β′
1u(1) − β′

2u
′(1)) + (β1u(1) − β2u

′(1)) = f1(5.4)

and homogeneous transmission conditions

u(−0) − δu(+0) = 0,(5.5)
u′(−0) − δu′(+0) = 0.(5.6)

By applying the same techniques as in our previous paper [4] we can prove
that the problem (5.2)–(5.6) has a unique solution u(x, λ), which can be rep-
resented as

(5.7)

u(x, λ) =




χ1(x, λ)
ω1(λ)

x∫
−1

φ1(y, λ)f(y)dy+
φ1(x, λ)
ω1(λ)


 0∫

x

χ1(y, λ)f(y)dy

+ δ2
1∫

0

χ2(y, λ)f(y)dy + δ2f1


 for x ∈ [−1, 0),

χ2(x, λ)
ω2(λ)


 1
δ2

0∫
−1

φ1(y, λ)f(y)dy+

x∫
0

φ2(y, λ)f(y)dy




+
φ2(x, λ)
ω2(λ)

1∫
x

χ2(y, λ)f(y)dy+f1


 for x ∈ (0, 1].

Denoting

(5.8) G(x, y, λ) =



|δ|χ(x, λ)φ(y, λ)

ω(λ)
for − 1 ≤ y ≤ x ≤ 1,

|δ|φ(x, λ)χ(y, λ)
ω(λ)

for − 1 ≤ x ≤ y ≤ 1,

where x �= 0 and y �= 0, the formula (5.7) reduced to

(5.9) u(x, λ) =
1
|δ|

0∫
−1

G(x, y, λ)f(y)dy+ |δ|
1∫

0

G(x, y, λ)f(y)dy+ δ2f1
φ(x, λ)
ω(λ)

.

On the other hand, by applying the functional R′
1 to the Green function

with respect to the variable y and recalling that χ(x, λ) satisfies the initial



�

�

�

�

�

�

�

�

794 O. Sh. Mukhtarov, Mahir Kadakal and F. S. Muhtarov

conditions (3.5) and (3.6) we have

R′
1(G(x, •;λ)) = β′

1G(x, 1;λ) − β′
2

∂G(x, 1;λ)
∂y

= |δ|φ(x, λ)
ω(λ)

(β′
1χ(1, λ) − β′

2χ
′(1, λ))

= |δ|φ(x, λ)
ω(λ)

(β′
1(β

′
2λ+ β2) − β′

2(β
′
1λ+ β1))

= |δ|ρφ(x, λ)
ω(λ)

.

(5.10)

Substituting this into (5.9) gives

u(x, λ) =
1
|δ|

0∫
−1

G(x, y, λ)f(y)dy + |δ|
1∫

0

G(x, y, λ)f(y)dy

+
|δ|
ρ
R′

1(G(x, •, λ))f1.

(5.11)

Now introducing

(5.12) Gx,λ =
(

G(x, •, λ)
R′

1(G(x, •, λ))

)

which we call the Green element of the problem (5.2)–(5.6), the last formula
(5.11) takes the form

(5.13) u(x, λ) = 〈Gx,λ, F 〉,

where by F we mean

F =
(
f(x)
f1

)
.

Now we can find the resolvent operator of A in terms of Green element
Gx,λ.

As the function u(x, λ) defined by (5.11) is the solution of the inhomo-
geneous boundary-transmission problem (5.2)–(5.6) which is equivalent to the
operator equation (5.1) we have

(5.14) R(λ,A)F =
(

u(x, λ)
R′

1(u(•, λ))

)
=
( 〈Gx,λ, F 〉
R′

1〈G•,λ, F 〉
)

for arbitrary F ∈ H.

Theorem 5.1. The operator A is self-adjoint on the Hilbert space H.
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Proof. First, we prove that A is densely defined on H. For this suppose

G =
(
g(x)
g1

)
∈ H

is orthogonal to D(A), i.e.

(5.15)
1
|δ|

0∫
−1

f(x)g(x)dx+ |δ|
1∫

0

f(x)g(x)dx+
|δ|
ρ
R′

1(f)g1 = 0

for all F ∈ ( f(x)
R′

1(f)

) ∈ D(A). Let C∞
0 ([−1, 0) ∪ (0, 1]) be a set of infinitely

differentiable functions on [−1, 0) ∪ (0, 1], each element of which vanishes on
some neighborhood of the points x = −1, x = 0 and x = 1. It is clear from
the definition of D(A) that C∞

0 ([−1, 0) ∪ (0, 1]) ⊕ {0} ⊂ D(A). By writing
(5.15) for all F ∈ C∞

0 ([−1, 0) ∪ (0, 1]) we can see that g(x) is orthogonal to
C∞

0 ([−1, 0) ∪ (0, 1]) in L2(−1, 1) with respect to the following inner product

1
|δ|

0∫
−1

f(x)g(x)dx+ |δ|
1∫

0

f(x)g(x)dx = 0 for all f ∈ C∞
0 ([−1, 0) ∪ (0, 1]).

Consequently, g(x) vanishes, since L2(−1, 1) is complete with respect to
the above inner product. Then, substituting g(x) = 0 into (5.15) yields

(5.16) R′
1(f)g1 = 0,

for all f ∈ L2(−1, 1) such that
(

f(x)
R′

1(f)

) ∈ D(A). Choosing

F0 =
(
f0(x)
R′

1(f0)

)
∈ D(A)

such that R′
1(f0) = 1, we have from (5.16) that g1 = 0. Consequently, G = 0,

so D(A) is dense in H. Further, since A is symmetric it is enough to prove that
D(A∗) = D(A), where A∗ is adjoint of A. Let F ∈ D(A∗). We must show that
F ∈ D(A). By definition of A∗

(5.17) 〈AG,F 〉H = 〈G,A∗F 〉H for all G ∈ D(A).

From this it follows that

(5.18) 〈(iI −A)G,F 〉 = 〈G, (−iI −A∗)F 〉.

We already know that (see (5.14)) λ = −i is regular point of A and there-
fore we can let

(5.19) U = R(−i, A)(−iF −A∗F ),
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that is

(5.20) (−iI −A)U = −iF −A∗F.

Substituting this into (5.18) and taking into account that A is symmetric
and U ∈ D(A) we have

〈(iI −A)G,F 〉H = 〈G, (−iI −A)U〉H
= 〈G,−iU〉H − 〈G,AU〉H
= 〈iG, U〉H − 〈AG,U〉H
= 〈(iI −A)G,U〉H .

Consequently,

(5.21) 〈(iI −A)G,F − U〉H = 0 for all G ∈ H.

Since λ = i is regular point of A we can choose

G = R(i, A)(F − U).

Substituting this into (5.21) we get

‖F − U‖H = 0,

so F = U and therefore F ∈ D(A). The proof is complete.
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