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MULTIGRADED MODULES OF NESTED TYPE

HOSSEIN SABZROU AND MASSOUD TOUSI

ABSTRACT. Extending the notion of monomial ideals of
nested type, we introduce multigraded modules of nested
type. We characterize them algebraically, resulting in the ex-
plicit construction of their dimension filtration. We compute
several important invariants, including their Castelnuovo-
Mumford regularity and projective dimension without using
the construction of their minimal graded free resolution.
We show that they are pretty clean and hence sequentially
Cohen-Macaulay.

1. Introduction. Throughout this paper, R := k[x0, . . . , xn] de-
notes the polynomial ring in n + 1 indeterminates over an arbitrary
field k. LetM be a finitely generated graded, i.e., Z-graded, R-module.
The problem of computing the Castelnuovo-Mumford regularity of M ,
reg(M), avoiding the construction of a minimal graded free resolution of
M , has been examined by a number of authors (cf., [4, 5, 7, 8, 22]) in
recent years in computational commutative algebra, starting in earnest
with the influential paper of Bayer and Stillman [4]. In that paper,
the authors showed that, if M is a homogeneous ideal in R, then
reg(M) = reg(gin(M)) where gin(M) is the generic initial ideal of M
with respect to the reverse lexicographic order (cf., [4, Theorem 2.4]).
They also used the strong stability of gin(M) in characteristic zero to
show that reg(gin(M)), and hence, reg(M) is equal to the highest de-
gree of a minimal generator of gin(M) (cf., [4, Proposition 3.9]). This
procedure has several notorious defects (cf., [5]).

To correct these defects, Bermejo and Gimenez [5] presented a
method by which one can reduce the computation of the Castelnuovo-
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Mumford regularity of a general homogeneous ideal M to the compu-
tation of the regularity of a monomial ideal N(M) which is of nested
type. Monomial ideals of nested type are defined as the monomial ideals
whose associated primes are all of the form (x0, . . . , xi) for various i.
Like the ideals M and gin(M), the ideals M and N(M) share the
same values for some other important invariants, but monomial ideals
of nested type have several nice combinatorial properties that make the
computation of their invariants easy. Monomial ideals of nested type
are known in the literature under different names, for example they are
called Borel-type [15], quasi-stable [22] and weakly stable [7].

The purpose of this paper is to explore multigraded, i.e., Zn+1-
graded, module analogues of some results in the theory of monomial
ideals of nested type. The key observation is that the associated primes
of a multigraded module are generated by variables, and hence the
notion can be extended to multigraded modules (cf., Definition 2.1).
Our main reference is the paper of Bermejo and Gimenez [5], which
is a distinctive work on the subject of monomial ideals of nested
type. Most of the arguments given there do not work verbatim here
because we will not restrict ourselves to finitely generated graded free
modules and their monomial submodules. Almost all of our results
deal with a general finitely generated (multi)graded R-module M and
a (multi)graded submodule N of M .

Beginning in Section 2, we characterize multigraded modules of
nested type algebraically (cf., Theorem 2.9) and explicitly compute
their projective dimension via their set of associated primes (cf., Corol-
lary 2.13).

In Section 3, we use the theory of idealization of modules to give
another algebraic characterization for multigraded modules of nested
type. In fact, we prove in Theorem 3.12 that the multigraded module
M/N with d = dim(M/N) is of nested type if and only if M/N is
torsion, and xn, . . . , xn−d+1 is a filter regular sequence on M/N .

In Section 4, we show that, when M/N is of nested type, a filtration
constructed in Theorem 2.9, gives the dimension filtration of M/N
and, using this fact, we show that M/N is pretty clean, and hence
sequentially Cohen-Macaulay (cf., Theorem 4.8 and Corollary 4.11).

In Section 5, first we define the satiety of N with respect to M ,
satM (N), which is an integer and has an essential role in the compu-



MULTIGRADED MODULES OF NESTED TYPE 433

tation of reg(M/N). We show that satM (N) can be computed via the
submodule (N :M m) ofM (cf., Lemma 5.1 and Proposition 5.3). Then
we present some methods to compute the regularity of the multigraded
module M/N in the case that it is of nested type (cf., Theorem 5.12
and Theorem 5.17). Our methods are not involved in the construction
of a minimal free resolution of M/N . However, in the case that the
regularity is attained in the last step of a minimal graded free resolu-
tion of M/N , we give an explicit formula for it, based on a satiety (cf.,
Theorem 5.10).

2. Multigraded modules of nested type. In this section, we
study basic properties of multigraded modules of nested type and
characterize them algebraically.

Definition 2.1. A finitely generated multigraded R-module M is said
to be of nested type if, for any prime ideal p ⊂ R associated toM , there
exists i ∈ {0, . . . , n} such that p = (x0, . . . , xi).

Remark 2.2. If M is a multigraded module of nested type, then,
by definition, (0) /∈ AssR(M). This condition is equivalent to saying
that the module M is torsion, i.e., M = tor(M) where tor(M) is the
submodule of M which consists of all elements g ∈ M for which there
exists some nonzero element q ∈ R such that qg = 0.

Example 2.3.

(i) Let I ⊂ J ⊂ R be two monomial ideals, and let I be of nested
type. Then the R-modules R/I and J/I are multigraded modules
of nested type.

(ii) If M is an R-module of nested type, then, for any finitely gen-
erated multigraded R-module L, the R-module Hom(L,M) is of
nested type, because we have Ass(HomR(L,M)) = Supp(L) ∩
Ass(M).

(iii) IfM is an R-module of nested type, then for any finitely generated
multigraded flat R-module L, the R-module L⊗RM is of nested
type, because in this case we have

Ass(L⊗R M) = ∪p∈Ass(M) Ass(L/pL),

and if L ̸= pL, then Ass(L/pL) = {p} (cf., [18, Theorem 23.2]).
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(iv) Let M be an R-module of nested type, and let I be a monomial
ideal in R. Then, by Remark 2.5 below, ΓI(M) where ΓI is the
I-torsion functor, is of nested type. Furthermore, since by [6,
Exercises 2.1.12, 6.2.6], we have

Ass(M/ΓI(M)) = Ass(M) \Var(I),

then M/ΓI(M) is also of nested type.

Remark 2.4. Let F be a finitely generated graded free R-module,
and let U ⊂ F be a graded submodule. Let gin(U) be the generic
initial module of U with respect to the degree reverse lexicographic term
order and U lex the lexicographic submodule of F such that dimk Ui =
dimk(U

lex)i for all integers i (cf., [19] for definitions). It follows from
[19, Lemma 3.4] that these modules satisfy Theorem 2.9 (ii) below,
and hence F/ gin(U) and F/U lex are multigraded modules of nested
type.

Remark 2.5. Let

0 −→M1 −→M −→M2 −→ 0

be a short exact sequence of finitely generated multigraded modules.
If M is (respectively M1 and M2 are) of nested type, then M1 (respec-
tively M) is of nested type. Consequently, the direct sum of finitely
many modules of nested type is of nested type. Furthermore, ifM is of
nested type, and N1 and N2 are multigraded submodules of M , then
M/(N1 ∩N2) is of nested type.

Proposition 2.6. LetM be a finitely generated multigraded R-module,
N a multigraded submodule of M such that M/N is of nested type and
d := dim(M/N). Then MinR(M/N) = MinR(N :R M) = {p}, where

p = (x0, . . . , xn−d)R = rad(N :R M).

In particular, Γ(xi)(M/N) =M/N for each i ∈ {0, . . . , n− d}.

Proof. The first equality holds because (N :R M) is the annihilator
of the R-module M/N . Since M/N is of nested type, MinR(M/N)
must contain only the prime p, and p = (x0, . . . , xt) for some t. On the
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other hand, we have

t+ 1 = codim(p) = dim(R)− dim(R/p) = (n+ 1)− d,

which shows that t = n− d. �

Remark 2.7. For a submodule N of an R-module M and an ideal I
of R, we set

N :M I∞ :=
∪
i≥0

(N :M Ii).

Let N1, . . . , Nt be submodules of M , and let I1, . . . , Is be ideals of R.
Then one can see easily that the following equalities hold.

(i) (∩t
j=1Nj) :M I∞ = ∩t

j=1(Nj :M I∞).
(ii) (N :M I∞) :M I = N :M I∞.
(iii) ∩s

j=1(N :M I∞j ) = N :M (
∑s

j=1 Ij)
∞.

Lemma 2.8. Let Q be a p-primary submodule of a finitely generated
R-module M , and let I be an ideal of R. If I ⊆ p, then Q :M I∞ =M ;
otherwise, Q :M I∞ = Q. In particular, if Q is a (x0, . . . , xj)R-primary
submodule of M , then, for each i ≥ 0, we have

Q :M (x0, . . . , xi)
∞ = Q :M (xi)

∞.

Proof. Let I ⊆ p. Since Q is p-primary, we have pr ⊆ (Q :R M),
which implies that Q :M I∞ = M . Now let I ̸⊆ p. For an arbitrary
element f ∈ Q :M I∞, there exists an integer r ≥ 0 such that
Irf ⊆ Q. Since I ̸⊆ p = rad(Q :R M), then f ∈ Q, which shows
that Q = Q :M I∞. �

Theorem 2.9 (cf., [5, Proposition 3.2]). Let M be a finitely generated
multigraded R-module, N a multigraded submodule of M and d :=
dim(M/N). The following conditions are equivalent.

(i) M/N is of nested type.
(ii) M/N is torsion, and N :M (xi)

∞ = N :M (x0, . . . , xi)
∞ for i = 0,

. . . , n.
(iii) (a) M/N is torsion,

(b) for all i ∈ {0, . . . , n − d}, there exists ki ≥ 1 such that

xki
i ∈ (N :R M), and

(c) N :M (xn)
∞ ⊆ N :M (xn−1)

∞ ⊆ · · · ⊆ N :M (xn−d+1)
∞.
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Proof.

(i) ⇒ (ii). Let

N =
t∩

i=1

Qi

be a minimal primary decomposition of N . Since M/N is of nested
type, then each Qi is (x0, . . . , xj)R-primary for some j. Therefore, by
Remark 2.7 and Lemma 2.8, we can see that N :M (xi)

∞ = N :M
(x0, . . . , xi)

∞.

(ii) ⇒ (i). Let p be an associated prime of M/N . Then p = N :R g
for some g ∈ M . Let xi ∈ p for some i ∈ {0, . . . , n}. Then xig ∈ N ,
and hence

g ∈ N :M (xi) ⊆ N :M (xi)
∞

= N :M (x0, . . . , xi)
∞ ⊆ N :M (xj)

∞,

where xj is any variable with 0 ≤ j ≤ i. It follows that xsjg ∈ N for
some integer s ≥ 1. Therefore, xsj ∈ N :R g = p, which implies xj ∈ p.

(ii) ⇒ (iii). Part (b) follows from Proposition 2.6. To prove (c), we
note that, for each j, we have

N :M (xj)
∞ = N :M (x0, . . . , xj)

∞ ⊆ N :M (xj−1)
∞.

(iii) ⇒ (ii). Since

N :M (xn)
∞ ⊆ · · · ⊆ N :M (xn−d+1)

∞

⊆ N :M (xn−d)
∞ = · · · = N :M (x0)

∞ =M,

then, for each j ≤ i, we have

N :M (xi)
∞ ⊆ N :M (xj)

∞.

Therefore, for each i ∈ {0, . . . , n}, we have

N :M (xi)
∞ ⊆ ∩j≤iN :M (xj)

∞ = N :M (x0, . . . , xi)
∞.

The proof of the reverse inclusion is obvious. �

Remark 2.10. Theorem 2.9 can be rephrased as follows. The following
conditions are equivalent.

(i) M/N is of nested type.
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(ii) M/N is torsion, and Γ(xi)(M/N) = Γ(x0,...,xi)(M/N) for each
i ∈ {0, . . . , n}.

(iii) (a) M/N is torsion,
(b) Γ(xi)(M/N) =M/N for each i ∈ {0, . . . , n− d}, and
(c) Γ(xn)(M/N) ⊆ Γ(xn−1)(M/N) ⊆ · · · ⊆ Γ(xn−d+1)(M/N).

Remark 2.11 (cf., [5, Remark 3.3]). Let M be a finitely generated
multigraded R-module, N a multigraded submodule of M and d :=
dim(M/N). Assume M/N is of nested type, and

N =

t∩
i=1

Qi

is a minimal primary decomposition of N in which Qi is pi-primary.
Then, in view of Lemma 2.8, for each i ∈ {n− d+ 1, . . . , n}, we have

N :M (xi)
∞ = ∩pj⊆(x0,...,xi−1)RQj = ∩dim(R/pj)≥n−i+1Qj .

In particular, N :M (xn−d+1)
∞ is the unique (x0, . . . , xn−d)-primary

component of N . Moreover, (N :R M) is a monomial ideal of nested
type.

Theorem 2.12. Let M be a finitely generated multigraded R-module,
and let {xi1 , . . . , xit} be a set of variables. If xi1 , . . . , xit is a regular
sequence on M , then

AssR(M/(xi1 , . . . , xit)M) = {(p, xi1 , . . . , xit) | p ∈ AssR(M)}.

Proof. Let

R′ := R/(xi1 , . . . , xit)R,

and

M ′ :=M/(xi1 , . . . , xit)M.

Note that R′ is a polynomial ring over k whose set of variables is

{x0, . . . , xn} \ {xi1 , . . . , xit}.

First, we show that AssR′(M ′) = AssR′(M). Since

M ′ ⊗R′ R ∼= (M ⊗R R
′)⊗R′ R ∼=M,
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we have
AssR′(M) = AssR′(M ′ ⊗R′ R).

On the other hand,

AssR′(M ′ ⊗R′ R) = {q ∩R′ | q ∈ AssR(M
′ ⊗R′ R)}

= {q ∩R′ | q ∈ ∪p∈Ass
R′ (M′) AssR(R/pR)}

= AssR′(M ′),

where the second and third equality are by [18, Theorem 23.2 (i), (ii)].
Note that we have

R/pR ∼= R⊗R′ (R′/p) ̸= 0,

for each p ∈ Spec(R′) because the inclusion map R′ ↩→ R is faithfully
flat.

Now, we prove that

{pR | p ∈ AssR′(M)} ⊆ AssR(M).

Let p ∈ AssR′(M) be an arbitrary element. Since

AssR′(M) = {q ∩R′ | q ∈ AssR(M)},

there exists a q ∈ AssR(M) such that q∩R′ = p. We have q = (0 :R m)
for some nonzero element m ∈ M . Since q is generated by a set of
variables and R = R′[xi1 , . . . , xit ], we have

q = pR+ (yj1 , . . . , yjs)R,

where {yj1 , . . . , yjs} is a subset of {xi1 , . . . , xit}. Therefore, q = (0 :R
m) = pR because yj1 , . . . , yjs is a regular sequence on M .

Finally, we prove the equality of the result. Let p ∈ AssR(M
′) be

given. Then p′ ∈ AssR′(M ′) where p′ := p ∩R′. Since

{p′R | p′ ∈ AssR′(M ′)} ⊆ AssR(M),

then p = (p′, xi1 , . . . , xit) is of the desired form. The reverse inclusion
follows from [25, Proposition 3.1.8]. �

Corollary 2.13. Let M be a multigraded module of nested type, and
let p be the minimum of the values j where xj /∈ p for all p ∈ AssR(M).
Then xp, . . . , xn is a regular sequence on M , and p = pdR(M) where
pdR(M) denotes the projective dimension of M .
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Proof. SinceM is of nested type, xp, . . . , xn is a regular sequence on
M by Theorem 2.12. We have

depth(M/(xp, . . . , xn)M) = depthM − (n− p+ 1).

We also have
m ∈ AssR(M/(xp, . . . , xn)M),

by definition of p and Theorem 2.12. Therefore,

depth(M/(xp, . . . , xn)M) = 0,

and hence,
p = (n+ 1)− depthM = pdR(M). �

3. Another characterization. The main result in this section is
Theorem 3.12, which extends [5, Proposition 3.2 (3)] to multigraded
modules. Our method is based on the theory of idealization of modules,
for which we refer the reader to [1] and [17, page 123]. The reason for
choosing this strategy is that we have not been able to use the direct
method here.

Definition 3.1. Let M be a graded R-module, and let N be a graded
submodule of M . Then the graded submodule N satM := N :M m∞ of
M , where m := (x0, . . . , xn) is called the saturation of N with respect
to M . The submodule N is called saturated with respect to M if
N satM = N .

Proposition 3.2. LetM be a finitely generated multigraded R-module,
N a multigraded submodule of M , L := M/N and d := dimL. Then
the following conditions are equivalent.

(i) xn is not a zero divisor onM/N satM , and, for all i with n−d+1 ≤
i < n, xi is not a zero divisor on M/(N + (xn, . . . , xi+1)M)satM .

(ii) xn, xn−1, . . . , xn−d+1 is a “filter regular sequence” on L, i.e., xn /∈
p for all p ∈ AssR(L) \ {m}, and for all i with n− d+ 1 ≤ i < n,
xi /∈ p for all

p ∈ AssR(L/(xn, . . . , xi+1)L) \ {m}.

(iii) xn, xn−1, . . . , xn−d+1 is an “almost regular sequence” on L, i.e.,
(0 :L xn) is of finite length, and, for all i with n− d+ 1 ≤ i < n,
(0 :L/(xn,...,xi+1)L xi) are of finite length.
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(iv) The multiplication maps Lj
·xn−→ Lj+1, and

(L/(xn, . . . , xi+1)L)j
·xi−→ (L/(xn, . . . , xi+1)L)j+1,

are injective, for all j ≫ 0, and all i with n− d+ 1 ≤ i < n.

Proof.

(i) ⇔ (ii). Let Pi := N + (xn, . . . , xi+1)M where n − d + 1 ≤
i < n, and Pn = N . Then the result follows because M/P satM

i
∼=

(M/Pi)/Γm(M/Pi), and hence,

AssR(M/P satM
i ) = AssR((M/Pi)/Γm(M/Pi))

= AssR(M/Pi) \ {m}.

(ii) ⇔ (iii). We use the fact that, for a finitely generated graded
R-module P , being of finite length is equivalent to Supp(P ) ⊆ {m}.
Let (ii) hold. For a given i, we consider a prime ideal p in the set
Supp(0 :L/(xn,...,xi+1)L xi) which is equal to

Supp([(xn, . . . , xi+1)L :L xi]/(xn, . . . , xi+1)L).

Then there exists a prime ideal q ⊆ p such that

q ∈ Ass([(xn, . . . , xi+1)L :L xi]/(xn, . . . , xi+1)L)

⊆ Ass(L/(xn, . . . , xi+1)L).

Since xi ∈ q, then q = m, and hence p = m.

Conversely, let

p ∈ AssR(L/(xn, . . . , xi+1)L) \ {m}

be given. Then
p = ((xn, . . . , xi+1)L :R ℓ),

for some ℓ ∈ L \ (xn, . . . , xi+1)L.

Suppose the contrary, that xi ∈ p. Then ℓ ∈ (xn, . . . , xi+1)L :L xi,
and hence, we have

p ∈ Ass([(xn, . . . , xi+1)L :L xi]/(xn, . . . , xi+1)L).

This implies that p = m, which is a contradiction.
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(iii) ⇔ (iv). Since

(0 :L xn) =
⊕
j∈Z

(0 :Lj xn),

we have (0 :L xn) is of finite length if and only if (0 :Lj xn) = 0

for j ≫ 0, or equivalently Lj
·xn−→ Lj+1 is injective for j ≫ 0. The

remainder of the proof is similar. �

Remark 3.3. The notion of filter regular sequences was implicitly
introduced by Serre in an appendix to [12], and was reintroduced
in [21]. To the best of our knowledge, its first usage under the name
of almost regular sequence has been in [2].

Definition 3.4. For an R-module M , the product set R ×M can be
equipped with two operations: the addition

(r,m) + (r′,m′) = (r + r′,m+m′),

and the multiplication,

(r,m)(r′,m′) = (rr′, rm′ + r′m)

for r, r′ ∈ R and m,m′ ∈ M . The set R ×M becomes a commutative
ring (and in fact an R-algebra) with the identity element (1, 0). It is
called the idealization of M and is denoted by RnM .

Proposition 3.5. Let M be an R-module, and let R n M be the
idealization of M . Then:

(i) for any ideal I of R, and any submodule N of M , we have I nN
is an ideal of RnM if and only if IM ⊆ N .

(ii) Let F be a free R-module with the basis {e1, . . . , em}, and let {y1,
. . . , ym} be a set of indeterminates over R. Then there exists a
natural R-algebra isomorphism,

φ : Rn F → R[y1, . . . , ym]/(y1, . . . , ym)2,

defined as

φ

((
r,

m∑
i=1

riei

))
=

(
r +

m∑
i=1

riyi

)
+ (y1, . . . , ym)2.
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(iii) Spec(RnM) = {pnM | p ∈ Spec(R)}.
(iv) If N is a p-primary submodule of M , then (N :R M) n N is a

pnM -primary ideal of RnM .

Proof. See [1, Proposition 2.2 and Theorems 3.1, 3.2, 3.6]. �

Remark 3.6. Let the notation be as in part (ii) of Proposition 3.5,
and let U be a submodule of F . Assume φ((U :R F ) n U) =
IU/(y1, . . . , ym)2, where IU is an ideal of R[y1, . . . , ym] containing the
ideal (y1, . . . , ym)2. Then we have an induced R-algebra isomorphism

φ̃ : (Rn F )/((U :R F )n U) −→ R[y1, . . . , ym]/IU ,

defined as φ̃(α+(U :R F )nU) = β+IU where φ(α) = β+(y1, . . . , ym)2.

Remark 3.7. Let Γ be a monoid, R Γ-graded and M a Γ-graded R-
module. Then RnM is a Γ-graded ring via (RnM)γ = Rγ ×Mγ for
all γ ∈ Γ.

Proposition 3.8. Let F be a multigraded free R-module with the basis
{e1, . . . , em}, {y1, . . . , ym} a set of indeterminates over R, and let U
be a multigraded submodule of F . Then the ideal IU introduced in
Remark 3.6 is a monomial ideal.

Proof. We identify the polynomial ring R[y1, . . . , ym] with the ring,

k[y1, . . . , ym, x0, . . . , xn].

Since F is multigraded, we may assume that

deg ei := ai ∈ Zn+1 for i = 1, . . . ,m.

We define a Zm+n+1-graded structure on the polynomial rings R and
R[y1, . . . , ym] as well as the free module F by setting

degZm+n+1(xi) := (0, . . . , 0, 1, 0 . . . , 0),

where 1 is the (m+ i+ 1)th component of the vector, and

degZm+n+1(ei) := degZm+n+1(yi) := (0, . . . , 0, 1, 0, . . . , 0,ai),

where 1 is the ith component of the vector. The most important
property of this grading is that no two distinct monomials can have
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the same degree. Consequently, an ideal in R[y1, . . . , ym] is Zm+n+1-
graded if and only if it is a monomial ideal. On the other hand, it is
easy to see that the homomorphism φ introduced in Proposition 3.5 (ii)
is a Zm+n+1-graded homomorphism so that the ideal IU is a monomial
ideal. �

Lemma 3.9. Let F be a free R-module with the basis {e1, . . . , em},
{y1, . . . , ym} a set of indeterminates over R and U a submodule of F .
Then,

AssR[y1,...,ym](R[y1, . . . , ym]/IU ) = {p+(y1, . . . , ym) | p ∈ AssR(F/U)}.

Proof. Let

U =
t∩

i=1

Qi

be a minimal primary decomposition of U where each Qi is a pi-primary
submodule of F . Then, by Proposition 3.5, (U :R F )nU is an ideal of
Rn F , and

(U :R F )n U =

(( t∩
i=1

Qi

)
:R F

)
n
( t∩

i=1

Qi

)

=

( t∩
i=1

(Qi :R F )

)
n
( t∩

i=1

Qi

)

=
t∩

i=1

((
Qi :R F

)
nQi

)
is a minimal primary decomposition of it, where (Qi :R F ) n Qi is a
pi n F -primary ideal of Rn F . Therefore,

AssRnF ((Rn F )/ ((U :R F )n U)) = {pn F | p ∈ AssR(F/U)}.

The set
AssR[y1,...,ym]/(y1,...,ym)2(R[y1, . . . , ym]/IU )

is equal to

φ

(
AssRnF

(
Rn F

(U :R F )n U

))
= {φ(pn F ) | p ∈ AssR(F/U)},
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by Remark 3.6. Since

φ(pn F ) = (p+ (y1, . . . , ym))/(y1, . . . , ym)2,

we get the result. �

Lemma 3.10. Let F be a finitely generated free R-module with the
basis {e1, . . . , em}, and let U be a submodule of F . Then the set,

AssR[y1,...,ym](R[y1, . . . , ym]/((xi1 , . . . , xit)R[y1, . . . , ym] + IU )),

consists of all prime ideals p+ (y1, . . . , ym), where p belongs to the set
AssR(F/((xi1 , . . . , xit)F + U)).

Proof. By Lemma 3.9, we need only show that

φ((((xi1 , . . . , xit)F + U) :R F )n U)

is equal to

(IU + (xi1 , . . . , xit)R[y1, . . . , ym])/(y1, . . . , ym)2.

But this is equal to

φ(((xi1 , . . . , xit)R+ (U :R F ))n U).

Since

((xi1 , . . . , xit)F + U) :R F = (xi1 , . . . , xit)R+ (U :R F ),

we get the result. �

Lemma 3.11. Let F be a finitely generated multigraded free R-module,
and let U be a multigraded submodule of F . Then F/U is of nested type
if and only if (y1, . . . , ym) is not in

AssR[y1,...,ym](R[y1, . . . , ym]/IU ),

and R[y1, . . . , ym]/IU is of nested type.

Proof. This is a direct consequence of Lemma 3.9 and Remark 2.2.
Note that the polynomial ring R[y1, . . . , ym] is identified with the ring

k[y1, . . . , ym, x0, . . . , xn]. �
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Theorem 3.12. Let M be a finitely generated multigraded R-module,
N a multigraded submodule of M and d := dim(M/N). Then M/N is
of nested type if and only if M/N is torsion, and xn, . . . , xn−d+1 is a
filter regular sequence on M/N .

Proof. There exists a finitely generated free multigraded submodule
U of F such that, as multigraded modules, we have an isomorphism
ψ :M/N → F/U . The dimension of R[y1, . . . , ym]/IU is the maximum
of the values

dim(R[y1, . . . , ym]/(p+ (y1, . . . , ym))),

where p varies in Ass(F/U). But this is equal to

max{dim(R/p) | p ∈ Ass(F/U)} = dim(F/U) = dim(M/N) = d.

On the other hand, M/N is of nested type if and only if F/U is of
nested type, and this is by Lemma 3.11 equivalent to the fact that
(y1, . . . , ym) does not belong to

AssR[y1,...,ym](R[y1, . . . , ym]/IU ),

and R[y1, . . . , ym]/IU is of nested type. Note that, by Lemma 3.9,
(y1, . . . , ym) does not belong to AssR[y1,...,ym](R[y1, . . . , ym]/IU ) if and
only if M/N is torsion.

Now, assume that R[y1, . . . , ym]/IU is of nested type. Since we
have y21 , . . . , y

2
m ∈ IU and dim(R[y1, . . . , ym]/IU ) = d, for each i ∈

{0, . . . , n − d}, there exists an integer ki such that xki
i ∈ IU by

Theorem 2.9. This by [5, Proposition 3.2] and Proposition 3.2 shows
that xn, . . . , xn−d+1 is a filter sequence on R[y1, . . . , ym]/IU , and hence
by Lemma 3.10, a filter sequence on F/U . Since ψ is an isomorphism,
xn, . . . , xn−d+1 is a filter sequence on M/N .

Conversely, if xn, . . . , xn−d+1 is a filter sequence onM/N , and hence
on F/U , then xn, . . . , xn−d+1 is a filter sequence on R[y1, . . . , ym]/IU
by Lemma 3.10. This by [5, Proposition 3.2] and Proposition 3.2 shows
that R[y1, . . . , ym]/IU is of nested type, as requested. �

4. Sequential Cohen-Macaulayness. In this section, we describe
the dimension filtration of multigraded modules of nested type explic-
itly, and use it to show that these modules are pretty clean and hence
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sequentially Cohen-Macaulay. This fact was also proved in [8] inde-
pendently with a different argument.

A prime filtration,

F : (0) =M0 ⊂M1 ⊂ · · · ⊂Mr−1 ⊂Mr =M,

of a graded R-module M is called graded if, for each i, Mi is a graded
submodule of M , and as graded R-modules we have Mi/Mi−1

∼=
R/pi(ai), where ai is an integer and pi is a graded prime ideal. It
is well known that any graded module admits a graded prime filtration
(cf., [13, Proposition 7.4]). The support of F is the set of prime ideals
SuppR(F) := {p1, . . . , pr}. By [13, Proposition 7.4], we have

MinR(M) ⊆ AssR(M) ⊆ SuppR(F) ⊆ SuppR(M).

Definition 4.1 ([9]). A (graded) prime filtration F of a non-zero
finitely generated (graded) R-module M is called clean if SuppR(F) ⊆
MinR(M). The (graded) R-module M is called clean if it has a clean
filtration.

Remark 4.2. A graded prime filtration F of a non-zero finitely gen-
erated graded R-module M is clean if and only if, for all i, j for which
pi ⊆ pj , it follows that pi = pj (cf., [14, Lemma 3.1]).

Lemma 4.3. Let M be a finitely generated multigraded R-module, and
let N be a multigraded submodule of M . If N is a primary submodule
of M , then M/N is clean.

Proof. Since N is a primary submodule of M , AssR(M/N) contains
only one element, say p, which is generated by a set of variables. For
simplicity, we assume that p = (x0, . . . , xr)R. Let

R′ := k[x0, . . . , xr] and p′ := p ∩R′.

Then AssR′(M/N) = {p′}. Since p′ is a maximal ideal of R′, we have
SuppR′(M/N) = {p′}, and hence

SuppR′(M/[N + (xr+1, . . . , xn)M ]) = {p′}.

This shows that the R′-module M/[N + (xr+1, . . . , xn)M ] is clean
because the support of its prime filtration is contained in its support.
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Now, let

(0) ⊂ L0 ⊂ · · · ⊂ Ls−1 ⊂ Ls :=M/[N + (xr+1, . . . , xn)M ]

be a (graded) prime filtration of M/[N + (xr+1, . . . , xn)M ], in which

Li/Li−1
∼= (R′/p′)(ai),

where ai is an integer. Then

(0) ⊂ L0 ⊗R′ R ⊂ · · · ⊂ Ls−1 ⊗R′ R ⊂ Ls ⊗R′ R

is a prime filtration of the R-module M/N because we have

(Li ⊗R′ R)/(Li−1 ⊗R′ R) ∼= (R/p)(ai)

and Ls⊗R′ R ∼=M/N . This shows that M/N is clean, as required. �

Definition 4.4 ([20]). Let M be an R-module of dimension d. The
filtration

(0) ⊆ D0(M) ⊆ D1(M) ⊆ · · · ⊆ Dd−1(M) ⊆ Dd(M) =M,

which is defined by the property that Di(M) is the largest submodule
of M with dimDi(M) ≤ i is called the dimension filtration of M .

Remark 4.5. A filtration,

F : (0) ⊆M0 ⊆M1 ⊆ · · · ⊆Md−1 ⊆Md =M,

of an R-module M , is the dimension filtration of M if and only if

Ass(Mi/Mi−1) = {p ∈ Ass(M) | dimR/p = i},

for i = 1, . . . , d (cf., [14, Proposition 1.1]).

Definition 4.6 ([14]). A (graded) prime filtration,

F : (0) ⊆M0 ⊆M1 ⊆ · · · ⊆Mr−1 ⊆Mr =M,

of a non-zero finitely generated (graded) R-moduleM withMi/Mi−1
∼=

R/pi(ai) is called pretty clean if, for all i < j with pi ⊆ pj , it follows
that pi = pj . The module M is called pretty clean if it has a pretty
clean filtration.
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Remark 4.7. For an R-module M , if the non-zero factors of the
dimension filtration of M are clean, then M is pretty clean (cf., [14,
Corollary 4.2]).

Theorem 4.8 (cf. [8, Theorem 1.14]). Let M be a finitely generated
multigraded R-module, N a multigraded submodule of M and d :=
dimM/N . If M/N is of nested type, then the filtration

(0) ⊆ N :M (xn)
∞/N ⊆ N :M (xn−1)

∞/N

⊆ · · · ⊆ N :M (xn−d+1)
∞/N ⊆M/N,

given in Theorem 2.9, is the dimension filtration ofM/N whose nonzero
factors are clean. Consequently, if M/N is of nested type, then it is
pretty clean.

Proof. We set

Dd(M/N) :=M/N,

and

Dn−i(M/N) := N :M (xi)
∞/N for i = n− d+ 1, . . . , n.

Let i with 1 ≤ i ≤ d− 1 be given. By Remark 2.11, either we have

Di−1(M/N) = Di(M/N) ∩Q,

where Q is a p-primary component of M/N with dimR/p = i, or

Di(M/N) = Di−1(M/N).

In the first case, we have

Di(M/N)/Di−1(M/N) ∼= (Di(M/N) +Q)/Q.

Hence, AssR(Di(M/N)/Di−1(M/N)) = {p}, because we can embed
(Di(M/N) +Q)/Q into the R-module (M/N)/Q. We also have

AssR(Dd(M/N)/Dd−1(M/N)) = {(x0, . . . , xn−d)},

because, by Remark 2.11, N :M (xn−d+1)
∞ is the unique (x0, . . . , xn−d)-

primary component of N .

The above argument, together with Remark 4.5, [18, Theorem 6.6]
and Lemma 4.3, shows that the given filtration is the dimension filtra-



MULTIGRADED MODULES OF NESTED TYPE 449

tion of M/N whose nonzero factors are clean. Hence, by Remark 4.7,
M/N is pretty clean. �

Definition 4.9 ([23]). LetM be a finitely generated graded R-module.
We say that M is sequentially Cohen-Macaulay if there exists a finite
filtration (called Cohen-Macaulay filtration)

0 =M0 ⊂M1 ⊂ · · · ⊂Mr =M

of M by graded submodules Mi, satisfying the two conditions:

(i) Each quotient Mi/Mi−1 is Cohen-Macaulay.
(ii) dim(M1/M0) < dim(M2/M1) < · · · < dim(Mr/Mr−1), where dim

denotes Krull dimension.

Remark 4.10. Let M be an R-module with a pretty clean filtration
F such that R/p is Cohen-Macaulay for all p ∈ Supp(F ). Then M is
sequentially Cohen-Macaulay (cf., [14, Theorem 4.1]).

Corollary 4.11 (cf., [19, Lemma 3.4] and [8, Theorem 1.11]). Let M
be a finitely generated multigraded R-module, and let N be a multigraded
submodule of M . If M/N is of nested type, then it is sequentially
Cohen-Macaulay.

Proof. By Theorem 4.8, we may assume thatM/N has a pretty clean
filtration F. By [14, Corollary 3.4], we have Supp(F) = Ass(M/N).
Since M/N is multigraded, then each prime in Ass(M/N) is generated
by a set of variables. Therefore, by Remark 4.10, we conclude the
result. �

Remark 4.12. Corollary 4.11 was proved in the monomial ideal setting
in [15]. It was proved in [19, Lemma 3.4], with a different argument,
for monomial submodules of free graded modules which are of Borel-
type, i.e., it satisfies Theorem 2.9 (ii). Regardless of the fact that we
work with the submodules of general multigraded modules, our result
is more general because it is well known that a multigraded submodule
of a free module need not be monomial.

5. The satiety and regularity. In this section, we provide some
methods for computing the Castelnuovo-Mumford regularity of multi-
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graded modules of nested type, avoiding their minimal graded free res-
olutions.

Let M be a finitely generated graded R-module, and let N be a
graded submodule of M . The value end(Γm(M/N)) + 1, where m is
as in Definition 3.1 and end(−) is the largest non-vanishing degree, is
called the satiety or saturation degree of N with respect to M , and is
denoted by satRM (N) or satM (N). Since

N satM /N = Γm(M/N),

satM (N) is the smallest integer s0 with the property that, for each
s ≥ s0, the sth graded piece of N satM is equal to the sth graded piece
of N , i.e., (N satM )s = Ns. It is clear that the module N is saturated
with respect to M if and only if satM (N) = −∞.

Lemma 5.1. Let M be a finitely generated graded R-module, and let
N be a graded submodule of M . If s0 is the smallest integer such that,
for each s ≥ s0, we have Ns = (N :M m)s, then satM (N) = s0.

Proof. We have s0 ≤ satM (N) because N ⊆ N :M m ⊆ N satM .
Suppose to the contrary that s0 < satM (N). Then s0 ≤ satM (N)− 1,
so

NsatM (N)−1 = (N :M m)satM (N)−1.

Let g ∈ N satM be an arbitrary homogeneous element of degree
satM (N)− 1. Then, for each i with 0 ≤ i ≤ n, we have

xig ∈ (N satM )satM (N) = NsatM (N).

Therefore, mg ⊆ N , which implies that

g ∈ (N :M m)satN (M)−1 = NsatM (N)−1.

Since g is an arbitrary element, we conclude that

NsatM (N)−1 = (N satM )satM (N)−1,

which is a contradiction. �

Corollary 5.2. Let M be a finitely generated graded R-module, and
let N be a graded submodule of M . Then the following conditions are
equivalent.
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(i) N is saturated with respect to M .
(ii) N = (N :M m).
(iii) depth(M/N) > 0.

Proof.

(i) ⇒ (ii). It follows from the equality N satM (N) = N and the chain
of modules N ⊆ (N :M m) ⊆ N satM .

(ii) ⇒ (i). It is a direct consequence of Lemma 5.1.

(i) ⇔ (iii).

N = N satM ⇐⇒ H0
m(M/N) = 0 ⇐⇒ depth(M/N) > 0. �

Proposition 5.3. Let M be a finitely generated graded R-module, and
let N be a graded submodule of M . If N is not saturated with respect
to M , and {g1, . . . , gr} is a homogeneous minimal generating set of
(N :M m), then

satM (N) = max
1≤i≤r

{deg(gi) | gi ̸∈ N}+ 1.

Proof. An adaptation of [5, Proposition 2.1], using Lemma 5.1 and
Corollary 5.2. �

Remark 5.4. To compute the satiety of N with respect to M using
Proposition 5.3, one should compute the colon module N :M m. In
practice, the module M should be free, and in this case, there are
some computational methods for this purpose (cf., for example, [10,
Exercise 15.41] and [16, page 169]). Some of these methods have been
implemented in computer algebra systems. In the next example, we
will compute a colon module using the software Macaulay2 [11].

Example 5.5. Let R = Q[a, b, c], M = R3, and let N be the graded
submodule of M generated by the columns of the matrixa2 0 0 b2 0 0 c2 0 0

0 a2 0 0 b2 0 0 c2 0
0 0 a2 0 0 b2 0 0 c2

 .
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Then computations with the software Macaulay2 show that N :M m is
the graded submodule of M generated by the columns of the matrixa2 0 0 b2 0 0 c2 0 0 abc 0 0

0 a2 0 0 b2 0 0 c2 0 0 abc 0
0 0 a2 0 0 b2 0 0 c2 0 0 abc

 .

Hence, by Proposition 5.3, we have satM (N) = 4.

Let M be a finitely generated graded R-module, and let βij(M) be
the ith Betti number ofM in degree j. Let bi(M) denote the maximum
of the values j for which βij(M) ̸= 0. Then

reg(M) := max{bi(M)− i | i = 0, . . . , s}

is called the Castelnuovo-Mumford regularity of M . It can be shown
that

reg(M) = max{ai(M) + i | i ≥ 0},

where ai(M) := end(Hi
m(M)). Given an integer t ≥ 0, the partial

regularity of M is defined as

regt(M) := max{bi(M)− i | i ≥ (n+ 1)− t}.

It can also be shown that

regt(M) = max{ai(M) + i | i ≤ t}

(cf., [24]).

Proposition 5.6. Let M be a finitely generated graded R-module, and
let N be a graded submodule of M . Then reg(M/N) = max{satM (N)−
1, reg(M/N satM )}.

Proof. IfN is saturated with respect toM , then the result is obvious.
Otherwise, we consider the short exact sequence,

0 −→ Γm

(
M

N

)
−→ M

N
−→ M

N satM
−→ 0,
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of R-modules and R-homomorphisms, which induces the long exact
sequence,

· · · −→ Hi−1
m

(
M

N satM

)
−→ Hi

m

(
Γm

(
M

N

))
−→ Hi

m

(
M

N

)
−→ Hi

m

(
M

N satM

)
−→ · · · ,

of cohomologies. For each i ≥ 1, we have

Hi
m(Γm(M/N)) = 0,

and hence, for each i ≥ 1, we have

Hi
m(M/N) ≃ Hi

m(M/N satM ).

On the other hand, by Corollary 5.2, we have H0
m(M/N satM ) = 0

because N satM is saturated with respect to M . Therefore, the result
follows from the well-known formula,

reg(L) = max{end(Hi
m(L)) + i | i ≥ 0},

where L is any finitely generated graded R-module. Note that
satM (N) = end(H0

m(M/N)) + 1. �

Lemma 5.7. We have

bpdR(M)(M)− adepthM(M) = n+ 1,

where M is a finitely generated graded R-module.

Proof. Let t := depthM . Since

regt(M) = max{bi(M)− i | i ≥ n+ 1− t},

we have
regt(M) = bpdR(M)(M)− pdR(M).

Also,
regt(M) = max{ai(M) + i | i ≤ t}

implies that
regt(M) = adepthM(M) + depthM.

Therefore, the result follows. �
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Remark 5.8. Let M be a finitely generated graded R-module with
dim(M) = d. Then there exist a polynomial φM (t) ∈ Z[t] of degree d−1
and an integer j such that, for each i ≥ j, we have H(M, i) = φM (i),
where H(M, i) is the Hilbert function of M . The smallest integer j
with this property is called the regularity of the Hilbert function of M ,
and is denoted by H(M). By [25, Corollary B.4.1], we have

H(M) ≤ reg(M)− depth(M) + 1,

and the equality holds if reg(M) is attained in the last step of the
graded minimal free resolution of M , and in particular, if M is Cohen-
Macaulay.

Lemma 5.9. Let M be a finitely generated graded R-module. If
y1, . . . , yp is a homogeneous maximal regular sequence of degree 1 on
M , then

end(Hp
m(M)) + p = end(H0

m(M/(y1, . . . , yp)M)).

Proof. A proof can be given by induction on p, using the long exact
sequence,

· · · −→Hi−1
m (M)−→Hi−1

m

(
M

y1M

)
−→Hi

m(M(−1))
y1−→Hi

m(M)−→ · · ·,

induced by

0 −→M(−1)
y1−→M −→ M

y1M
−→ 0. �

Theorem 5.10. Let M be a finitely generated multigraded R-module,
N a multigraded submodule of M , and p = pdR(M/N). If M/N is of
nested type, then

bpdR(M/N)(M/N)− pdR(M/N) = satM (N + (xp, . . . , xn)M)− 1.

In particular, if the regularity of M/N is attained in the last step of the
minimal free resolution of M/N , then

reg(M/N) = satM (N + (xp, . . . , xn)M)− 1,

and
H(M/N) = satM (N + (xp, . . . , xn)M)− n+ p− 1.
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Proof. Using Corollary 2.13, we have

satM (N + (xp, . . . , xn)M) = end(H0
m(M/(N + (xp, . . . , xn)M))) + 1

= end(Hn−p+1
m (M/N)) + n− p+ 2

= bpdR(M/N)(M/N)− p+ 1,

where the first equality is by definition of satiety, the second is by
Lemma 5.9 and the third is by Lemma 5.7. Therefore,

bpdR(M/N)(M/N)− pdR(M/N) = satM (N + (xp, . . . , xn)M)− 1.

The last part of the theorem follows from Remark 5.8. �

Lemma 5.11. Let M be a finitely generated multigraded module. If
M is a graded pretty clean module whose graded pretty clean filtration
has the factors Mi/Mi−1

∼= R/pi(−ai) for i = 1, . . . , r, then reg(M) =
max{ai | i = 1, . . . , r}.

Proof. This was proved in [14, Corollary 6.3] in the monomial
ideal setting. The exact same proof remains valid for multigraded
modules. �

Theorem 5.12. Let M be a finitely generated multigraded R-module,
N a multigraded submodule of M and d = dimM/N . If M/N is
of nested type, then the regularity of M/N is the maximum of the
regularity of the nonzero factors of the dimension filtration of M/N
given in Theorem 4.8.

Proof. According to Theorem 4.8, the dimension filtration of M/N
is:

F : (0) ⊆ D0(M/N) ⊆ D1(M/N) ⊆ · · ·
⊆ Dd−1(M/N) ⊆ Dd(M/N) =M/N,

where

Dn−i(M/N) := N :M (xi)
∞/N for i = n− d+ 1, . . . , n.

If Di(M/N) ̸= Di−1(M/N), then Ass(Di(M/N)/Di−1(M/N)) = {pi}
by Remark 2.11, where dim(R/pi) = i. As we have seen in the
proof of Lemma 4.3, for i = 1, . . . , d, there is a clean filtration for
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Di(M/N)/Di−1(M/N) as follows:

Fi : Di−1(M/N) = Li,0 ⊂ Li,1 ⊂ · · · ⊂ Li,si = Di(M/N),

where Li,j/Li,j−1
∼= R/pi(−ai,j) for j = 1, . . . , si. We can refine the

dimension filtration F to a pretty clean filtration of M/N by inserting
the filtration Fi in it for i = 1, . . . , d. Now the result follows because

reg(M/N) = max{ai,j | 1 ≤ i ≤ d, 1 ≤ j ≤ si},

and

reg(Di(M/N)/Di−1(M/N)) = max{ai,j | 1 ≤ j ≤ si},

by Lemma 5.11. �

Lemma 5.13. Let M be a finitely generated graded R-module and
Rd := k[x0, . . . , xn−d]. Then regR(M ⊗Rd

R) = regRd
(M).

Proof. Let F be a minimal graded free resolution of M as a graded
Rd-module with length s and with terms

Fj :=
⊕
i

Rd(−αji).

The ring homomorphism Rd → R is faithfully flat, and hence, R⊗Rd
F

is a minimal graded free resolution of R⊗Rd
M as a graded R-module

(cf., [3, Corollary 1.2.4]). Since, for each j = 0, . . . , s, we have

R⊗Rd
(⊕iRd(−αji)) ∼= ⊕iR(−αji),

we conclude the result. �

Proposition 5.14. Let

R′ := R/(xp, . . . , xn)R,

and

M ′ :=M/(xp, . . . , xn)M,

where M is a finitely generated graded R-module. Then regR(M) =
regR′(M ′).
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Proof. We may assume that R′ = k[x0, . . . , xp−1]. Then, by
Lemma 5.13, we have regR′(M ′) = regR(M

′ ⊗R′ R). Since

M ′ ⊗R′ R =M ⊗R (R/(xp, . . . , xn)R)⊗R′ R =M ⊗R (R′ ⊗R′ R) =M,

we get the result. �

Remark 5.15. LetM be a multigraded R-module of nested type such
that Ass(M) = {(x0, . . . , xp−1)R}. Let

R′ := R/(xp, . . . , xn)R,

and

M ′ :=M/(xp, . . . , xn)M.

Then, by Theorem 2.12, we have

AssR(M/(xp, . . . , xn)M) = {(x0, . . . , xn)R},

and hence,
AssR′(M ′) = {(x0, . . . , xp−1)R

′}.

Therefore, M ′ has a finite length as an R′-module, and, by Proposi-
tion 5.14, we have regR(M) = endR′(M ′). This fact can be used in
computation of the regularity of nonzero factors in Theorem 5.12.

Lemma 5.16. Let M be a finitely generated graded R-module and
R1 := k[x0, . . . , xn−1]. If xn is regular on M , then regR1

(M) =
regR(M).

Proof. By Lemma 5.13, we have regR1
(M) = regR(M ⊗R1 R). Since

xn is a nonzero divisor on M , and hence on M ⊗R1 R, we have

regR(M ⊗R1 R) = regR

(
M ⊗R1 R

xn(M ⊗R1 R)

)
.

Since
M ⊗R1 R

xn(M ⊗R1
R)

∼=M,

we get the result. �

Theorem 5.17 (cf., [5, Theorem 3.7]). Let M be a finitely generated
multigraded R-module, N a multigraded submodule of M and d :=
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dim(M/N). If M/N is of nested type, then reg(M/N) is the maximum
of the values

satR0

M (N)−1, satR1

M (N :M (xn)
∞)−1, . . . , satRd

M (N :M (xn−d+1)
∞)−1,

where Ri := k[x0, . . . , xn−i] for i = 0, 1, . . . , d.

Proof. By Theorem 2.9, we have N :M (xn−d)
∞ = M . We claim

that regR(M/N) is the maximum of the values

satR0

M (N)− 1, satR1

M (N :M (xn)
∞)− 1, . . . , sat

Rj

M (N :M (xn−j+1)
∞)− 1,

and regRj
(M/(N :M (xn−j)

∞)) for j = 0, . . . , d. Assuming the claim
is true for j ≥ 0, we prove it for j + 1. Note that, for j = 0, the claim
is obvious by Proposition 5.6 and Theorem 2.9 (ii). Since

AssRj+1

(
M

(N :M (xn−j)∞)

)
= AssRj+1

(
M/N

Γ(xn−j)(M/N)

)
= AssRj+1(M/N) \Var(xn−j),

xn−j is regular on M/(N :M (xn−j)
∞). Therefore, by Lemma 5.16, we

have

regRj

(
M

(N :M (xn−j)∞)

)
= regRj+1

(
M

(N :M (xn−j)∞)

)
.

By Proposition 5.6, we have regRj+1
(M/(N :M (xn−j)

∞)) is the
maximum of the values

sat
Rj+1

M (N :M (xn−j)
∞)− 1,

and

regRj+1

(
M

(N :M (xn−j)∞)sat
Rj+1
M

)
.

Applying Theorem 2.9 again, we have:

(N :M (xn−j)
∞)sat

Rj+1
M = (N :M (xn−j)

∞) :M (x0, . . . , xn−j−1)
∞

= N :M (x0, . . . , xn−j−1)
∞

= N :M (xn−j−1)
∞,

which proves our claim, as desired. �
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Remark 5.18 (Further steps). From an algorithmic point of view
one should consider graded free modules and their graded submodules.
Given a graded free module F and a graded submodule U of F , is
there any multigraded module associated with U , say N(U), such that
F/N(U) is a multigraded module of nested type and F/U and F/N(U)
share the same values for important invariants? Corollary 20.21 in [10]
shows that F/ gin(U) has this remarkable property. But, as in the case
of ideals, its construction is not optimal. Based on the analysis of
results and arguments in [5], we expect that [5, Theorems 4.4 and
4.11] can be generalized to the case of modules.
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