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Abstract. Given a subspace U ⊆ C[x1, . . . , xn]d we consider the closure of the image of the
rational map Pn−1 99K PdimU−1 given by U . Its coordinate ring is isomorphic to

⊕
i≥0 U

i

where U i is the degree i component. We consider the Hilbert function of this algebra in
the case where U contains a regular sequence, equivalently the map is a morphism, and find
lower bounds for the dimension of the degree 2 component.

1. Introduction

A well-studied property of ideals in standard-graded polynomial rings is their Hilbert
function. A natural question to ask therefore is which sequences of integers can appear as
Hilbert functions of such ideals. Macaulay answered this question and showed that whenever
there exists an ideal having a certain Hilbert function, there also exists a lex-ideal with the
same Hilbert function. In particular, this implies that it suffices to consider monomial ideals.

Later, Eisenbud, Green and Harris [7] asked a more refined question. Given an ideal I in
the polynomial ring over C containing a regular sequence of degrees d1, . . . , ds. Can we find
a monomial ideal containing xdi

i (i = 1, . . . , s) with the same Hilbert function. This question
turned out to be very difficult and currently only several special cases have been proven.

We are interested in a similar refinement in a different situation. Let n, d ∈ N, n, d ≥
2. We denote by A := C[x1, . . . , xn] the polynomial ring over C. We also write A(n) to
emphasize the number of variables but usually omit the n in the notation. For the polynomial
ring over the reals we write R[x] := R[x1, . . . , xn], x = (x1, . . . , xn).
Given a positive integer r ≤ dimAd and a subspace U ⊆ Ad of dimension r, one may

consider the rational map Pn−1 99K Pr−1 defined by U . The coordinate ring of the closure of
the image of this map is then given as the subalgebra C[U ] defined by U . It carries a natural
Z+-grading with the degree i component being U i, the subspace spanned by all homogeneous
polynomials

∏i
j=1 fj with fj ∈ U .

In [3] the authors ask the following question: For given r, i, n, d what is the minimum of
{dimU i : U ⊆ Ad, dimU = r}. They show that it is attained by a strongly stable subspace.
These are monomial subspaces, hence the minimum can be computed in small cases as one
only has to check finitely many cases.

We are interested in the analogue of the EGH conjecture in this situation. Namely,
determine the minimum if we additionally require the subspace U to be base-point-free,
i.e. there is no point ξ ∈ Pn−1 such that for every f ∈ U : f(ξ) = 0. This is also equivalent
to requiring the rational map defined by U to be a morphism rather than a rational map.
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2 JULIAN VILL

As can be expected from the EGH conjecture this makes the problem even harder. Espe-
cially, it is no longer clear if it suffices to consider monomial subspaces.

In this paper, we are exclusively interested in the degree 2 component U2. It is easy to
see that the maximal dimension is attained by a generic subspace, i.e. being generic in the
Grassmannian of r-planes in affine (dimAd)-space. One might expect that for a generic
subspace the multiplication map S2U → U2 from the second symmetric power is either
injective or surjective. However, as shown in [3, Prop 2.8.] this is not true in general.

Regarding the minimal possible dimension, if we do not require the subspace to be base-
point-free, we know we may take a strongly stable subspace. However, every strongly stable
subspace of codimension at least 1 has a base-point which makes it useless for our purpose.

We note that in general, even in small cases it is a hard task to determine this value. We
do for example not know the precise value already for subspaces of codimension 2 in R[x, y]5.

It turns out to be more convenient to consider the codimension of such subspaces instead
of the dimension. Therefore, we are now interested in the maximum of {codimA2d

U2 : U ⊆
Ad, codimU = k, U base-point-free}. Our main result is the following bound for subspaces
of small codimension.

Theorem (Theorem 8.12). Let k ≤ d − 1. Then for every n ≥ 2 and every base-point-free
subspace U ⊆ C[x1, . . . , xn]d of codimension k we have

codimC[x]2d U
2 ≤ k2 +

(
k+2
3

)
= 1

6
(k3 + 9k2 + 2k).

We want to emphasize that this bound is independent of the number of variables n which
heavily contrasts the general case where we allow the subspace to have base-points. If for
example U has codimension 1, then the unique strongly stable subspace of codimension 1
satisfies codimU2 = n.

Next we explain the structure of the paper as well as the methods used in the proofs. In
Section 2 we recall some results about strongly stable subspaces and the bounds for codimU2

found by Boij and Conca [3]. At the end we introduce well-known theorems by Macaulay,
Gotzmann and Green concerning the growth of Hilbert functions. Section 3 contains a first
easy upper bound whereas in Section 4 we are concerned with subspaces of codimension
1 and 2. Especially the methods used in the codimension 2 case are used again later on.
After this we start proving the general bound which is split into Section 5 to Section 8.
In the first of the sections we study the dependence of m(n, d, k) = max{codimU2 : U ⊆
Ad subspace, codimU = k} on the degree d. After that, we analyse how to change the
number of variables and end by determining the number m(k, k, k).

2. Preliminaries

In this first section, we recall upper bounds for codimA2d
U2 proven by Boij and Conca

[3]. The subspaces realizing the bounds are monomial subspaces and may even be taken to
be strongly stable. Strongly stable subspaces and generic initial ideals form one of our main
tools for the rest of the paper.

For most results, the monomial order does not play a role. For simplicity, if not stated
otherwise, we always work with the lex-ordering. Whenever we consider the orthogonal
complement of a subspace, we always work with the apolarity pairing.

Definition 2.1. Let U ⊆ Ad be a monomial subspace. U is called strongly stable if for
every 1 ≤ i ≤ n the following holds: For every monomial M ∈ U such that xi|M and every
i < j ≤ n, the monomial xj

M
xi

is contained in U .
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BOUNDS ON HILBERT FUNCTIONS OF SUBALGEBRAS IN DEGREE TWO 3

For every monomial ordering ⪰ where x1 < · · · < xn and every monomial M such that
xi|M we have xj

M
xi

⪰ M for every j > i.

Remark 2.2. Another way of thinking about strongly stable subspaces is via their comple-
ments. If U ⊆ Ad is strongly stable and W = U⊥, then for every 1 ≤ i ≤ n the following
holds: For every monomial M ∈ W such that xi|M and every 1 ≤ j < i, the monomial xj

M
xi

is contained in W , i.e. the inequality sign is reversed.

The following statements are all immediate to check from the definition.

Lemma 2.3. Let U ⊆ A(n)d be a strongly stable subspace of codimension k.

(i) The subspace V := x1U ⊕ C[x2, . . . , xn]d+1 is also strongly stable.
(ii) If codimA(n)2d U ≤ d, every monomial in U⊥ is divisible by xs

1 with s := d− k + 1.
(iii) If codimA(n)2d U ≤ n then every monomial in U⊥ is contained in A(k)d = C[x1, . . . , xk]d.

The main reason why strongly stable subspaces are particularly useful are the following
propositions.

Proposition 2.4 ([6, Theorem 15.18]). Let I ⊆ A be a homogeneous ideal. There exists
a Zariski-open subset V ⊆ GLn(C) such that for every G1, G2 ∈ V the initial ideals satisfy
in(G1I) = in(G2I) where GiI := {p(G−1

i x) : p ∈ I} is the ideal I is mapped to by the
coordinate change Gi for i = 1, 2.

Definition 2.5. Let I ⊆ A be a homogeneous ideal and G ∈ V as in Proposition 2.4 then

gin(I) := in(GI)

is called the generic initial ideal of I.

Generic initial ideals have already been used by Hartshorne in 1966 ([10]) to show the
connectedness of Hilbert schemes, and later on to get hold of invariants of projective varieties.
The first systematic study of generic initial ideals in characteristic 0 was done by Galligo in
[8].

Proposition 2.6 ([6, Theorem 15.20, 15.23]). Let I ⊆ A be a homogeneous ideal, then for
every s ≥ 0 the vector space gin(I)s is strongly stable.

The main idea is the following easy observation.

Lemma 2.7. Let I ⊆ A be a homogeneous ideal then in(I)2 ⊆ in(I2).

Remark 2.8. In general we have in(U)2 ⊊ in(U2). Consider U = span(x2
1 + x2

2)
⊥ ⊆ A(n)2

with n ≥ 3. Then U is spanned by all monomials except for x2
1 and x2

2 and by the bi-
nomial x2

1 − x2
2. The initial ideal in(U)2 is spanned by all monomials except for x2

1, i.e.
in(U)2 = span(x2

1)
⊥. Now one easily checks that codimA(n)2d in(U

2)4 = codimA(n)2d U
2 = 2

and codimA(n)2d(in(U)2)
2 = n.

We want to compare the following two values.

Definition 2.9. For n ≥ 2 and d, k ≥ 1 let

m(n, d, k) = max{codimU2 : U ⊆ Ad subspace, codimU = k},
m0(n, d, k) = max{codimU2 : U ⊆ Ad base-point-free subspace, codimU = k}.

We say that a subspace U ⊆ Ad of codimension k realizes m(n, d, k) (resp. m0(n, d, k)) if
codimA2d

U2 = m(n, d, k) (resp. = m0(n, d, k)).
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4 JULIAN VILL

As the following proposition shows, the number m(n, d, k) can be computed combinatori-
ally.

Proposition 2.10 ([3, Proposition 2.2]). For all positive integers n ≥ 2, d ≥ 2 and k, there
exists a strongly stable subspace U ⊆ Ad of codimension k such that

m(n, d, k) = codimA2d
U2.

Remark 2.11. In fact, any strongly stable subspaces U ⊆ Ad of codimension k ≤ d is the
space of all forms of degree d vanishing at some k points (counted with multiplicity). Or
equivalently, the Hilbert function t 7→ dim (A/⟨U⟩)t is equal to k for any t ≥ d. However, it
is not clear in general which configuration of k points realizes m(n, d, k).

Remark 2.12. For small n, d, k this is a list of m(n, d, k) for n = 2, 3, 4, 5, 6. This has
been calculated using SAGE [13] by first finding all strongly stable subspaces of some fixed
codimension and then finding the maximum of all codimU2.
We have m(n, d, 1) = n and m(n, d, 2) = 2n in every case shown in the table. This can

also easily be checked to hold in general.
Moreover, we see that in these examples m(n, d, k) = m(n, k, k) for any d ≥ k, i.e. values

are constant on the right side of the diagonal. This is always true as we show later (see
Corollary 5.5).

Remark 2.13. We now discuss the asymptotic behavior of m(n, d, k). As we have men-
tioned, for fixed n and k, the number m(n, d, k) stabilizes for large d. To be more precise,
we have m(n, d, k) = m(n, k, k) for every d ≥ k.
Determining exactly the growth of m(n, d, k) for increasing n or k seems to be a rather

difficult combinatorial problem. However, it is clear that increasing n or k while fixing the
other value and the degree, results in larger values for m(n, d, k). More precisely, we do get
a lower bound for the growth using the Alexander-Hirschowitz Theorem.

Let X ⊆ Pn−1 be a set of k general points, in the sense of the Alexander-Hirschowitz
Theorem. Assume that d is large enough, then the subspace U of forms in Ad vanishing
on X has codimension k. By the Alexander-Hirschowitz Theorem, the space V of all forms
of degree 2d vanishing to order at least 2 at every point of X has codimension kn. Since
U2 ⊆ V , it follows that codimA2d

U2 ≥ kn, especially m(n, d, k) ≥ kn. And therefore also
m(n, d′, k) ≥ kn for every d′ ≥ k.

Remark 2.14. Let U ⊆ Ad be a strongly stable subspace such that U ̸= Ad. If x
d
1 ∈ U , we

see from the definition that U = Ad. Therefore, xd
1 ∈ U⊥ which reveals a base-point of U .

This shows that if f ∈ U2, then f is singular at the point (1 : 0 : · · · : 0).

For later reference, we now consider base-point-free monomial subspaces U and find bounds
for codimA2d

U2. This will be needed later on as we will reduce to the monomial case.

Lemma 2.15. Let d ≥ 2 and let U ⊆ Ad be a base-point-free, monomial subspace of codi-
mension 1. Then the following hold:

(i) If d = 2 then codimA2d
U2 = 2,

(ii) if d ≥ 3 then codimA2d
U2 ∈ {0, 1}.

Proof. Let U⊥ = span(M) for some monomial M ∈ Ad. Up to permutation of the variables
there are only two monomials in A2d that have only one decomposition into a product of
monomials of degree d, those are x2d

1 and x2d−1
1 x2.
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BOUNDS ON HILBERT FUNCTIONS OF SUBALGEBRAS IN DEGREE TWO 5

n = 3 n = 4

d = 2 3 4 5 6 7 8 9 2 3 4 5 6 7 8 9

codimU =

1 3 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4

2 6 6 6 6 6 6 6 6 8 8 8 8 8 8 8 8

3 10 10 10 10 10 10 10 10 13 13 13 13 13 13 13 13

4 12 13 13 13 13 13 13 13 20 20 20 20 20 20 20 20

5 14 16 17 16 16 16 16 16 23 24 25 24 24 24 24 24

6 − 21 21 21 21 21 21 21 26 29 29 31 28 28 28 28

7 − 23 24 24 25 24 24 24 30 35 35 35 37 35 35 35

8 − 25 27 27 28 29 27 27 32 39 40 41 41 43 40 40

9 − 27 30 31 31 32 33 31 34 45 45 45 47 47 49 45

n = 5 n = 6

d = 2 3 4 5 6 7 8 9 2 3 4 5 6 7 8 9

codimU =

1 5 5 5 5 5 5 5 5 6 6 6 6 6 6 6 6

2 10 10 10 10 10 10 10 10 12 12 12 12 12 12 12 12

3 17 16 16 16 16 16 16 16 21 19 19 19 19 19 19 19

4 24 25 24 24 24 24 24 24 28 31 28 28 28 28 28 28

5 35 35 35 35 35 35 35 35 40 40 41 40 40 40 40 40

6 39 40 40 41 40 40 40 40 56 56 56 56 56 56 56 56

7 43 47 45 46 49 45 45 45 61 62 62 62 62 62 62 62

8 48 54 55 54 54 57 54 54 66 71 68 68 68 71 68 68

9 55 60 60 63 61 62 65 59 73 79 81 79 79 79 81 79

Let T ∈ A2d be any monomial that is not x2d
1 or x2d−1

1 x2 (after permutation of the vari-
ables). Then there are two decompositions into a product of two monomials of degree d.
Especially, one of the decompositions does not use the monomial M , hence T ∈ U2.

The decompositions of the two monomials above are x2d
1 = (xd

1)(x
d
1) and x2d−1

1 x2 =
xd
1(x

d−1
1 x2). Therefore, both are not contained in U2 if and only if M = xd

1, and only
x2d−1
1 x2 is not contained in U2 if and only if M = xd−1

1 x2. In the first case, U has a base-
point, in the second case the only monomial not contained in U2 is x2d−1

1 x2 if d ≥ 3 and thus
codimA2d

U2 = 1.
If d = 2 and U is base-point-free, U⊥ is spanned by x1x2 (after permutation of the

variables). We easily check that U2 contains every monomial of degree 4 except for x3
1x2 and

x1x
3
2. Hence codimA2d

U2 = 2. □
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6 JULIAN VILL

Lemma 2.16. Let U ⊆ Ad be a base-point-free, monomial subspace of codimension 2. Then
the following hold:

(i) codimA2d
U2 ≤ 6 if d = 2,

(ii) codimA2d
U2 ≤ 4 if d ∈ {3, 4},

(iii) codimA2d
U2 ≤ 2 if d ≥ 5.

Moreover the bound is tight for d ≤ 4.

Proof. The proof works the same as for Lemma 2.15 by considering all monomials with at
most two distinct decompositions. □

For the following sections, we need some knowledge about the Hilbert functions of ideals
generated by subspaces. We introduce theorems of Macaulay and Gotzmann concerning
Hilbert functions and Green’s Hyperplane Restriction Theorem for later reference.

Definition 2.17. Let a, d ∈ N, then a can be uniquely written in the form

a =
(
k(d)
d

)
+
(
k(d−1)
d−1

)
+ · · ·+

(
k(1)
1

)
,

where k(d) > k(d − 1) > · · · > k(1) ≥ 0, called the d-th Macaulay representation of a (see
[4, Lemma 4.2.6.]). For any integers s, t ∈ Z define

a(d)|st :=
(
k(d)+s
d+t

)
+
(
k(d−1)+s
d−1+t

)
+ · · ·+

(
k(1)+s
1+t

)
.

Furthermore for a < b we define
(
a
b

)
= 0.

Theorem 2.18 (Macaulay’s Theorem, [11, Corollary C.7.], [4, Theorem 4.2.10]). Let I ⊆ A
be a homogeneous ideal and let H = (hi)i≥0 be the Hilbert function of I. Then

(i) hi+1 ≤ (hi)(i)|11 for every i ≥ 0, and
(ii) if there exists j ∈ N such that j ≥ hj, then hi ≥ hi+1 for every i ≥ j.

In fact, Macaulay showed in 1927 [12] that whenever we have a sequence H = (hi)i≥0

which satisfies property (i) in Theorem 2.18, there exists n ≥ 2 and a homogeneous ideal
I ⊆ A such that the Hilbert function of I is exactly H. This ideal I can even be chosen to
be monomial.

Theorem 2.19 (Gotzmann’s Persistence Theorem, [11, Corollary C.17.], [1, Theorem 2.6]).
Let d ≥ 0 be an integer and let I be a homogeneous ideal that is generated in degrees at most
d (I = ⟨I≤d⟩). Denote by H = (hi)i≥0 the Hilbert function of I. If hd+1 = (hd)(d)|11, then
hd+l = (hd)(d)|ll for all l ≥ 1.

By Macaulay’s Theorem hd+1 ≤ (hd)(d)|11. Therefore, Gotzmann’s Theorem determines
the complete Hilbert function whenever we have maximal growth from some degree d to the
next degree d+1. Namely, the growth is maximal for all following degrees as well. For ideals
generated by subspaces, this has the following meaning.

Corollary 2.20. Let U ⊆ Ad be a subspace of codimension k ≤ d and let H = (hi), hi :=
h⟨U⟩(i) be the Hilbert function of ⟨U⟩. Then

(i) hd+1 = codimAd+1
A1U ≤ k and

(ii) if hd+1 = k, then hd+i = codimAd+i
AiU = k for all i ≥ 1.

In case (ii) V(U) ̸= ∅ is finite.
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BOUNDS ON HILBERT FUNCTIONS OF SUBALGEBRAS IN DEGREE TWO 7

Proof. (i): We have codimAd
U = hd = k ≤ d and therefore codimAd+1

A1U = hd+1 ≤ hd = k
by Theorem 2.18 (ii).

(ii): We first note that the d-th Macaulay representation of hd is given by

hd =
(
d
d

)
+ · · ·+

(
d−k+1
d−k+1

)
=
∑k−1

i=0

(
d−i
d−i

)
and therefore (hd)(d)|11 = hd = k. Hence, the assumption hd+1 = k = (hd)(d)|11 allows us to
use Theorem 2.19 from which we get

hd+i = (hd)(d)|ii =
(
d+i
d+i

)
+ · · ·+

(
d−hd+1+i
d−hd+1+i

)
= k

for every i ≥ 1.
In (ii) the Hilbert polynomial is the constant polynomial k, hence V(U) is non-empty and

finite. □

Corollary 2.21. Let U ⊆ Ad be a base-point-free subspace with codimAd
U = k ≤ d. Then

h⟨U⟩(2d− 1) ≤ 1. If k < d then h⟨U⟩(2d− 1) = 0.

Proof. The Hilbert function of ⟨U⟩ has to be smaller than (. . . , k, k − 1, k − 2, . . . , 1, 0)
(dimension dropping by at least 1 in every degree): indeed, if we had equality in any two
consecutive degrees s and s + 1 with s ≥ d such that hs ̸= 0, it follows from Corollary 2.20
(ii) that V(U) ̸= ∅. Therefore, we get the inequality on the degree 2d − 1 component of
A/⟨U⟩. □

For the degree 2d component, there is a stronger result due to Blekherman using Cayley-
Bacharach duality.

Theorem 2.22 ([2, Theorem 2.5.]). Let n ≥ 3, d ≥ 3 and let U ⊆ Ad be a base-point-free
subspace. If codimAd

U < 3d− 2, then UAd = A2d. If n ≥ 4, d = 2 and codimA2 U < 5, then
UA2 = A4.

Remark 2.23. If we would use the same argument as in Corollary 2.21, we only get
h⟨U⟩(2d) = 0 if codimAd

U ≤ d, instead of whenever codimAd
U < 3d− 2 (< 5 if d = 2).

This also shows that the bound codimAd
U ≤ d in Corollary 2.21 is far off from being

necessary to obtain h⟨U⟩(2d− 1) = 0 in general.
However, Theorem 2.22 only tells us something about UAd and not about UAd−1 and

the proof does not easily generalize to other degrees but is very specific to the degree 2d
component UAd.

Definition 2.24. Let I ⊆ A be a homogeneous ideal and p ∈ As for some s ≥ 1. We define
the ideal quotient

(I : p) :=
⊕
ν≥0

(I : p)ν

where
(I : p)ν := {q ∈ Aν : pq ∈ I} ⊆ Aν

for every ν ≥ 0. If U ⊆ Ad is a subspace, we write (U : p) := (⟨U⟩ : p)d−s ⊆ Ad−s.

2.25. We consider the following setup. Let I ⊆ A be a homogeneous ideal and l ∈ A1 a
linear form. We have the graded exact sequence

0 → A/(I : l)(−1)
·l→ A/I → A/⟨I, l⟩ → 0.

Let hi = dim(A/I)i and ci = dim(A/(I, l))i.
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8 JULIAN VILL

In this situation, we have the following theorem due to Green.

Theorem 2.26 (Green’s Hyperplane Restriction Theorem, [9, Theorem 1]). For any d ≥ 0
and a generic linear form l ∈ A1 we have

cd ≤ (hd)(d)|−1
0 .

This can either be seen as a lower bound for dim⟨I, l⟩d or equivalently as an upper bound
for dim(I : l)d−1 which tells us how many elements in I are divisible by l.

Notation-wise this means that if hd =
(
k(d)
d

)
+
(
k(d−1)
d−1

)
+ · · ·+

(
k(1)
1

)
, then

cd ≤
(
k(d)−1

d

)
+
(
k(d−1)−1

d−1

)
+ · · ·+

(
k(1)−1

1

)
.

Example 2.27. Let U ⊆ Ad be a subspace of codimension 1 and let l ∈ A1 be a generic
linear form. This means hd = Ad/U = 1 =

(
d
d

)
. Therefore, Theorem 2.26 shows

cd ≤
(
d−1
d

)
= 0.

On the one hand, this means ⟨U, l⟩d = Ad, and on the other hand

codimAd−1
(U : l)d−1 = codimAd

U − dim⟨I, l⟩d = 1.

I.e. the subspace (U : l)d−1 also has codimension 1.

3. A first upper bound for base-point-free subspaces

One way to get a good upper bound for base-point-free subspaces of small dimension is
the following.

Proposition 3.1. Let U ⊆ Ad be a base-point-free subspace of dimension r. Then

dimU2 ≥ nr −
(
n
2

)
.

Proof. Since U is base-point-free it follows that dimU ≥ n and U contains a regular sequence
p1, . . . , pn. Consider the map

n∏
i=1

U → A2d, (q1, . . . , qn) 7→
n∑

i=1

piqi.

Since p1, . . . , pn is a regular sequence, the syzygies are the ones coming from the Koszul com-
plex of the sequence. Namely, the kernel is spanned by the vectors (0, . . . , 0, pj, 0, . . . , 0,−pi, 0, . . . , 0)
with i < j and pj at position i in the vector and −pi at position j. There are exactly

(
n
2

)
of those vectors, hence the image span(p1, . . . , pr)U has dimension n · dimU −

(
n
2

)
and the

image is contained in U2. □

Corollary 3.2. For any n, d ≥ 1, 1 ≤ k ≤ dimAd we have

m0(n, d, k) ≤
(
n−1+2d
n−1

)
+
(
n
2

)
+ nk − n

(
n−1+d
n−1

)
Example 3.3. The easiest example where this bound is tight is U = span(xd

1, . . . , x
d
n). Since

U is spanned by a regular sequence the condition span(p1, . . . , pn)U = U2 is certainly true.
In general, one should expect this bound to be good whenever the dimension of the sub-

space is close to n and rather bad whenever codimU is small.
However, the bound can also be tight or almost tight even for larger subspaces. Indeed,

in any of the following cases, there exists a base-point-free subspace U ⊆ Ad of dimension r
such that the bound in Proposition 3.1 is tight.
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BOUNDS ON HILBERT FUNCTIONS OF SUBALGEBRAS IN DEGREE TWO 9

(i) r = n,
(ii) d is even, n ≥ 3 and r = n+ 3,
(iii) s := r − n+ 1 ∈ N and s divides d.

In the next two cases, there exists a base-point-free subspace U ⊆ Ad of dimension r such
that the bound is 1 off, i.e. dimU2 = nr −

(
n
2

)
+ 1.

(iv) d is even, n ≥ 4 and r = n+ 6,
(v) 3|d, n ≥ 3 and r = n+ 7.

The proof is not hard but we do not include a proof here as this is not needed later. The
main reason is that the second Veronese of P2 and the s-th Veronese of P1 (s ∈ N) are both
varieties of minimal degree and the second (resp. third) Veronese of P3 (resp. P2) is an
arithmetically Cohen-Macaulay variety of almost minimal degree.

The third case is especially interesting since it shows that if the degree is large enough,
there exist subspaces of any dimension in any number of variables such that the bound is
tight.

The main downside of this bound is that for large subspaces, i.e. small codimension, this
bound depends on n which is not necessary as shown in Theorem 8.12. From now on we
consider only the case where the codimension of U is small.

4. Subspaces of codimension 1 and 2

We start by determining bounds for codimA2d
U2 in the cases codimAd

U = 1, 2. We show
that there is a uniform bound for codimA2d

U2 not depending on n or d. This is also our
main motivation for the next sections where we generalize this result to higher codimensions.
Furthermore, we show Theorem 4.5 which is our main tool in the next sections to reduce the
number of variables.

Lemma 4.1. Let U ⊆ Ad be a base-point-free subspace and W := U⊥. If V(W ) is not
contained in any linear variety of codimension 2, then there exists a change of coordinates
such that in(U)d is base-point-free.

In the case n = 2, this should be understood as V(W ) ̸= ∅, i.e. dimV(W ) ∈ {0, 1}.
Proof. By assumption there exist linearly independent linear forms l1, . . . , ln−1 ∈ A1 such
that ld1, . . . , l

d
n−1 ∈ U . After a change of coordinates, we can assume that xd

1, . . . , x
d
n−1 ∈ U .

Since x1 < x2 < · · · < xn, it holds that xd
n ≥ xα for any α = (α1, . . . , αn) ∈ Zn

+ =
{(a1, . . . , an) ∈ Zn : ai ≥ 0, ∀ i = 1, . . . , n}, |α| :=

∑n
i=1 αi = d. Since U is base-point-free,

there exists a form in U such that xd
n occurs in it. Hence, in(U)d contains xd

1, . . . , x
d
n which

shows that the subspace in(U)d is base-point-free. □

With this lemma in place, we look at subspaces of codimension 1. Firstly, we consider the
simple case where our subspace does have a base-point.

Lemma 4.2. If U ⊆ Ad is a subspace of codimension 1 and U has a base-point, then
codimA2d

U2 = n.

Proof. We can apply a change of coordinates such that U⊥ = span(xd
1). Then U is the

subspace spanned by all monomials except xd
1. Now we see that for every 1 ≤ i ≤ n the

monomial x2d−1
1 xi is not contained in U2 and thus codimA2d

U2 = n. □

Proposition 4.3. Let d ≥ 2 and U ⊆ Ad be a base-point-free subspace of codimension 1.
Then the following hold:
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10 JULIAN VILL

(i) If d ≥ 3, then codimA2d
U2 ≤ 1,

(ii) if d = 2, then codimA2d
U2 ≤ 2.

Proof. Write W := U⊥ = span(q) for some q ∈ Ad. No hypersurface is contained in a
linear variety of codimension 2, hence by Lemma 4.1 we can apply a change of coordinates
and assume that the subspace in(U)d is base-point-free. Then dimU2 = dim in(U2)2d ≥
dim (in(U)2)2d by Lemma 2.7. It therefore suffices to check the claim for monomial subspaces
which is done in Lemma 2.15. □

Remark 4.4. In the case d = 2 it is even true that codimA4 U
2 ∈ {0, 2}, i.e. the case

codimA4 U
2 = 1 does not occur. This can be shown by considering the orthogonal comple-

ment of U . It is spanned by a quadratic form q ∈ A2 of rank at least 2. As quadratic forms
are diagonalizable, one can reduce to a combinatorial situation. If the rank is equal to 2, the
codimension of U2 is 2, in any other case U2 = A4.

Now we turn to the codimension 2 case. We find a bound for codimA2d
U2 by reducing

either to monomial subspaces or subspaces of binary forms.
First, we show how to reduce the number of variables. The idea of the proof is the following:

if U ⊆ A[xn+1]d = C[x1, . . . , xn+1]d is a subspace of the form U = xn+1A[xn+1]d−1 ⊕ U ′ with
U ′ ⊆ Ad, then U2 = x2

n+1A[xn+1]2d−2 ⊕ xn+1Ad−1U
′ ⊕ (U ′)2. This shows

codimA(n+1)2d U
2 = codimA(n)2d(U

′)2 + codimA(n)2d−1
Ad−1U

′.

If U does not have this nice form, we have to argue slightly more carefully using the same
idea.

Theorem 4.5. Let U ⊆ Ad be a subspace of codimension k. If there exists 2 ≤ m ≤ n (R :=
A(m)) such that U ′ := U ∩Rd satisfies codimRd

U ′ = k, then

codimA2d
U2 ≤ (n−m) codimR2d−1

U ′Rd−1 + codimR2d
(U ′)2.

Proof. Let m = ⟨xm+1, . . . , xn⟩ ⊆ Ad, then md =
∑n

i=m+1 xiAd−1. We write

U = U ′ ⊕ V ⊕W

with U ′ ⊆ Rd, V ⊆ md and W = span(pi + qi : i = 1, . . . , s) where pi ∈ Rd and 0 ̸= qi ∈ md

for i = 1, . . . , s. By assumption codimRd
U ′ = k which means U +Rd = Ad and thus

V ⊕ span(q1, . . . , qs) = md. (1)

Calculating U2 we get

U2 = (U ′)2 + (V +W )2 + U ′(V +W ).

Since we are working with the lex-ordering (and x1 < · · · < xn), any monomial of degree d
containing any xi, i ≥ m+ 1 is bigger than any monomial in Rd.

Firstly, fix any monomial xα such that α ∈ Zn
+, |α| = 2d and

∑
j≥m+1 αj ≥ 2, then there

exist β, γ ∈ Zn
+, |β| = |γ| = d and xi, xj, i, j ≥ m+ 1 such that xi|xβ, xj|xγ and xα = xβxγ.

Then we have xβ + pβ, x
γ + pγ ∈ V +W for some pβ, pγ ∈ Rd. Hence

xα = in((xβ + pβ)(x
γ + pγ)) ∈ in((V +W )2)2d ⊆ in(U2)2d.

Secondly, we have

in(U ′(V +W ))
Eq. (1)

⊇ in(U ′md) = in

(
n⊕

i=m+1

xi(U
′Ad−1)

)
⊇ in

(
n⊕

i=m+1

xi(U
′Rd−1)

)
.
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BOUNDS ON HILBERT FUNCTIONS OF SUBALGEBRAS IN DEGREE TWO 11

This shows that for every i = m+ 1, . . . , n we have

m2A2d−2, in((U
′)2)2d, in(xiU

′Rd−1)2d ⊆ in(U2)2d.

Counting dimensions, we get

codimA2d
in(U2)2d ≤ (n−m) codimR2d−1

U ′Rd−1 + codimR2d
(U ′)2.

□

Remark 4.6. The bound is sharp whenever U = (xm+1, . . . , xn)Ad−1 ⊕ U ′ as can be seen
from the comment above Theorem 4.5.

Corollary 4.7. If the subspaces U,U ′ in Theorem 4.5 are base-point-free and k ≤ d − 1,
then

codimA2d
U2 ≤ codimR2d

(U ′)2.

Proof. By Corollary 2.21 the degree 2d−1 component of R/⟨U ′⟩ has dimension 0. Therefore,
the result follows from Theorem 4.5. □

Theorem 4.8. Let U ⊆ Ad be a base-point-free subspace of codimension 2. Then the follow-
ing hold:

(i) If d = 2, then codimA4 U
2 ≤ 6,

(ii) if d ≥ 3, then codimA2d
U2 ≤ 4.

For d ≤ 4 the bounds are tight.

Proof. Let W = U⊥. If V(W ) ̸= V(l, l′) for any two linear forms l, l′ ∈ A1, the claim follows
from Lemma 4.1 and Lemma 2.16 with the same arguments as in the codimension 1 case
(Proposition 4.3) as we can reduce to base-point-free monomial subspaces.

Otherwise we can assume after a change of coordinates that V(W ) = V(x1, x2) and thus
xd
3, . . . , x

d
n ∈ U, xd

1, x
d
2 /∈ U . Hence, we can write

U = span(xα + ναx
d
1 + λαx

d
2 : α ∈ Zn

+, |α| = d, ∃ i ≥ 3: xi|xα)⊕ U ′

where U ′ ⊆ C[x1, x2]d is a subspace of codimension 2. We distinguish two cases. Either (a)
for all α we have να = λα = 0, or (b) there exists α such that (να, λα) ̸= (0, 0).
(a): Here U has the form

U = span(x3, . . . , xn)Ad−1 ⊕ U ′.

If d = 2, this case cannot occur since dimU ′ = 1 and thus U has a base-point. Hence, we
can assume that d ≥ 3. Since U is base-point-free it follows that U ′ is base-point-free as a
subspace of C[x1, x2]d. Then codimA2d

U2 ≤ codimA(2)2d(U
′)2 ≤ 4 by Corollary 4.7.

(b): Fix α ∈ Zn
+, |α| = d such that (να, λα) ̸= (0, 0). Consider the subspace

V := U ′ ⊕ span(ναx
d
1 + λαx

d
2) ⊆ C[x1, x2]d.

This subspace has codimension 1 and thus V ⊥ = span(h) for some h ∈ C[x1, x2]d. Especially,
there exists l ∈ C[x1, x2]1 such that ld ∈ V , namely the one evaluating h in one of its zeroes.
Therefore, there exist a ∈ C and β ∈ Zn

+, |β| = d, xβ /∈ C[x1, x2] such that axβ + ld ∈ U .

Write xβ = xβ1

1 xβ2

2 M with M ∈ C[x3, . . . , xn]. Let ϕ be a change of coordinates on C[x1, x2]
that maps l to x2. Then aMg + xd

2 ∈ ϕ(U) with g ∈ C[x1, x2] the image of xα1
1 xα2

2 under ϕ.
Now take any monomial ordering such that x1 > x2 > · · · > xn and such that xd

2 is greater
than any monomial in Mg, for example, the ordering given in Remark 4.9. With respect to
this ordering in(ϕ(U))d contains xd

1, . . . , x
d
n and is therefore base-point-free: the monomials
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12 JULIAN VILL

xd
3, . . . , x

d
n are contained in U and therefore in ϕ(U) by assumption. The monomial xd

2 is the
initial monomial of aMg + xd

2 and xd
1 appears in some form in ϕ(U) since it is base-point-

free and by the choice of the monomial ordering xd
1 is the initial monomial of that form.

Now we finish as earlier, codimA2d
U2 = codimA2d

ϕ(U)2 ≤ codimA2d
(in(ϕ(U))d)

2 and using
Lemma 2.16 we get the bounds we wanted.

The bounds are tight for d ≤ 4 by Lemma 2.16. □

Remark 4.9. We want to define a monomial ordering such that x1 > x2 > · · · > xn and such
that xd

2 is greater than any monomial of degree d that is divisible by xi for any i ∈ {3, . . . , n}.
We consider a block ordering ⪰b on the sets {x1, x2} and {x3, . . . , xn} and on each set the

graded-lexicographic-ordering (grlex). Let α, β ∈ Zn
+, then the grlex ordering is defined as

xα ⪰grlex xβ : |α| > |β| or |α| = |β| and xα ⪰lex xβ

where ⪰lex is the usual lex-ordering and the variables are ordered as x1 > x2 > · · · > xn.
Then the block-ordering is defined as follows. Let α, β ∈ Zn

+, then

xα ⪰b x
β :⇔ xα1

1 xα2
2 ≻grlex xβ1

1 xβ2

2 or xα1
1 xα2

2 = xβ1

1 xβ2

2 and
xα

xα1
1 xα2

2

⪰grlex
xβ

xβ1

1 xβ2

2

.

Now let xα ∈ Ad be any monomial such that αi > 0 for some i ∈ {3, . . . , n}. Then α1+α2 < d
and therefore xd

2 ≻b x
α.

Remark 4.10. The idea to choose a monomial ordering such that the degree d component
of the initial ideal is base-point-free is unlikely to work as easily for higher codimensions.

The lex-plus-powers conjecture (or EGH conjecture) due to Eisenbud, Green, and Harris
[7] predicts that for any homogeneous ideal I ⊆ A containing a regular sequence p1, . . . , pn
with di := deg pi, there is also a monomial ideal containing xai

i for i = 1, . . . , n with the
same Hilbert function as I. The conjecture has only been proven in some special cases, see
for example [5].

This is certainly not exactly what we are after. On the one hand, we are only interested
in the case where all pi are of the same degree and the ideal is generated in that degree.
On the other hand, it is not enough that the monomial ideal has the same Hilbert function,
since the Hilbert function of I does not determine the Hilbert function of I2.
This however shows that we should not expect a reduction to monomial ideals to easily

work in more general cases.

We have seen that in the codimension 1 case the codimension of U2 can be bounded by 1
if d ≥ 3 (resp. 2 if d = 2) and in the case codimAd

U = 2, the codimension can be bounded
by 4 if d ≥ 3 (resp. 6 if d = 2). We would like to generalize this to higher codimensions. It
seems that the correct way to do this is to show that there is a bound for codimA2d

U2 that
is independent of n or d, as long as d is large enough.

We have already seen how we can reduce the number of variables and therefore make our
bounds independent of n using Theorem 4.5.

In the next section, we show how to find bounds that are independent of the degree d.

5. Reducing the degree

In this section, we show that for d ≥ k the function d 7→ m(n, d, k) is constant for
every fixed n, k. By definition, this is equivalent to showing that for certain subspaces
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BOUNDS ON HILBERT FUNCTIONS OF SUBALGEBRAS IN DEGREE TWO 13

U ⊆ Ad of codimension k there exists a subspace V ⊆ Ad−1 of codimension k such that
codimA2d

U2 = codimA2d−2
V 2 whenever d > k.

For the next proofs, let us recall that for any subspace U ⊆ Ad and any l ∈ A1 we have
the exact sequence in 2.25:

0 → Ad−1/(U : l) → Ad/U → Ad/⟨U, l⟩d → 0.

Especially, if ⟨U, l⟩d = Ad it follows that codimAd−1
(U : l) = codimAd

U .

Lemma 5.1. Let U ⊆ Ad be a subspace of codimension k and k ≤ d. Then for a generic
linear form l ∈ A1 we have ⟨U, l⟩d = Ad and codimAd−1

(U : l) = codimAd
U .

Proof. With the notation from 2.25 and with I = ⟨U⟩ we have

hI(d) = hd = k =
k−1∑
i=0

(
d−i
d−i

)
since k ≤ d. Hence, by Green’s Theorem

dimAd/⟨U, l⟩d = cd ≤ (hd)(d)|−1
0 =

k−1∑
i=0

(
d−i−1
d−i

)
= 0

which means Ad/⟨U, l⟩d = 0, and therefore the first claim follows. The second one is imme-
diate from the exact sequence above. □

Theorem 5.2. Let U ⊆ Ad be a subspace of codimension k ≤ d and let l ∈ A1 be a generic
linear form. With V := (U : l) ⊆ Ad−1 the following inequality holds

codimA2d
U2 ≤ codimA2d−1

UV.

If furthermore k ≤ d− 1, then

codimA2d
U2 ≤ codimA2d−2

V 2.

Proof. Since l is generic and k ≤ d it follows from Lemma 5.1 that codimAd−1
V = codimAd

U
and ⟨U, l⟩d = Ad. Furthermore, we have

A2d = (⟨U, l⟩d)2 ⊆ ⟨U2, l⟩2d,
hence codimA2d−1

(U2 : l) = codimA2d
U2 by the exact sequence in 2.25. Since UV ⊆ (U2 : l)

we have

codimA2d
U2 = codimA2d−1

(U2 : l) ≤ codimA2d−1
UV.

Now we do the same for UV if k ≤ d− 1. If we show that ⟨V, l⟩d−1 = Ad−1, then

A2d−1 = ⟨U, l⟩d⟨V, l⟩d−1 ⊆ ⟨UV, l⟩2d−1.

Thus codimA2d−2
(UV : l) = codimA2d−1

UV and V 2 ⊆ (UV : l) which means codimA2d−1
UV ≤

codimA2d−2
V 2.

It is left to show that ⟨V, l⟩d−1 = Ad−1. This is equivalent to showing that codimAd−2
(V : l) =

codimAd−1
V . Since ((U : l) : l) = (U : l2) this again is equivalent to showing that

codimAd−2
(U : l2) = codimAd−1

V = codimAd
U or ⟨U, l2⟩d = Ad. Since l ∈ A1 is generic,

we can also apply a generic change of coordinates to U , hence assume that in(U) = gin(U)
and l = x1. Then

dim ⟨U, x2
1⟩d = dim in(⟨U, x2

1⟩)d ≥ dim ⟨in(U), x2
1⟩d.
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Here the first equality follows from the fact that any ideal and its initial ideal have the same
Hilbert function, the second one is immediate since in(⟨U, x2

1⟩) ⊇ ⟨in(U), x2
1⟩.

It is therefore enough to show that ⟨gin(U), x2
1⟩d = Ad. Since k ≤ d− 1 every monomial of

degree d not contained in gin(U)d is divisible by x2
1. But this means exactly that gin(U)d +

x2
1Ad−2 = Ad. □

Remark 5.3. (i) The reason we pass to initial ideals in the second part of the proof is that
we need to show ⟨UV, l⟩2d−1 = A2d−1. As we have seen ⟨U, l⟩d = Ad and if we take another
generic linear form l′ we also have ⟨V, l′⟩d−1 = Ad−1. However, since V = (U : l) we do not
know that l behaves generically for V .

(ii) It is not true in general that (U : l) is base-point-free if U is. Let n = 3 and let
U = span(x2y, x2z, xy2)⊥ ⊆ C[x, y, z]3. Then U contains A1 span(yz, z

2), and thus for a
generic linear form l ∈ A1 we have (U : l) = span(yz, z2)⊕ span(p) for some p ∈ A2. Hence,
the space (U : l) has a base-point, namely V(z, p).

One can show however that (U : l) is base-point-free whenever the degree is large enough.

Now we show the reverse inequality from Theorem 5.2 in the case of strongly stable
subspaces.

Proposition 5.4. Let U ⊆ Ad be a strongly stable subspace of codimension k ≤ d − 1 and
let V := (U : x1). Then codimA2d−2

V 2 ≤ codimA2d
U2

Proof. Let M ∈ A2d−2 ∖ V 2. We show that if x2
1M /∈ U2, then x2

1((V
2)⊥) ⊆ (U2)⊥, and the

claimed inequality follows.
Assume x2

1M ∈ U2. Then either

(i) there exist monomials S, T ∈ Ad−1 such that x2
1M = (x1S)(x1T ) and x1S, x1T ∈ U ,

or
(ii) there exist S ∈ Ad−2 and T ∈ Ad such that x2

1 = (x2
1S)T and x2

1S, T ∈ U .

In both cases M = ST . In case (i) we have S, T ∈ V since V = (U : x1) and hence
M = ST ∈ V 2, a contradiction.
In case (ii) we see x1S ∈ V . If x1|T , then T

x1
∈ V and again we have M = (x1S)

T
x1

∈ V 2.
Thus we can assume that x1 does not divide T . Since k ≤ d − 1 every monomial of degree
d − 1 not contained in V is divisible by x1. Hence, for every i ∈ {2, . . . , n} such that xi|T ,
the monomial T

xi
is contained in V . Fix any such i ∈ {2, . . . , n}. Since V is strongly stable

and x1S ∈ V , the monomial xiS is also contained in V . Combined this gives

M = ST = (xiS)
T

xi

∈ V 2,

which is again a contradiction. □

Combining the two inequalities of Theorem 5.2 and Proposition 5.4, we get the following
result.

Corollary 5.5. If k ≤ d then

m(n, d, k) = m(n, k, k).

Proof. If d = k there is nothing to show, we can thus assume that k ≤ d− 1. Let U ⊆ Ad be
a subspace of codimension k such that codimU2 = m(n, d, k) and k < d. By Theorem 5.2
we have codimA2d

U2 ≤ codimA2d−2
V 2 with V = (U : l) for a generic linear form l ∈ A1.

By definition codimA2d−2
V 2 ≤ m(n, d− 1, k), thus m(n, d, k) ≤ m(n, d− 1, k). On the other
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hand, let V ⊆ Ad−1 be a strongly stable subspace of codimension k such that codimA2d−2
V 2 =

m(n, d−1, k). Let U := x1V ⊕C[x2, . . . , xn]d, then V = (U : x1) and U is strongly stable. By
Proposition 5.4 it follows that m(n, d − 1, k) = codimA2d−2

V 2 ≤ codimA2d
U2 ≤ m(n, d, k).

Combined this gives m(n, d, k) = m(n, d− 1, k) and we are done by induction. □

Remark 5.6. The proofs also show that if V ⊆ Ad is a strongly stable subspace of codi-
mension k such that codimA2d

V 2 = m(n, d, k) and k ≤ d, the subspace U := x1V ⊕
C[x2, . . . , xn]d+1 satisfies codimA2d+2

U2 = m(n, d+ 1, k).

6. Lifting subspaces

In Theorem 4.5 we showed how to reduce the number of variables, now we also want to
increase that number while preserving codimU2.

Definition 6.1. Let U ⊆ Ad be a subspace of codimension k. Define

U (1) := xn+1A(n+ 1)d−1 ⊕ U ⊆ A(n+ 1)d

and for any l ≥ 2

U (l) := (U (l−1))(1) ⊆ A(n+ l)d

(U (0) := U).

For any l ≥ 1 the subspace U (l) also has codimension k in A(n+ l)d. And in fact, we know
the whole Hilbert function of U (l).

Proposition 6.2. Let U ⊆ Ad be a subspace of codimension k. Let H = (hi)i≥0 be the
Hilbert function of ⟨U⟩. Then for every l ≥ 0 the following hold:

(i) The Hilbert function K = (ki)i≥0 of the ideal generated by U (l) in A(n+ l) satisfies
• ki = dimA(n+ l)i for 0 ≤ i ≤ d− 1 and
• ki = hi for i ≥ d.

Furthermore, we have
(ii) codimA(n+l)2d(U

(l))2 = codimA2d
U2 + l · h2d−1.

Proof. It is enough to show this for l = 1 since the rest follows by induction. Write A′ = A[y]
with a new indeterminate y, then

V := U (1) = yA′
d−1 ⊕ U ⊆ A′

d.

For any s ≥ 0, we have

V A′
s = yA′

d−1A
′
s + UA′

s =

(
d+s⊕
i=1

yiAd+s−i

)
+ AsU + yAs−1U + · · ·+ ysU

=
d+s⊕
i=1

yiAd+s−i ⊕ UAs

which shows (i) since A′
d+s =

⊕d+s
i=0 y

iAd+s−i.
For (ii) we calculate V 2 and with the same argument as above we get

V 2 = y2A′
2d−2 + yA′

d−1U + U2 =
2d⊕
i=2

yiA2d−i ⊕ y(Ad−1U)⊕ U2
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and

codimA′
2d
V 2 = codimA2d

U2 + h2d−1.

□

This enables us to determine the Hilbert function of codimension 2 subspaces of A2 as an
easy application.

For generic U the Hilbert function of ⟨U⟩ is as small as possible. In the codimension 2
case this means that the Hilbert function is (1, n, 2) generically. We show that this holds
whenever U is base-point-free.

Proposition 6.3. Let U ⊆ A2 be a base-point-free subspace of codimension 2. Then the
Hilbert function of ⟨U⟩ is (1, n, 2).

Proof. By Theorem 2.18 the Hilbert function is smaller or equal to (1, n, 2, 2, . . . ). So assume
h⟨U⟩(3) > 0. Then by Proposition 6.2, the subspace U (l) ⊆ A(n+ l)2 has codimension 2 and

for l ≥ 7 we have codimA(n+l)4(U
(l))2 ≥ 7 which is not possible by Theorem 4.8. □

Corollary 6.4. Let U ⊆ Ad be a base-point-free subspace of codimension k ∈ {1, 2} and
codimA2d

U2 = s. Then for every N ≥ n, there exists a base-point-free subspace V ⊆ A(N)d
of codimension k such that codimA(N)2d V

2 = s.

Proof. By Proposition 6.3 and Corollary 2.21 the degree 2d − 1 component of A/⟨U⟩ has
dimension 0. Hence

codimA(n)2d U
2 = codimA(n+l)2d(U

(l))2.

by Proposition 6.2 (ii). □

7. Arbitrary codimension

We show bounds for m0(n, d, k) that are independent of n and d, if d is large enough. The
most important step is to also consider the orthogonal complement alongside our starting
space. This is made precise in Lemma 7.2.

The main idea is the following: if U ⊆ Ad is a base-point-free subspace of codimension k,
we consider U ′ := U ∩ A(m)d for some 2 ≤ m ≤ n. To use Theorem 4.5 we need to make
sure that codimA2d

U = codimA(m)2d U
′ and to get bounds that are independent of n we want

U ′ to be base-point-free as well (and k ≤ d − 1), we then use Corollary 4.7 to conclude
codimA2d

U2 ≤ codimA(m)2d(U
′)2. To get a bound that is independent of d, we use the results

of Section 5.
We still always assume that n, d ≥ 2, and k ∈ N.

Remark 7.1 (The dual problem). Let U ⊆ Ad be a base-point-free subspace of codimension
k. Instead of asking if U ′ := U ∩ A(m)d satisfies

(i) codimA(m)d U
′ = k and

(ii) V(U ′) = ∅ with V(U ′) ⊆ Pm−1,

as in Theorem 4.5 and Corollary 4.7, we can also look at the dual problem:
Let W = U⊥. Does W ′ := W (x1, . . . , xm, 0, . . . , 0) have the same dimension as W and

does W ′ not contain the d-th power of a linear form.

The next lemma is an easy statement from linear algebra.
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Lemma 7.2. Let U ⊆ Ad be a subspace and W := U⊥. Let l1, . . . , ls ∈ A1 be linearly
independent linear forms and V := C[l1, . . . , ls]d ⊆ Ad. Then

(U ∩ V )⊥ ∼= (W + V ⊥)/V ⊥,

and V ⊥ = span(λ1, . . . , λn−s)Ad−1 where span(l1, . . . , ls)
⊥ = span(λ1, . . . , λn−s) ⊆ A1.

Write W for (W + V ⊥)/V ⊥, then we especially have codimAd
U ∩ V = dimW and U ∩ V

is base-point-free if and only if W contains no d-th power of a linear form.

Now we want to work on condition (i) in Remark 7.1 to ensure that dimW = dimW .
Since W will play the role of U⊥, k will usually denote the dimension of W , and not the
codimension.

Proposition 7.3. Let k < n and let W ⊆ Ad be a subspace of dimension k. Let l ∈ A1 be
generic. Then dimW = dimW where W = W + ⟨l⟩d/⟨l⟩d.

Proof. After a change of coordinates we may assume that W is in general coordinates. Then

gin(W + ⟨l⟩)d = in(W + ⟨l⟩)d = ⟨xn, x
d
n−1, x

d−1
n−1xn−2, . . . , x

d−1
n−1xn−k⟩d

as the initial term of l is xn and the other monomials are the largest k monomials appearing
in the generators of W after removing all terms divisible by xn. Furthermore, there cannot
be any other monomials as

dim in(W + ⟨l⟩)d = dim(W + ⟨l⟩d) ≤ dimW + dim⟨l⟩d = k + dimAd−1

and

dim⟨xn, x
d
n−1, x

d−1
n−1xn−2, . . . , x

d−1
n−1xn−k⟩d = k + dimAd−1.

□

Remark 7.4. The condition of Proposition 7.3 on the dimension, namely k < n is necessary
and tight in the following sense. Let 0 ̸= F ∈ Ad−1 and let W = FA1. Then dimW = n
and dimW = n− 1 < dimW for a generic linear form l ∈ A1.

In fact, it follows from [1, Theorem 3.2] that every subspace W of dimension n such that
dimW < dimW for a generic linear form l ∈ A1, has the form FA1 for some F ∈ Ad−1.

Corollary 7.5. Let U ⊆ Ad be a subspace of codimension k with k ≤ n. Then

codimC[l1,...,lk]d(U ∩ C[l1, . . . , lk]d) = k

for generic linear forms l1, . . . , lk ∈ A1.
Especially, after applying a generic change of coordinates to U , we have

codimA(k)d(U ∩ A(k)d) = k.

Proof. Let W = U⊥. If k = n there is nothing to show, hence assume k < n. By Lemma 7.2
it is enough to consider the dimension of W ⊆ Ad/⟨lk+1, . . . , ln⟩d for any basis lk+1, . . . , ln of
the orthogonal complement of span(l1, . . . , lk). Since k < n, it follows from Proposition 7.3
that dimW = dimW . □

Corollary 7.6. Let W ⊆ Ad be a subspace of dimension k < n and let l ∈ A1 a generic
linear form. Then dim (W : l) = 0.
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Proof. This follows from Proposition 7.3 and the exact sequence

0 → Ad−1/(W : l) → Ad/W → Ad/⟨W, l⟩d → 0.

in 2.25: the space in the middle has dimension dimAd − k and the space on the right has
dimension dimA(n − 1) − k by Proposition 7.3. Hence, the one on the left-hand side has
dimension dimAd − k − dimA(n− 1) + k = dimAd−1 and thus dim(W : l) = 0. □

This shows that condition (i) in Remark 7.1 is satisfied whenever k < n and we go down
by one variable. And it is in general not satisfied if n ≤ k since we can take W = FA1 for
some 0 ̸= F ∈ Ad−1.
Now we want to look at condition (ii) in Remark 7.1. By Lemma 7.2 asking whether

U ′ := U ∩ A(n − 1) is base-point-free is the same as asking if the orthogonal complement
contains no d-th power of a linear form. Thus assume that U is base-point-free and W
contains no d-th powers.

Is it true in general thatW ⊆ (A/⟨l⟩)d contains no d-th powers for generic l ∈ A1 whenever
dimW = dimW? Sadly this is not the case as the next example shows.

Example 7.7. Let W := xd−1
n A(n− 1)1 ⊆ Ad and let l ∈ A1 be a generic linear form. After

scaling l, we can write l = xn + l′ for some l′ ∈ A(n− 1)1, hence W ⊆ (A/⟨l⟩)d is isomorphic
to (l′)d−1A(n− 1)1. Then (l′)d ∈ W and dimW = dimW .

However, it is true whenever the number of variables is large as the next theorem shows.
For convenience, we use the following notation. For a subspace W ⊆ Ad we say l ∈ A1 is
W -generic if l is generic in the sense of Green’s Theorem 2.26.

Theorem 7.8. Let W ⊆ Ad be a subspace of dimension k and let n ≥ 2k+1. If W contains
no d-th power of a linear form, then the same holds for W = W + ⟨l⟩d/⟨l⟩d ⊆ (A/⟨l⟩)d where
l ∈ A1 is a generic linear form.

Proof. Assume this is wrong. Let X = V(W ) ⊆ Pn−1. Let l ∈ A1 be generic, then V(W, l) =
V(W, l, Ld) for some L ∈ A1 since L

d+pl ∈ W for some p ∈ Ad−1. Hence a generic hyperplane
section of X is degenerate. We claim that X is degenerate. If any irreducible component of
X is non-degenerate, then so is a generic hyperplane section of this component and hence X.
Therefore all irreducible components are degenerate. Assume X is non-degenerate. Then
there exist components X1, . . . , Xs each contained in a linear variety Ti but the union of all
Ti is non-degenerate. Note that all Ti have codimension at most k and n ≥ 2k + 1, thus
no Ti has dimension 0. Intersecting X with V(l), each Xi is a non-degenerate variety inside
Ti ∩ V(l) and the union ∪s

i=1(Ti ∩ V(l)) is non-degenerate inside V(l). But then X ∩ V(l) is
non-degenerate in V(l), a contradiction.
Hence there exists H1, . . . , Hr ∈ A1 linearly independent such that X ⊆ V(H1, . . . , Hr),

r ≤ k and X is non-degenerate in V(H1, . . . , Hr). Let l1, . . . , lk+1 ∈ A1 generic, then there
exist L1, . . . , Lk+1 ∈ span(H1, . . . , Hr) such that Ld

i + ligi ∈ W for some gi ∈ Ad−1 and
i = 1, . . . , k + 1. Since dimW = k these k + 1 forms are linearly dependent and there exist
λ1, . . . , λk+1 ∈ C not all zero such that

k+1∑
i=1

λi(L
d
i + ligi) = 0.

Since l1, . . . , lk+1 are generic and r+k+1 ≤ 2k+1, the linear formsH1, . . . , Hr, l1, . . . , lk+1 are
linearly independent. After a change of coordinates we may therefore assume that Hi = xi

26 Aug 2024 04:30:05 PDT
231122-Vill Version 3 - Submitted to J. Comm. Alg.
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(i = 1, . . . , r) and li = xr+i (i = 1, . . . , k + 1). Since

k+1∑
i=1

λiL
d
i +

k+1∑
i=1

λiligi = 0.

but no monomial in the second sum is contained in C[x1, . . . , xr] we see that both sums
individually have to be 0. With j := max(i : λi ̸= 0) we have

ljgj ∈ span(l1g1, . . . , lj−1gj−1).

Since dim span(l1g1, . . . , lj−1gj−1) ≤ k it follows from Green’s theorem that

(span(l1g1, . . . , lj−1gj−1) : l) = {0}
for generic l ∈ A1. Especially, this is true for lj, a contradiction. □

Theorem 7.9. Let k ≤ d − 1. Then for every n ≥ 2 and every base-point-free subspace
U ⊆ Ad of codimension k we have

codimA2d
U2 ≤ m(2k, k, k).

Especially, the number m(2k, k, k) is independent of n and d.

Proof. If n ≤ 2k and U ⊆ Ad is a base-point-free subspace of codimension k, then by Proposi-
tion 6.2 we have codimA2d

U2 = codimA(2k)2d (U
(2k−n+1))2 and codimAd

U = codimA(2k)d U (2k−n+1)

with U (2k−n+1) ⊆ A(2k + 1)d. It is therefore enough to only consider the case n > 2k.
We apply a generic change of coordinates to U . By Corollary 7.5 it follows that V :=

U ∩ A(2k)d has codimension k in A(2k)d and by Theorem 7.8 the subspace V is still base-
point-free.

Using Corollary 4.7 we get codimA2d
U2 ≤ codimA(2k)2d V

2 ≤ m(2k, d, k). By Corollary 5.5
we finally have m(2k, d, k) = m(2k, k, k) which concludes the proof. □

Remark 7.10. Assuming that d is large enough is essential. Consider the following example:
Let R = A(4),m = ⟨x5, . . . , xn⟩ ⊆ A(n), n ≥ 5 and

U = span(x3
1, x

3
2, x

3
3, x

3
4, x

2
1x2 + x2

3x4) ⊆ A(4)3.

This subspace has codimension 15 in A(4)3. We check with SAGE [13] that the Hilbert
function of ⟨U⟩ is given by (1, 4, 10, 15, 15, 7, 1). Define the subspace

V := U (n−4) =
3⊕

i=1

miR3−i ⊕ U ⊆ A(n)3.

This subspace also has codimension 15 in A(n) by Proposition 6.2. Again by Proposition 6.2
we know that codimA(n)6 V

2 = codimA(4)6 U
2 + 7 · (n− 4).

This shows that we cannot have a uniform bound for this combination of codimension and
degree not depending on n.

It seems likely that one cannot only reduce to 2k variables in Theorem 7.8 but actually
to k + 1 variables. This is at least the only counterexample we know of (for k ≤ n− 1). We
also checked this in small cases for all monomial subspaces on a computer.

Conjecture 7.11. Let k ≤ d− 1, n− 1, and n ≥ 3. Let W ⊆ Ad be a subspace of dimension
k and suppose that W contains no d-th power of a linear form. Then for a generic linear
form l ∈ A1 it holds that either
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(i) W contains no d-th power of a linear form, or
(ii) n = k + 1 and W = Ld−1

1 C[L2, . . . , Lk+1]1 for some basis L1, . . . , Lk+1 of A(k + 1)1.

This would allow us to show codimA2d
U2 ≤ m(k, k, k) in Theorem 7.9 with an additional

argument.

Remark 7.12. (i) The conjecture is certainly false if n = k is allowed: for n = k let
W = xd−1

1 C[x2, . . . , xn]1⊕ span(p) for some generic p ∈ Ad. Since p is generic, W contains no
d-th powers, but W ∼= xd−1

1 C[x1, . . . , xn−1]1 ⊕ span(p) does contain one where W ⊆ Ad/⟨l⟩d
for a generic linear form l ∈ A1.
(ii) The conjecture is true for n ≥ 2k + 1 by Theorem 7.8. For k = 1 it also follows

from a simple geometric observation: if W = span(p) and p is not a power of a linear form,
then V(p) is non-degenerate. Hence, the same holds for a generic hyperplane section which
therefore cannot be defined by the power of a linear form.

8. Determining the upper bound

In this section, we determine the value m(2k, k, k). Moreover, we find the strongly stable
subspace that realizes m(k, k, k), and show that is it unique. We rely on Proposition 8.8
and Proposition 8.11 to do most of the combinatorial work for the main results, which are
Theorem 8.3 and Theorem 8.12.

We always assume k ∈ N, k ≥ 2.

Lemma 8.1. For any k ≥ 2 we have m(2k, k, k) ≤ k2 +m(k, k, k).

Proof. Let U ⊆ A(2k)k be some strongly stable subspace of codimension k that realizes
m(2k, k, k). Since codimA(2k)k U = k, every monomial not contained in U is contained
in A(k)k. Especially, the codimension of V := U ∩ A(k)k in A(k)k is equal to k. Using
Theorem 4.5 we see

codimA(2k)2k U
2 ≤ codimA(k)2k V

2 + (2k − k) dim(A(k)/⟨V ⟩)2k−1

≤ m(k, k, k) + k dim(A(k)/⟨V ⟩)2k−1.

Since U ⊆ A(k)k has codimension k, we see from Corollary 2.20 (i) that

dim(A(k)/⟨V ⟩)2k−1 ≤ k

which finishes the proof. □

In fact, it follows from Remark 2.11 and Remark 4.6 that we have equality in the last
lemma.

To determine m(2k, k, k) it now suffices to determine a bound for m(k, k, k). We show
that the only strongly stable subspace realizing the bound m(k, k, k) for k ≥ 2 is U =
span(xk

1, x
k−1
1 x2, . . . , x

k−1
1 xk)

⊥ and m(k, k, k) =
(
k+2
3

)
.

First, we show that the subspace U above does realize the bound m(k, k, k).

Lemma 8.2. Let U ⊆ A(k)k be the subspace of codimension k spanned by all monomials of
degree k except for xd

1, x
d−1
1 x2, . . . , x

d−1
1 xk. Then codimA(k)2k U

2 =
(
k+2
3

)
.

Proof. We easily see that the only monomials not contained in U2 are

• x2k−1
1 xi for i = 1, . . . , k,

• x2k−2
1 xixj for i, j = 2, . . . , k,

• x2k−3
1 xixjxl for i, j, l = 2, . . . , k
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or equivalently x2k−3
1 xixjxl for i, j, l = 1, . . . , n. These are a total of 1

6
(k3+3k2+2k) =

(
k+2
3

)
monomials. □

Theorem 8.3. For any k ≥ 2 we have m(k, k, k) =
(
k+2
3

)
.

Proof. We prove this by induction on k. For k = 2 this is immediately checked. Assume the
claim holds for some k ≥ 2. Let U ⊆ A(k+1)k+1 be a strongly stable subspace realizing the
bound m(k+1, k+1, k+1). We write d = k+1 for the degree. If xd−1

1 xk+1 is not contained
in U , then U = span(xd

1, x
d−1
1 x2, . . . , x

d−1
1 xk+1)

⊥ by Lemma 8.7. By Lemma 8.2 we then have

codimA(k+1)2d U
2 =

(
k+3
3

)
=
(
(k+1)+2

3

)
. We show that this is the only strongly stable subspace

realizing the upper bound. For the sake of contradiction assume that xd−1
1 xk+1 is contained

in U , then no monomial in U⊥ is divisible by xk+1. Indeed, if there was a monomial M ∈ U⊥

divisible by xk+1, we can write M = Txk+1 with T ∈ A(k + 1)d−1, then M = T
xd−1
1 xk+1

xd−1
1

∈ U

as xd−1
1 xk+1 ∈ U and U is strongly stable. Therefore, we can write

U = xk+1A(k + 1)d−1 ⊕ V

where V ⊆ A(k)d is a strongly stable subspace of codimension k + 1. By Theorem 4.5 we
now have

m(k + 1, d, k + 1) = codimA(k+1)2d U
2 ≤ codimA(k)2d V

2 + k + 1 ≤ m(k, d, k + 1) + k + 1.

In Proposition 8.11 we show that m(k, d, k + 1) < m(k, k, k) +
(
k+1
2

)
, then we have

m(k + 1, k + 1, k + 1) = codimA(k+1)2d U
2 < m(k, k, k)︸ ︷︷ ︸

=
(
k+2
3

) +
(
k+1
2

)
+ k + 1 =

(
k+3
3

)
.

However, the subspace W := span(xd
1, x

d−1
1 x2, . . . , x

d−1
1 xk+1)

⊥ satisfies codimA(k+1)2d W
2 =(

k+3
3

)
. This yields the following contradiction(

k+3
3

)
= codimA(k+1)2d W

2 ≤ m(k + 1, k + 1, k + 1) <
(
k+3
3

)
.

□

It is left to prove Proposition 8.11 which we used in the last proof. For this we first need
some more preparation.

Definition 8.4. For any monomial M ∈ Ad denote by p(M) the smallest integer j > 1 such
that xj|M . If M = xd

1, we define p(M) := 1. By M− we denote the reduction of M , which is
the monomial x1

M
xp(M)

. On the other hand, we write M+ for the set of all monomials T ∈ Ad

such that M is the reduction of T .

Example 8.5. Consider the monomial M = x2
1x3x4 ∈ A(4)4, then p(M) = 3 and M− =

x3
1x4. The set M

+ consists of the monomials x1x2x3x4 and x1x
2
3x4. The monomial x1x3x

2
4 is

not contained in M+ since its reduction is x2
1x

2
4.

If M = xd
1, then by definition M− = xd

1 and M+ = {xd−1
1 xi : 1 ≤ i ≤ n}.

Lemma 8.6. Let M ∈ Ad be a monomial divisible by x1 with p(M) > 1. Then |M+| =
p(M)− 1.
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Proof. M+ consists of the elements xj
M
x1

for j = 2, . . . , p(M): The variables x2, . . . , xp(M)−1

do not appear in M by definition of p(M). Hence, for 2 ≤ j ≤ p(M) we see p
(
xj

M
x1

)
= j,

and therefore
(
xj

M
x1

)−
= x1

xj

(
xj

M
x1

)
= M. □

Lemma 8.7. Let U ⊆ Ad be a strongly stable subspace of codimension k ≤ n. If there exists
a monomial M ∈ U⊥ such that p(M) = k, then U = span(xd

1, x
d−1
1 x2, . . . , x

d−1
1 xk)

⊥.

Proof. Since M /∈ U and U is strongly stable, the monomials xi
M
xk

are also not contained in

U for i = 1, . . . , k − 1. Hence, U⊥ is spanned by the monomials xi
M
xk

(i = 1, . . . , k − 1) and

M . Especially, if M = xd−1
1 xk, then U has the asserted form.

Assume M ̸= xd−1
1 xk, hence M = xa

1xkT for some a ∈ N and some monomial 1 ̸= T ∈
C[xk, . . . , xn] of degree d−a−1. Just as above, the monomials xa

1xiT are not contained in U
for i = 1, . . . , k. However, since T ̸= 1, there exists k < i ≤ n such that xi|T , hence xa

1x
2
k
T
xi

is also not contained in U . This is a contradiction since k + 1 different monomials are not
contained in U . □

Proposition 8.8. Let U ⊆ Ad be a strongly stable subspace of codimension k with 2 ≤ k ≤ n.
Let S be the set of all monomials of degree d not contained in U . Then |

⋃
M∈S M

+| ≤
(
k
2

)
+n

with equality if and only if U = span(xd
1, x

d−1
1 x2, . . . , x

d−1
1 xk)

⊥. Furthermore, every monomial
in S is contained in

⋃
M∈S M

+.

Remark 8.9. We give a brief idea why Proposition 8.8 holds. Assume we know that equality
in Proposition 8.8 holds whenever U = span(xd

1, x
d−1
1 x2, . . . , x

d−1
1 xk)

⊥. We swap one mono-
mial in U⊥ with some other monomial in Ad. For U to stay strongly stable, we need to remove
xd−1
1 xk and add xd−2

1 x2
2. By Lemma 8.6 we know that |(xd−2

1 x2
2)

+| = 1 and |(xd−1
1 xk)

+| = k−1,
hence the inequality is now strict.

Continuing doing this, we have to remove xd−1
1 xj for some large j and add a monomial M

in fewer variables, especially p(M) < p(xd−1
1 xj) = j and by Lemma 8.6 the set

⋃
M∈S M

+

contains even fewer elements now.

Proof of Proposition 8.8. Let T ∈ S such that p(T ) = max{p(M) : M ∈ S}. Since U is
strongly stable, the elements xj

T
xp(T )

for j = 2, . . . , p(T ) − 1 are also not contained in U

and therefore lie in S. Moreover, they satisfy p(xj
T

xp(T )
) = j for all j = 2, . . . , p(T ) − 1.

Thus we have p(T ) − 1 elements in S for which we know the value p(·), namely T, xj
T

xp(T )

(j = 2, . . . , p(T )− 1).
Next, we look at the element xd

1 ∈ S. We have (xd
1)

+ = {xd
1, . . . , x

d−1
1 xn}, and therefore

|(xd
1)

+| = n. In total, we identified p(T ) elements in S for which we know the value p(·) and
all other k − p(T ) elements M in S satisfy p(M) ≤ p(T ) by the choice of T . We write

S ′ = S ∖ {xd
1, x2

T

xp(T )

, . . . , xp(T )−1
T

xp(T )

, T}
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for the set where we removed all monomials from S of which we determined the value p(·).
We calculate∣∣∣∣ ⋃

M∈S

M+

∣∣∣∣ ≤ p(T )∑
i=2

∣∣∣∣ (xi
T

xp(T )

)+ ∣∣∣∣+ |(xd
1)

+|+
∣∣∣∣ ⋃
M∈S′

M+

∣∣∣∣
(Lemma 8.6) ≤

p(T )∑
i=2

(i− 1) + n+ (|S| − p(T ))︸ ︷︷ ︸
=|S′|

(p(T )− 1)

=

p(T )−1∑
i=1

i+ (k − p(T ))(p(T )− 1) + n

=

p(T )−1∑
i=1

i+
k−1∑

j=p(T )

(p(T )− 1) + n ≤
k−1∑
i=1

i+ n =
(
k
2

)
+ n.

Next, we show that equality holds if and only if U = span(xd
1, x

d−1
1 x2, . . . , x

d−1
1 xk)

⊥. First,
we note that p(T ) = k implies S = {xd

1, x
d−1
1 x2, . . . , x

d−1
1 xk} by Lemma 8.7.

Assume U is not of this form, then p(T ) < k and therefore the sum
∑k−1

j=p(T )(p(T )− 1) is

non-zero. Moreover, we have a strict inequality
∑k−1

j=p(T )(p(T )−1) <
∑k−1

j=p(T ) j which means
the second to last inequality above is also strict in this case.

Therefore, equality can only hold if U = span(xd
1, x

d−1
1 x2, . . . , x

d−1
1 xk)

⊥. Assume we are in
this case, then p(T ) = k. First, we note that this means that S ′ = ∅, hence we get∣∣∣∣ ⋃

M∈S

M+

∣∣∣∣ ≤ p(T )∑
i=2

∣∣∣∣ (xi
T

xp(T )

)+ ∣∣∣∣+ |(xd
1)

+| (Lemma 8.6)
=

p(T )∑
i=2

(i− 1) + n =
k−1∑
i=1

i+ n =
(
k
2

)
+ n.

We thus need to show that the inequality is an equality or equivalently that the sets M+

with M ∈ S are disjoint.
Let xd−1

1 xi ∈ S, i ≥ 2, then (xd−1
1 xi)

+ = {xd−2
1 xixl : 2 ≤ l ≤ i}. We see that if (xd−1

1 xi)
+

and (xd−1
1 xj)

+, i, j ≥ 2 contain a common element, it has the form xd−2
1 xixj with i ≤ j and

j ≤ i, which means i = j. For xd
1 we have (xd

1)
+ = {xd

1, . . . , x
d−1
1 xn} and every element has

degree at least d− 1 in x1, hence it is not contained in (xd−1
1 xi)

+ for any i ≥ 2. This finishes
the first part.

The last claim we need to prove is S ⊆
⋃

M∈S M
+. Let T ∈ S. Since U is strongly stable,

the element x1
T

xp(T )
= T− is also contained in S. But by definition this means

T ∈
(
x1

T

xp(T )

)+

⊆
⋃
M∈S

M+

which finishes the proof. □

Lemma 8.10. Let U ⊆ Ad be a strongly stable subspace of codimension k + 1, then there
exists a strongly stable subspace V ⊆ Ad of codimension k such that U ⊆ V .

Proof. If U = {0}, take V = span(xd
n). Now assume U ̸= {0}. Let M be any monomial not

contained in U , and let I := {i ∈ N : xi|M}∖ {xn}. Then either xi+1
M
xi

∈ U for every i ∈ I

or there exists j ∈ I such that xj+1
M
xj

/∈ U . If all of them are contained in U , we may add
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M to U and the subspace V := U ⊕ span(M) is still strongly stable. Indeed, let i ∈ I and
i < l ≤ n, then

xl
M

xi

=
xl

xi+1

(
xi+1

M

xi

)
︸ ︷︷ ︸

∈U

∈ U.

Any other monomial in V except for M is already contained in U and U is strongly stable.
If xj+1

M
xj

is not contained in U for some j ∈ I, then for any monomial ordering ⪰ we have

xj+1
M
xj

⪰ M . Now we continue with xj+1
M
xj

instead of M . After finitely many steps we find

M such that xi+1
M
xi

∈ U for every i ∈ I, since we reach xn−1x
d−1
n and this monomial is only

divisible by xn−1 and xn and xn
xn−1x

d−1
n

xn−1
= xd

n ∈ U ̸= {0}. □

Proposition 8.11. For every k ≥ 2 we have m(k, k + 1, k + 1) < m(k, k, k) +
(
k+1
2

)
.

Proof. It is enough to showm(k, k+1, k+1) < m(k, k+1, k)+
(
k+1
2

)
since by Corollary 5.5 we

have m(k, k + 1, k) = m(k, k, k). Again we denote the degree by d := k + 1. Let U ⊆ A(k)d
be a strongly stable subspace of codimension k+1 realizing m(k, d, k+1) and let V ⊆ A(k)d
be any strongly stable subspace of codimension k containing U . Such a subspace V always
exists by Lemma 8.10.

Now we compare U2 and V 2. We can write V = U ⊕ span(M) for some monomial
M ∈ A(k)d and hence V 2 = U2 + span(M)V .
Let MT ∈ span(M)V for some monomial T ∈ V . We claim that

MT =

(
xp(T )

M

x1

)
T−

is contained in U2 except for at most
(
k+1
2

)
− 1 choices of T . We note that the monomial

xp(T )
M
x1

is always contained in U since U is strongly stable. After we show this, we are done
as follows:

dimV 2 ≤ dimU2+
(
k+1
2

)
−1, or equivalently codimA(k)2d V

2 ≥ codimA(k)2d U
2−
(
k+1
2

)
+1

hence

m(k, k+1, k+1) = codimA(k)2d U
2 ≤ codimA(k)2d V

2+
(
k+1
2

)
− 1 ≤ m(k, k+1, k)+

(
k+1
2

)
− 1.

Whenever T− is not contained in U this means that T is contained in M+ for some monomial
M ∈ A(k)d∖U . The subspace U has codimension k+1 and is contained in A(k)d. Therefore,
it cannot be the orthogonal complement of span(xd

1, x
d−1
1 x2, . . . , x

d−1
1 xk+1) in A(k + 1)d as

the variable xk+1 appears.
Let S be the set of all monomials in A(k)d that are not contained in U . It follows from

Proposition 8.8 that |
⋃

M∈S M
+| <

(
k+1
2

)
+k. This means that there are at most

(
k+1
2

)
+k−1

monomials M ∈ A(k)d such that M− /∈ U .
Since U ⊆ V and V is strongly stable, all monomials not contained in V are also not

contained U , hence are in S and therefore also in
⋃

M∈S M
+ by Proposition 8.8.

We can now finish the proof: Let T ∈ V such that T− /∈ U . This means

T ∈

( ⋃
M∈S

M+

)
∩ V =

( ⋃
M∈S

M+

)
∖ V ⊥
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and we just showed that the set on the right-hand side has cardinality at most (
(
k+1
2

)
+ k−

1)− k =
(
k+1
2

)
− 1. □

Theorem 8.12. Let k ≤ d − 1. Then for every n ≥ 2 and every base-point-free subspace
U ⊆ Ad of codimension k we have

codimA2d
U2 ≤ k2 +

(
k+2
3

)
= 1

6
(k3 + 9k2 + 2k).

Proof. From Theorem 7.9 we know codimA2d
U2 ≤ m(2k, k, k). From Lemma 8.1 we see

m(2k, k, k) ≤ k2 +m(k, k, k) and Theorem 8.3 shows m(k, k, k) =
(
k+2
3

)
. □

Theorem 8.13. Let k ≥ 1 and let n, d ≥ k. Then m(n, d, k) =
(
k+2
3

)
+(n−k)k. Furthermore

the only strongly stable subspace U ⊆ Ad realizing m(n, d, k) is given by

U = span(xd
1, x

d−1
1 x2, . . . , x

d−1
1 xk)

⊥ ⊆ Ad.

Proof. For k = 1, this follows from Lemma 4.2 and the fact that there only exists a single
strongly stable subspace of codimension 1. For k ≥ 2 we calculate

m(n, d, k)
(4.5)
= m(k, d, k) + (n− k)k

(5.5)
= m(k, k, k) + (n− k)k

(8.3)
=
(
k+2
3

)
+ (n− k)k = 1

6
(k3 − 3k2 + 2k) + nk.

For the first equality, we also use Remark 4.6 and the fact that the Hilbert function of the
ideal generated by the subspace U = span(xk

1, x
k−1
1 x2, . . . , x

k−1
1 xk)

⊥ ⊆ A(k)k is k for any
degree at least k: from Corollary 2.20 we see that the Hilbert function is at most k in those
degrees, but we immediately check that xd

1, x
d−1
1 x2, . . . , x

d−1
1 xk are not contained in UAd−k.

Let U ⊆ Ad be a strongly stable subspace of codimension k realizing m(n, d, k). Every
monomial not contained in U is contained in A(k)d, hence codimA(k)d V = k where V :=
U ∩ A(k)d. Now we have

m(k, k, k) + (n− k)k
(8.3)
= m(n, d, k) = codimA2d

U2
(4.5)

≤ codimA(k)2d V
2 + (n− k)k

≤ m(k, d, k) + (n− k)k
(5.5)
= m(k, k, k) + (n− k)k,

and therefore both inequalities are equalities and we have codimA(k)2d V
2 = m(k, k, k). We

note that V ⊆ A(k)d, and d might still be larger than k. By the last part of the proof of
Theorem 5.2 we have m(k, k, k) = codimA(k)2d V

2 ≤ codimA(k)2k(V : xd−k
1 )2 ≤ m(k, k, k).

Especially, (V : xd−k
1 ) ⊆ A(k)k is a subspace of codimension k realizing m(k, k, k) and thus

it is equal to span(xk
1, . . . , x

k−1
1 xk)

⊥ ⊆ A(k)k. This shows V
⊥ = xd−k

1 span(xk
1, . . . , x

k−1
1 xk) ⊆

A(k)d and thus also U = span(xd
1, . . . , x

d−1
1 xk)

⊥ ⊆ Ad. □
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