THE LEFSCHETZ QUESTION FOR IDEALS
GENERATED BY POWERS OF LINEAR FORMS IN FEW VARIABLES

J. MIGLIORE AND U. NAGEL

ABSTRACT. The Lefschetz question asks if multiplication by a power of a general linear form, $L$, on a graded algebra has maximal rank (in every degree). We consider a quotient by an ideal that is generated by powers of linear forms. Then the Lefschetz question is, for example, related to the problem whether a set of fat points imposes the expected number of conditions on a linear system of hypersurfaces of fixed degree. Our starting point is a result that relates Lefschetz properties in different rings. It suggests to use induction on the number of variables, $n$. If $n = 3$, then it is known that multiplication by $L$ always has maximal rank.

We show that the same is true for multiplication by $L^2$ if all linear forms are general. Furthermore, we give a complete description of when multiplication by $L^3$ has maximal rank (and its failure when it does not). As a consequence, for such ideals that contain a quadratic or cubic generator, we establish results on the so-called Strong Lefschetz Property for ideals in $n = 3$ variables, and the Weak Lefschetz Property for ideals in $n = 4$ variables.

1. Introduction. The Lefschetz questions in commutative algebra refer to the study of the rank of the homomorphism induced by multiplication by powers $L^k$ of a general linear form $L$ on components of some graded artinian quotient, $R/I$, of a polynomial ring $R = K[x_1, \ldots, x_r]$ over an infinite field $K$. In particular, when $k = 1$, if this homomorphism always has maximal rank (regardless of the component
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chosen as the domain of the homomorphism) then we say that \( R/I \) has the Weak Lefschetz Property (WLP) and if it always has maximal rank also for all choices of the exponent \( k \) then \( R/I \) is said to have the Strong Lefschetz Property (SLP).

Different families of ideals exhibit very different kinds of behavior. For monomial complete intersections in characteristic zero, it was shown by Stanley [S1] and later by Watanabe [W] that the SLP always holds. Stanley [S2] used the WLP of certain toric ideals to prove one direction of the celebrated \( g \)-theorem. These results generated many natural questions, and many at least partial answers. For instance, one can ask if all complete intersections share some Lefschetz property (in characteristic zero), ideally SLP. There is no known counterexample, but the best result to date [HMNW] is that all complete intersections in three variables have the WLP. More generally, it is known that not all Gorenstein quotients of \( R \) have the WLP, but it is open whether in three variables they all have the SLP, or even the WLP [BMMNZ2].

The Stanley-Watanabe result also led to a careful study of which monomial ideals have the WLP (especially), including a careful analysis of the role of the characteristic in these questions [BMMNZ1], [BK], [CMNZ], [CN1], [CN2], [KV], [LZ], [MMN1]. However, in this paper we always assume that the base field \( K \) has characteristic zero.

Finally, the Stanley-Watanabe result led to the natural question of what can be said for an ideal generated by powers of more than \( r \) linear forms, and by now a number of papers have contributed to a growing understanding of this situation. In [SS], the authors made the striking observation that in three variables (i.e. \( r = 3 \)), any such ideal has the WLP. It was shown in [DIV] and [CHMN] that for multiplication by \( L^2 \), the same is not true even in three variables, by making a careful choice of the linear forms. Thus several papers studied these questions for ideals generated by powers of general linear forms, both in \( K[x, y, z] \) and in rings with more variables. These include [SS], [MMN1], [HSS], [MMN2], [M], [MM]. More often than not, the result was that not even WLP holds, but it is fascinating to see situations where maximal rank does hold. In fact, this is related to failure of a fat point scheme to impose the expected number of conditions on hypersurfaces of some degree (see, e.g., [MMN2, DIV, CHMN]).

Complementing the above-mentioned results of [SS] on the one hand
and [DIV] and [CHMN] on the other, in [MM] the authors began the study of multiplication by low-degree powers of a general linear form. It was shown that if \( I = (L_1, \ldots, L_t) \subset K[x,y,z] \) is generated by uniform \( t \)-th powers of general linear forms, then \( \times L^2 : [R/I]_{j-2} \to [R/I]_j \) has maximal rank, for all \( j \). It was also shown there that for ideals generated by four uniform \( t \)-th powers of general linear forms, \( \times L^3 \) has maximal rank two-thirds of the time (see Theorem 6.1 below for the precise statement), \( \times L^4 \) has maximal rank one-third of the time, and \( \times L^5 \) fails maximal rank in exactly one degree for all \( t \geq 4 \). It was also shown in [MMN2] that if \( I = (L_1^{a_1}, \ldots, L_s^{a_s}) \subset K[x,y,z] \) then \( \times L^2 : [R/I]_{j-2} \to [R/I]_j \) has maximal rank for all \( j \), regardless of the values of \( a_1, \ldots, a_s \).

The starting point of this paper is a general exchange result that relates Lefschetz properties of different rings (see Proposition 3.1). It suggests an inductive approach based on the number of variables and/or the number of minimal generators. In fact, a special case of Proposition 3.1 (b) combined with the fact that every artinian ideal in a polynomial ring of at most two variables has the SLP and every complete intersection in three variables has the WLP (both from [HMNW]) implies the mentioned WLP of ideals generated by powers of linear forms in three variables (see also [MMN2]).

The WLP says that multiplication by a general linear form \( L \) on the quotient ring has maximal rank in every degree. Continuing in the direction begun in [MMN2] and especially in [MM], here we establish a complete description of the maximal rank property of \( \times L^2 \) and \( \times L^3 \) for ideals generated by arbitrary many powers of general linear forms. To this end we give a new approach to part of the argument, which significantly simplifies the computations. Our main result in this regard (from Theorems 5.3, 6.2 and 6.3) is the following.

**Theorem 1.1.** In \( R = K[x,y,z] \) consider the ideal \( I = (L_1^{a_1}, \ldots, L_s^{a_s}) \), where the \( L_i \) are general linear forms, \( s \geq 3 \), and \( a_1, \ldots, a_s \) are positive integers. Let \( L \) be a general linear form, and set

\[
p = \max\{j \mid \sum_{a_i \leq j} (j + 1 - a_i) \leq j\}.
\]

(a) For every \( j \), the homomorphism \( \times L^2 : [R/I]_{j-2} \to [R/I]_j \) has maximal rank.
(b) There is at least one degree \(j\) for which the homomorphism
\[ \times L^3 : [R/I]_{j-3} \to [R/I]_j \]
does not have maximal rank if and only if
\[ \#\{a_i \leq p + 1\} = p + 2 - \sum_{a_i \leq p} (p + 1 - a_i) \geq 4, \]
this number is even, and none of the \(a_i\) equals \(p + 2\). Moreover,
in this case multiplication fails maximal rank in exactly one
degree, namely when \(j = p + 2\). Here we have
\[ \dim_K [R/I]_{p-1} = \dim_K [R/I]_{p+2}, \]
but the cokernel has dimension 1.

As a special case of part (b) of the above result, we give in Corollary
6.5 the result when all the \(a_i\) are equal. This explains part of the
computational evidence provided in Remark 6.2 of [MM]. Theorem 1.1
also gives as corollaries statements on the SLP for ideals in three
variables having the form \((L_{a_0}^0, L_{a_1}^1, \ldots, L_{a_s}^s)\) when \(a_0 = 2\) (Theorem
7.1), and when \(a_0 = 3\) and the \(a_i\) are all equal for \(i \geq 1\) (Corollary 7.6).

We also investigate the WLP of ideals in four variables. Examples
show that statements analogous to Theorem 1.1, but in rings with
more variables, are not necessarily true (see Remark 7.4). However,
combining the above result and the mentioned exchange property, we
obtain results about the WLP for ideals in four variables. In particular,
we show (see Corollaries 7.3 and 7.9):

**Theorem 1.2.** Let \(I = (L_{a_0}^0, L_{a_1}^1, \ldots, L_{a_s}^s) \subset R = K[x_1, x_2, x_3, x_4], \)
with \(s \geq 3\), where the \(L_i\) are general linear forms. Then one has:

(a) If one of the powers \(a_i\) is at most two, then \(R/I\) has the WLP.
(b) If \(a_0 = 3\) and \(a_1 = \cdots = a_s = t \geq 3\), then \(R/I\) has the WLP if
and only if one of the following conditions holds:
(i) \(s\) is odd;
(ii) \(s\) is even and \(t\) is not a multiple of \(s - 1\).

The paper is organized as follows. In Section 2 we recall some
background results for ideals in three variables. The exchange property
is discussed in Section 3. Previous approaches to the problems discussed
here rely on involved computations. We avoid most of these by using
the techniques presented in Section 4. Multiplication by \(L^2\) and \(L^3\) is
discussed in Sections 5 and 6, respectively. Applications to the SLP and WLP are described in Section 7.

2. Background. We assume throughout that $K$ is a field of characteristic zero. We will consider ideals $I = (L_1^{a_1}, \ldots, L_s^{a_s}) \subset R = K[x, y, z]$ where the $L_i$ are general linear forms, and for convenience we will assume $a_1 \leq \cdots \leq a_s$.

The following result was a launching point for [MM] and for the current paper, which study what can be said when we consider multiplication by higher powers of a general linear form. Notice that unlike all results obtained in this paper, in the following the linear forms are not assumed to be general.

**Theorem 2.1 (SS).** If $I = (L_1^{a_1}, \ldots, L_s^{a_s}) \subset R = K[x, y, z]$ where the $L_i$ are arbitrary linear forms then $R/I$ has the WLP.

**Remark 2.2.** In [DIV] and [CHMN] it was shown that the result of Schenck and Seceleanu does not extend even to multiplication by the square of a general linear form. For this reason from now on we assume that the linear forms are general.

**Theorem 2.3 (EI).** Let $(L_1^{a_1}, \ldots, L_s^{a_s}) \subset R$ be an ideal generated by powers of $s$ linear forms with positive integers $a_1, \ldots, a_s$. Let $\wp_1, \ldots, \wp_s$ be the ideals of the $s$ points in $\mathbb{P}^2$ that are dual to the linear forms. Then one has, for each integer $j$,

$$\dim_K [R/(L_1^{a_1}, \ldots, L_s^{a_s})]_j = \dim_K \left[ \bigcap_{a_i \leq j} \wp_i^{j-a_i+1} \right]_j.$$

Following [MMN2] and [MM], from now on, we will denote by

$$L_2(j; b_1, b_2, \cdots, b_s)$$

the linear system $[\wp_1^{b_1} \cap \cdots \cap \wp_s^{b_s}]_j \subset [R]_j$. Note that we view it as a $K$-vector space, not a projective space, when we compute dimensions; to emphasize this, we will denote by $\dim_K$ any such dimension. If necessary, in order to simplify notation, we use superscripts to indicate repeated entries. For example, $L_2(j; 5^2, 2^3) = L_2(j; 5, 5, 2, 2, 2)$.
Notice that, for every linear system $L_2(j; b_1,\ldots, b_s)$, one has
\[
\dim_K L_2(j; b_1,\ldots, b_s) \geq \max\left\{ 0, \frac{j + 2}{2} - \sum_{i=1}^{s} \frac{(b_i + 1)}{2} \right\},
\]
where the right-hand side is called the expected dimension of the linear system. If the inequality is strict, then the linear system $L_2(j; b_1,\ldots, b_s)$ is called special. It is a difficult problem to classify the special linear systems.

Using Cremona transformations, one can relate two different linear systems (see [N], [LU], or [D], Theorem 3), which we state only in the form we will need even though the cited results are more general.

**Lemma 2.4.** Let $n > 2$ and let $j, b_1,\ldots, b_n$ be non-negative integers, with $b_1 \geq \cdots \geq b_n$. Set $m = j - (b_1 + b_2 + b_3)$. If $b_i + m \geq 0$ for all $i = 1, 2, 3$, then
\[
\dim_K L_2(j; b_1,\ldots, b_n) = \dim_K L_2(j+m; b_1 + m, b_2 + m, b_3 + m, b_4,\ldots, b_n).
\]

The analogous linear systems have also been studied for points in $\mathbb{P}^r$. Following [DL], the linear system $L_r(j; b_1,\ldots, b_n)$ is said to be in standard form if
\[
(r - 1)j \geq b_1 + \cdots + b_{r+1} \quad \text{and} \quad b_1 \geq \cdots \geq b_n \geq 0.
\]
In particular, for $r = 2$, they show that every linear system in standard form is non-special. (This is no longer true if $r \geq 3$. For example, $L_3(6; 3^9)$ is in standard form and special.)

Notice again that we always use the vector space dimension of the linear system rather than the dimension of its projectivization. Furthermore, we always use the convention that a binomial coefficient $\binom{a}{r}$ is zero if $a < r$.

**Remark 2.5.** Bézout’s theorem also provides a useful simplification. Again, we only state the result we need in this paper. Assume the points $P_1,\ldots, P_n$ are general. If $j < b_1 + b_2$ then
\[
\dim_K L_2(j; b_1,\ldots, b_n) = \dim_K L_2(j-1; b_1 - 1, b_2 - 1, b_3,\ldots, b_n).
\]
Remark 2.6. In section 6 we will use Cremona transformations to complete some calculations. We observe here that if the linear system $L_2(d; a_1, \ldots, a_s)$ is transformed to the linear system $L(e; b_1, \ldots, b_s)$ by a Cremona transformation, then the fat point scheme $a_1P_1 + \cdots + a_s P_s$ imposes independent conditions on curves of degree $d$ if and only if $b_1P_1 + \cdots + b_s P_s$ imposes independent conditions on curves of degree $e$. Indeed, this can be shown by a tedious computation involving binomial coefficients, and Brian Harbourne has shown us a more elegant argument using the blow-up surface associated to the points $P_1, \ldots, P_s$.

We need the following special case of a theorem by Alexander and Hirschowitz on double points in any projective space [AH].

Theorem 2.7. For a set of general double points in $\mathbb{P}^2$, a linear system $L(d; 2m)$ has the expected dimension, namely
$$\max\{0, (d+2) - 3m\},$$
unless $(d, m) \in \{(4, 5), (2, 2)\}$. In these two cases the expected dimension is zero, but the actual dimension is one.

Remark 2.8. If $0 \neq L \in R$ is a linear form and $k > 0$, then we have for $R = R/L^kR$ that
$$\dim_K[R]_j = kj + 1 - \left(\frac{k-1}{2}\right)$$
if $j \geq k$. If $j \leq k-1$, then
$$\dim_K[R]_j = \binom{j+2}{2}.$$ In particular, for $k = 3$ we have $\dim_K[R]_j = 3j$ for $j \geq 1$ but not for $j = 0$. On the other hand, for $k = 2$ we have $\dim_K[R]_j = 2j + 1$ for all $j \geq 0$.

Remark 2.9. For any integer $k \geq 0$, we have
$$\binom{k+2}{2} - \binom{k}{2} = 2k + 1$$
and
$$\binom{k+3}{2} - \binom{k}{2} = 3k + 3.$$

3. An exchange property. We begin with a useful result relating the SLP for certain algebras to WLP for others. This idea has been studied in difference settings, e.g. [MMN2, Proposition 2.1], but we formalize it here.

Proposition 3.1. Let $A$ be a standard graded artinian $K$-algebra over an infinite field $K$. Consider general elements $\ell, L \in [A]_1$. Fix positive integers $b$ and $k$. Then one has:
(a) Assume $A$ has the WLP and $b \geq k$. If multiplication by $\ell^k$ on both $A$ and $A/L^bA$ has maximal rank (in each degree), then multiplication by $L^b$ has maximal rank on $A/\ell^kA$ (in each degree).

(b) If multiplication by $\ell^k$ on $A/L^bA$ has maximal rank (in each degree) and multiplication by $L^b$ on $A$ has maximal rank (in each degree), then multiplication by $L^b$ has maximal rank on $A/\ell^kA$ (in each degree).

Proof. (a) For any integer $j$ consider the commutative diagram

\[
\begin{array}{ccccccccc}
[A]_{j-k} & \xrightarrow{\ell^k} & [A]_j & \longrightarrow & [A/\ell^k]_j & \longrightarrow & 0 \\
\downarrow L^b & & \downarrow L^b=\psi & & \downarrow L^b=\varphi \\
[A]_{j-k+b} & \xrightarrow{\ell^k} & [A]_{j+b} & \longrightarrow & [A/\ell^k]_{j+b} & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
[A/L^b]_{j-k+b} & \xrightarrow{\ell^k=\gamma} & [A/L^bA]_{j+b} & \longrightarrow & [A/(\ell^k,L^b)A]_{j+b} & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & & 0 & & 0 & & 0.
\end{array}
\]

We want to show that the rightmost vertical multiplication map, call it $\varphi$, has maximal rank. This is clear if any of the modules in the vertical sequence on the right is zero. Assume none of these modules is trivial. Since the three horizontal multiplication maps have maximal rank by assumption it follows that they are injective. Thus, the Snake Lemma shows that injectivity of the map $\varphi$ follows, once we know that the vertical multiplication in the middle, call it $\psi$, is injective.

Since $A$ has the WLP its Hilbert function is unimodal. Let $q$ be the largest integer such that $\dim_K [A]_{q-1} \leq \dim_K [A]_q$. The fact that the map $\times \ell^k : [A]_{j-k+b} \rightarrow [A]_{j+b}$ is injective forces $j-k+b < q$. Thus, the Hilbert function of $A$ is non-decreasing on the closed interval from zero to $j-k+d$. The WLP of $A$ now gives that $\times L^{b-k} : [A]_j \rightarrow [A]_{j-k+b}$ is a composition of $b-k$ injective multiplications by $L$. Injectivity of the middle multiplication by $\ell^k$ implies that $\times L^k : [A]_{j-k+b} \rightarrow [A]_{j+b}$ is
injective as well. Hence, as composition of injective maps, \( \psi \) is injective, as desired.

(b) This is easier and similar to the proof of [MMN2, Proposition 2.1]. Again we may assume that each of the modules in the vertical sequence on the right is not zero. Since the bottom multiplication by \( \ell^k \), call it \( \gamma \), has maximal rank by assumption it must be injective. Furthermore, we assumed that \( \psi \) has maximal rank. If it is surjective, then so is \( \varphi \). If \( \psi \) is injective, then the Snake Lemma yields that \( \varphi \) also is injective.

\[ \square \]

**Corollary 3.2.** If both \( A \) and \( A/\ell^2 \) have the WLP and multiplication by \( \ell^2 \) has maximal rank on both \( A \) and \( A/\ell^3A \) for every \( b \geq 2 \), then \( A/\ell^2A \) has the SLP.

4. Some calculations. Before presenting the main results in the coming sections, we give some preparatory calculations that will simplify the later arguments.

**Remark 4.1.** Let \( R = K[x, y, z] \) and \( I = (L^{a_1}, \ldots, L^{a_s}) \) where \( s \geq 3 \). Let \( h = (h_i)_{0 \leq i \leq d} \) be the Hilbert function of \( R/I \), where \( d \) is the last degree where \( R/I \) is not zero. Since \( R/I \) has the weak Lefschetz property by Theorem 2.1, it follows (see [HMNW]) that there is a unique integer \( p \) such that

\[ h_{p-1} < h_p \geq h_{p+1}. \]

Moreover, we get, for a general linear form \( L \), that the multiplication map \( \times L : [R/I]_{j-1} \to [R/I]_j \) is injective for \( j \leq p \) and surjective for \( j \geq p + 1 \). We will use this to narrow down our study of the multiplication maps \( \times L^2 \) and \( \times L^3 \).

First we consider \( \times L^2 \). The above observations imply that \( \times L^2 : [R/I]_{j-2} \to [R/I]_j \) is injective if \( j \leq p \) and surjective if \( j \geq p + 2 \). Thus, for studying whether \( \times L^2 : [R/I]_{j-2} \to [R/I]_j \) has maximal rank for all \( j \), it remains to consider the map \( \times L^2 : [R/I]_{p-1} \to [R/I]_{p+1} \).

Similarly, if we are studying whether \( \times L^3 : [R/I]_{j-3} \to [R/I]_j \) has maximal rank for all \( j \), then we know that this is true if \( j \leq p \) or \( j \geq p + 3 \). Thus, it remains to consider the map if \( j = p + 1 \) or \( j = p + 2 \).
The following result will simplify many of the calculations in the rest of the paper.

**Proposition 4.2.** Let \( R = K[x, y, z] \) and let \( I = (L_{a_1}^{a_1}, \ldots, L_{a_s}^{a_s}) \subset R \), where the \( L_i \) are linear forms and \( 2 \leq a_1 \leq \cdots \leq a_s \). Let \( L \) be a general linear form and let \( k \geq 1 \) and \( j \geq \max\{k, a_s\} \) be positive integers. If

\[
\dim_K [R/(I, L_k)]_j = \left( jk + 1 - \binom{k-1}{2} \right) - \sum_{a_i \leq j - k} \left[ k(j - a_i) + 1 - \binom{k-1}{2} \right] \]

\[
- \sum_{a_i > j - k} \left( j - a_i + 2 \right)
\]

then \( \times L^k : [R/I]_{j-k} \to [R/I]_j \) is injective. Furthermore, \( I \) is minimally generated by the given \( s \) powers.

**Proof.** Consider the syzygy module \( E \) of \( I \), defined by the exact sequence

\[
0 \to E \to \bigoplus_{i=1}^s R(-a_i) \xrightarrow{\phi} R \to R/I \to 0
\]

where \( \phi \) is the matrix \( [L_{a_1}^{a_1} \ldots L_{a_s}^{a_s}] \). This fits in the following commutative diagram, where \( \bar{R} = R/(L^k) \).

\[
\begin{array}{ccc}
0 & 0 & \\
\downarrow & \downarrow & \\
0 \to E(-k) \to \bigoplus_{i=1}^s R(-a_i - k) \to R(-k) \to R/I(-k) \to 0 \\
\downarrow \times L^k & \downarrow \times L^s & \\
0 \to E \to \bigoplus_{i=1}^s R(-a_i) \to R \to R/I \to 0 \\
\downarrow & \downarrow & \\
0 \to A \to \bigoplus_{i=1}^s \bar{R}(-a_i) \to \bar{R} \to B \to 0 \\
\downarrow & \downarrow & \\
0 & 0 & 
\end{array}
\]
where for now \(A\) and \(B\) are just the kernel and cokernel of the map given by the restriction of \(\phi\) to \(\bar{R}\). The Snake Lemma gives the long exact sequence

\[
0 \to E(-k) \xrightarrow{\times L^k} E \to A \to R/I(-k) \xrightarrow{\times L^k} R/I \to B \to 0.
\]

(The fact that \(B\) is both the cokernel of \(\times L^k\) and of the bottom horizontal sequence in the commutative diagram was noted in [DI], Theorem 11.) Now using Remark 2.8, the bottom sequence in the commutative diagram gives that \([A]_j = 0\), so the result follows from (4.2).

For the proof of Theorem 5.3 we do not actually need to know the precise value of \(p\) as in Remark 4.1. However, the following characterization of \(p\) will be useful.

**Proposition 4.3.** Let \(I = (L_{a_1}^{a_1}, \ldots, L_s^{a_s})\). Let \(A = R/I\) and let \(L\) be a general linear form. Then

\[
p = \text{reg}(A/LA) = \max \left\{ j \mid \sum_{a_i \leq j} (j + 1 - a_i) \leq j \right\}.
\]

In the above statement, it is understood that for \(j < \min\{a_i\}\) the sum is zero so such a \(j\) satisfies the inequality. It may even be the maximum. For example, if \(s = 6\) and \(a_i = 5\) for all \(i\), we get \(p = 4 < a_i\).

**Proof.** The first equality follows because \(A\) has the WLP [SS], so we only prove the second one. We note that \(K[x, y, z]/L \cong K[x, y]\) and

\[
A/LA = A/(L) \cong R/(L, L_{a_1}^{a_1}, \ldots, L_s^{a_s}) \cong K[x, y]/(L_{a_1}^{a_1}, \ldots, L_s^{a_s})
\]

where \(\bar{L}_i\) is the restriction of \(L_i\) to \(k[x, y]\). Thus we can apply Theorem 2.3 and consider fat points in \(\mathbb{P}^1\):

\[
\dim_K [A/LA]_j = \dim_K \mathcal{L}_1(j; j + 1 - a_1, \ldots, j + 1 - a_s)
\]

\[
= \max \left\{ 0, j + 1 - \sum_{j \geq a_i} (j + 1 - a_i) \right\}
\]
from which the result follows.

**Corollary 4.4.** Assume that $a_i = t$ for all $i$. Then

$$p = \begin{cases} \left\lfloor \frac{s(t-1)}{s-t} \right\rfloor & \text{if } s \leq t \\ t - 1 & \text{if } s \geq t + 1. \end{cases}$$

**Proof.** It follows from Proposition 4.3 after a standard computation. \hfill \Box

We now write the formula for $p$ in a more convenient way.

**Notation 4.5.** For an $s$-tuple $N = (a_1, \ldots, a_s) \in \mathbb{N}_0^s$ of non-negative integers, define

$$n_j := n_j(N) = \# \{ a_i \in N \mid a_i \leq j \}$$

and

$$p(N) := \max \left\{ j \mid \sum_{a_i \leq j} (j + 1 - a_i) \leq j \right\}$$

as above. If $A = R/(L_1^{a_1}, \ldots, L_s^{a_s})$ and $N = \{a_1, \ldots, a_s\}$ we also write $p(A)$ for $p(N)$.

**Lemma 4.6.** For every integer $j$, one has

$$\sum_{a_i \leq j} (j + 1 - a_i) = n_j + n_{j-1} + \cdots + n_0.$$ 

**Proof.** Defining $n_{-1} := 0$, we compute

$$\sum_{a_i \leq j} (j + 1 - a_i) = \sum_{k=0}^{j} \sum_{a_i = k} (j + 1 - k)$$

$$= \sum_{k=1}^{j} (j + 1 - k)(n_k - n_{k-1})$$

$$= n_j + n_{j-1} + \cdots + n_0.$$ \hfill \Box
It follows that \( p = p(N) \) is defined by

\[
(4.3) \quad n_0 + \cdots + n_p \leq p \quad \text{and} \quad n_0 + \cdots + n_p + n_{p+1} \geq p + 2.
\]

In particular, \( n_{p+1} \) must be positive.

For simplicity of notation, we write \( N + b \) for the \((s+1)\)-tuple \((a_1, \ldots, a_s, b)\), where \( b \geq 0 \) is an integer. We now record the following observation.

**Lemma 4.7.** For every integer \( b \geq 0 \), one has:

\( (a) \) \( p(N + b) \leq p(N) \).

\( (b) \) Suppose \( p = p(N) \geq 2 \). If \( n_{p-1} = 0 \) and \( n_p \leq 1 \), then \( p(N + b) = p \) for every integer \( b \geq 2 \).

**Proof.** This is clear if \( b \geq p + 2 \). Set \( n'_{j} := n_{j}(N + b) \). Then the definition of \( p \) gives \( n'_2 + \cdots + n'_p + n'_{p+1} \geq p + 2 \). This implies claim \((a)\).

Moreover, if the assumptions of \((b)\) are satisfied, we get for every \( b \geq 2 \) that \( n'_2 + \cdots + n'_p \leq 1 + \cdots 1 + 1 + n_p \leq p \), which implies \( p(N + b) = p \). \( \square \)

5. Multiplication by \( L^2 \). We will generalize the following theorems (changing the notation for consistency with our work here).

**Proposition 5.1** ([MMN2], Proposition 4.7). Let \( L_1, \ldots, L_4, L \) be general linear forms in \( K[x, y, z] \). Let \( I = (L_1^{a_1}, \ldots, L_4^{a_4}) \). Then for each \( j \), the homomorphism \( \times L^2 : [R/I]_{j-2} \to [R/I]_j \) has maximal rank.

**Theorem 5.2** ([MM], Theorem 4.4). Let \( L_1, \ldots, L_s, L \) be general linear forms in \( K[x, y, z] \), where \( s \geq 4 \). Let \( I = (L_1^{t}, \ldots, L_t^{t}) \) for \( t \geq 2 \). Then for each \( j \), the homomorphism \( \times L^2 : [R/I]_{j-2} \to [R/I]_j \) has maximal rank.

In this section we will give a simpler proof of a more general result, using the methods in the last section. It confirms a conjecture made in [MM]. After the first version of this paper was completed, R.M.
Miró-Roig kindly informed us that A. Andrade and C. Almeida [AA] also proved the following result.

**Theorem 5.3.** Let $R = K[x,y,z]$ and let $I = (L_1^{a_1}, \ldots, L_s^{a_s})$, where the $L_i$ are general linear forms, and $s \geq 3$. Let $L$ be a general linear form. Then for any $j$, the homomorphism $\times L^2 : [R/I]_{j-2} \to [R/I]_j$ has maximal rank.

**Proof.** Without loss of generality we can (and will) assume that $a_i \leq p + 1$ for all $i$ (by Remark 4.1, by removing generators of larger degree). Our goal is to show that for each $j$, either the kernel or the cokernel of the homomorphism is zero, and we know by Remark 4.1 that it is enough to show it for $j = p + 1$. What we will show is a bit stronger, namely that either $[A]_{p+1} = 0$ or $[B]_{p+1} = 0$, where $A$ and $B$ are given in the commutative diagram (4.1) and $p$ is the integer defined in Remark 4.1. This will prove what we need.

We now make a formal computation. At several steps the validity of the assertion needs to be explained, and will be addressed afterwards; essentially whenever the step is not valid, it will turn out that this means that we are done with what we want to show. We set $D = \sum_{i=1}^s a_i$. By Theorem 2.3 we have

$$\dim_K[B]_{p+1} = \dim_K[R/(L_1^{a_1}, \ldots, L_s^{a_s}, L^2)]_{p+1} = \dim_K L_2(p+1; p-a_1+2, \ldots, p-a_s+2, p)$$

$$= \dim_K L_2(p+1 - \sum_{i=1}^s (p-a_i+1); 1^s, p - \sum_{i=1}^s (p-a_i+1))$$

$$= \dim_K L_2(p+1 - \sum_{i=1}^s (p-a_i+1); p - \sum_{i=1}^s (p-a_i+1)) - s$$

$$= \left(p + 3 - \sum_{i=1}^s (p-a_i+1)\right) - \left(p + 1 - \sum_{i=1}^s (p-a_i+1)\right) - s$$

$$= 2 \left[p + 1 - \sum_{i=1}^s (p-a_i+1)\right] + 1 - s$$

$$= 2[p + 1 - s(p + 1) + D] + 1 - s$$

$$= 2(p + 1) + 1 - s - 2s(p + 1) + 2D.$$
We now comment on key steps in the above formal computation.

Line 2: Notice that by our assumption that \( a_i \leq p + 1 \) (Remark 4.1), we have \( p - a_i + 2 \geq 1 \) for all \( i \).

Line 3: The goal is to reduce all of the multiplicities to 1 except for the last one, using Bezout’s theorem (Remark 2.5), splitting off lines joining the point with (original) multiplicity \( p \) to each of the other points, one at a time. Since the last multiplicity is always one less than the degree of the curves, this can be done as long as the degree of the curves is positive and the other multiplicity is > 1. Thus if the degree remains positive throughout, line 3 is valid. If it ever happens that the degree reduces to zero, this dimension is zero. But this means that \( \times L^2 \) is surjective in the desired degree, which is what we wanted to show. So we can assume that line 3 is valid.

Line 4: Since all the linear forms are general, the dual points are general. But \( t \) general simple points impose up to \( t \) independent conditions on any non-empty linear system. If we reach a point where the linear system is empty, again the dimension is zero and we are done. So again, we can assume that line 4 is valid.

Line 5: Given a complete linear system of plane curves of degree \( d \), the requirement that the curves have multiplicity \( m \) at any point \( P \) imposes \( \binom{m+1}{2} \) independent conditions.

Line 6: This uses Remark 2.9.

Now we compute the right-hand side of the equation in Proposition 4.2 taking \( k = 2 \) and \( j = p + 1 \). Notice that then \( j - k = p - 1 \). In this equation, then, each time that we have \( a_i = p \) we get a contribution of \( 3 = \binom{j-a_i+2}{2} \) and each time we have \( a_i = p + 1 \) gives a contribution of \( 1 = \binom{j-a_i+2}{2} \), so we can consolidate as follows:

\[
2(p + 1) + 1 - \sum_{i=1}^{s}[2(p + 1 - a_i) + 1] = (2p + 3) - 2s(p + 1) + 2D - s.
\]

Comparing with the computation that we have previously completed, we are done by using Proposition 4.2. Thus \( \times L^2 \) has maximal rank. \( \square \)
6. Multiplication by \(L^3\). We recall the following theorem.

**Theorem 6.1** ([MM] Theorem 5.1). Let \(L_1, \ldots, L_4, L\) be general linear forms in \(K[x,y,z]\). Let \(I = (L_1^a, \ldots, L_4^a)\) for \(t \geq 3\).

(i) If \(t \equiv 0 \pmod{3}\), set \(t = 3t_0\). Then for \(\delta = 4t_0\) we have \(\dim_K[R/I]_{\delta-3} = \dim_K[R/I]_{\delta}\), and \(\times L^3\) fails by exactly one to be an isomorphism between these components. In all other degrees, \(\times L^3\) has maximal rank.

(ii) If \(t \not\equiv 0 \pmod{3}\) then \(\times L^3\) has maximal rank in all degrees.

We note that for the integer \(p\) defined in Remark 4.1, Corollary 4.4 gives for Theorem 6.1 that in case (i) we have \(\delta = p + 2\). Our two main results in this section extend this result in two ways: by increasing the number of linear forms and by allowing mixed powers. We begin with the latter. We continue to use the invariant \(p\) defined in Remark 4.1 and discussed in Proposition 4.3. We have seen that to show that \(\times L^3 : [R/I]_j - 3 \rightarrow [R/I]_j\) has maximal rank for all \(j\), it is enough to show it for \(j = p + 1\) and \(j = p + 2\). First we show that the former is always true.

**Theorem 6.2.** Let \(R = K[x,y,z]\) and let \(I = (L_1^{a_1}, \ldots, L_s^{a_s})\), where the \(L_i\) are general linear forms and \(s \geq 3\). Set

\[
p = \max \left\{ j \mid \sum_{a_i \leq j} (j + 1 - a_i) \leq j \right\}.
\]

Let \(L\) be a general linear form. Then the homomorphism \(\times L^3 : [R/I]_{p-2} \rightarrow [R/I]_{p+1}\) has maximal rank.

**Proof.** Let \(m = \# \{a_i \leq p\}\) and \(n = \# \{a_i = p+1\}\) and put \(A = R/I\). We may assume \(p \geq 3\).

Again we make a formal calculation followed by comments of justi-
fication. By Theorem 2.3 we have
\[ \dim_K [A/L^3 A]_{p+1} = \dim_K [R/(L_1^a_1, \ldots, L_s^a_s, L^3)]_{p+1} \]
\[ = \dim_K \mathcal{L}_2(p + 1; p - 1, p + 2 - a_i \mid a_i \leq p + 1) \]
\[ = \dim_K \mathcal{L}_2(p + 1; p - 1, 1^n, p + 2 - a_i \mid 1 \leq i \leq m) \]
\[ = \dim_K \mathcal{L}_2(p + 1 - m \sum_{i=1}^m (p - a_i); p - 1 - m \sum_{i=1}^m (p - a_i), 2^m, 1^n) \]
\[ = \dim_K \mathcal{L}_2(d + 2; d, 2^m) - n, \]
where \( d = p - 1 - \sum_{i=1}^m (p - a_i) \).

We now comment on key steps in the above formal computation.

Line 3: This uses the definition of the numbers \( m \) and \( n \). We note that it is possible that \( m = 0 \) and all relevant generators have degree \( p + 1 \). In this case line 3 is
\[ \dim_K \mathcal{L}_2(p + 1; p - 1, 1^n) = \binom{p + 3}{2} - \binom{p}{2} - n = 3p + 3 - n, \]
and one easily checks that this is equal to the right-hand side of the condition in Proposition 4.2. Hence \( \times L^3 : [R/I]_{p-2} \rightarrow [R/I]_{p+1} \) is injective. We thus can assume from now on that \( m \geq 1 \).

Line 4: The goal is to reduce all of the multiplicities to either 1 or 2 except for the first one, using Bezout’s theorem (Remark 2.5), splitting off lines joining the point with (original) multiplicity \( p - 1 \) to each of the other points, one at a time. Since the first multiplicity is always two less than the degree of the curves, this can be done as long as at least one of the \( m \) multiplicities corresponding to some \( a_i \leq p \) is greater than 2. Notice that \( d \geq 0 \). Indeed, the definition of \( p \) gives \( p \geq \sum a_i \leq p \) is greater than 2. Notice that \( d \geq 0 \). Indeed, the definition of \( p \) gives \( p \geq \sum a_i \leq p \).

It follows that
\[ (6.1) \quad \sum_{i=1}^m (p - a_i) \leq p - m, \]
which implies \( d \geq m - 1 \geq 0 \) as claimed.

Line 5: Since all the linear forms are general, the dual points are general. But \( n \) general simple points impose \( n \) independent
conditions on any non-empty linear system. If we reach a point where the linear system is empty, again the dimension is zero and we are done. So again, we can assume that line 5 is valid.

We now rewrite the system \( \mathcal{L}_2(d+2; d, 2^m) \) using Cremona transformations in order to show that it has the expected dimension.

**Case 1**: Suppose \( d \geq m \). Write \( m = 2k + \delta \) with integers \( k \geq 0 \) and \( \delta \in \{0, 1\} \). Using \( k \) Cremona transformations we get
\[
\dim_K \mathcal{L}_2(d+2; d, 2^m) = \dim_K \mathcal{L}_2(d+2 - 2k; d - 2k, 2^\delta).
\]
The linear system on the right-hand side is in standard form, hence has the expected dimension (see the discussion after Lemma 2.4), and thus so does \( \mathcal{L}_2(d+2; d, 2^m) \) by Remark 2.6.

**Case 2**: Since \( d \geq m - 1 \) by Inequality (6.1), we are left with the case where \( d = m - 1 \). Writing \( d = 2k + \delta \) with integers \( k \) and \( \delta \in \{0, 1\} \) and using \( k \) Cremona transformations we get
\[
\dim_K \mathcal{L}_2(d+2; d, 2^m) = \dim_K \mathcal{L}_2(d + 2; \delta, 2^{1+\delta}).
\]
Hence as above, both systems have expected dimension, since the latter is in standard form.

The above discussion shows that
\[
\dim_K [A/L^3A]_{p+1} = 3d + 6 - 3m - n
= 3[p + 1 - \sum_{i=1}^{m} (p - a_i) - m] - n.
\]
Comparing with Proposition 4.2, we conclude that \( \times L^3 : [A]_{p-2} \rightarrow [A]_{p+1} \) is injective.

As noted in Theorem 6.1, it is not always true that \( \times L^3 \) has maximal rank, although Theorem 6.2 shows that it can only fail for the map \( \times L^3 : [R/I]_{p-1} \rightarrow [R/I]_{p+2} \). From now on we use Notation 4.5 and Lemma 4.6.

**Theorem 6.3.** Let \( R = K[x, y, z] \) and let \( I = (L_1^{a_1}, \ldots, L_s^{a_s}) \), where the \( L_i \) are general linear forms, and \( s \) and the \( a_i \)'s are non-negative
integers. Set

\[ p = \max \left\{ j \mid \sum_{a_i \leq j} (j + 1 - a_i) \leq j \right\} \]

\[ = \max \{ j \mid n_0 + n_1 + \cdots + n_j \leq j \}. \]

Let \( L \) be a general linear form. Then the homomorphism \( \times L^3 : [R/I]_{j-3} \to [R/I]_j \) fails to have maximal rank in all degrees \( j \) if and only if

\[ n_{p+1} = p + 2 - \sum_{a_i \leq p} (p + 1 - a_i) \geq 4, \]

this number is even, and none of the \( a_i \) equals \( p + 2 \). Moreover, in this case multiplication fails maximal rank in exactly one degree, namely when \( j = p + 2 \). Here we have \( \dim_K [R/I]_{p-1} = \dim_K [R/I]_{p+2} \), but the cokernel has dimension 1.

**Proof.** We may assume that each \( a_i \geq 2 \) because otherwise \( A = R/I \) has the strong Lefschetz property by [HMNW]. If \( s \leq 2 \) then the maps are injective, and if \( s = 3 \) then after a change of variables we can assume that \( I \) is a monomial complete intersection, so the result of [S1] and of [W] applies, and \( R/I \) has the strong Lefschetz property. Thus we can assume that \( s \geq 4 \). By Proposition 4.3, we know that \( p = \reg(A/LA) \). Hence, Remark 4.1 shows that the multiplication map \( \times L^3 : [A]_{j-3} \to [A]_j \) has maximal rank if \( j \notin \{ p + 1, p + 2 \} \). By Theorem 6.2, the maximal rank property is also true if \( j = p + 1 \). Hence it remains to consider \( \times L^3 : [A]_{p-1} \to [A]_{p+2} \), where \( p \geq 2 \).

Let \( m = n_p = \#\{a_i \leq p\} \), \( n = \#\{a_i = p + 1\} \), and \( q = \#\{a_i = p + 2\} \). Again we make a formal calculation followed by comments of
justification. By Theorem 2.3 we have
\[\dim_K [A/L^3A]_{p+2} = \dim_K [R/(L_1^{a_1}, \ldots, L_s^{a_s}, L^3)]_{p+2}\]
\[= \dim_K \mathcal{L}_2(p + 2; p, p + 3 - a_i | a_i \leq p + 2)\]
\[= \dim_K \mathcal{L}_2(p + 2; p, 2^n, 1^q, p + 3 - a_i | 1 \leq i \leq m)\]
\[= \dim_K \mathcal{L}_2(p + 2 - \sum_{i=1}^{m} (p + 1 - a_i) - \sum_{i=1}^{m} (p + 1 - a_i), 2^{m+n}, 1^q)\]
\[= \max\{0, \dim_K \mathcal{L}_2(d + 2; d, 2^{m+n} - q)\},\]
where \(d = p - \sum_{i=1}^{m} (p + 1 - a_i).\)

We now comment on the steps in this formal computation.

Line 3: This uses the definition of the numbers \(m, n,\) and \(q.\) We note that it is possible that \(m = 0,\) i.e. that the smallest generator has degree \(p + 1.\) In this case line 3 indicates that we have to compute \(\dim_K \mathcal{L}_2(p + 2; p, 2^n, 1^q).\) This does not necessarily have the expected dimension; e.g. if \(p = 2,\) \(n = 4\) and \(q = 0,\) we know that this dimension is 1 rather than 0, and this is an exception allowed in the statement of the theorem. But the argument below goes through also in this situation.

Line 4: The goal is to reduce all of the multiplicities, other than the first one, that are at least 3 to 2. This can be done by using Bezout’s theorem (Remark 2.5), splitting off lines joining the point with (original) multiplicity \(p\) to each of the other points, one at a time. Since the first multiplicity is always two less than the degree of the curves, this can be done as long as at least one of the \(m\) multiplicities corresponding to some \(a_i = 2 - p\) is at least 3. (Again, if \(m = 0\) there is nothing to do.) Notice that \(d = p - \sum_{i=1}^{m} (p + 1 - a_i)\) is not negative by the definition of \(p.\)

Line 5: As before, this uses that the \(q\) points with multiplicity one are general.

Our next goal is to determine when the linear system \(\mathcal{L}_2(d + 2; d, 2^{m+n})\) has the expected dimension by using Cremona transfor-
motions. This is clearly true if $d \leq 1$, and not hard to check if $m + n \leq 1$, so we can assume without loss of generality that $d \geq 2$ and $m + n \geq 2$. Then such a transformation takes $L_2(d + 2; d, 2^{m+n})$ to $L_2(d; d - 2, 2^{m+n-2})$. We consider two cases.

**Case 1**: Suppose $d > m + n$. Write $m + n = 2k + \delta$ with integers $k$ and $\delta \in \{0, 1\}$. Using $k$ Cremona transformations we get

$$\dim_K L_2(d + 2; d, 2^{m+n}) = \dim_K L_2(d + 2 - 2k; d - 2k, 2^\delta).$$

As before, the linear system on the right-hand side has the expected dimension since it is in standard form, and thus so does $L_2(d + 2; d, 2^{m+n})$ by Remark 2.6.

**Case 2**: Suppose $d \leq m + n$. This time write $d = 2k + \delta$ with integers $k$ and $\delta \in \{0, 1\}$. Again using $k$ Cremona transformations we get

$$\dim_K L_2(d + 2; d, 2^{m+n}) = \dim_K L_2(\delta + 2; \delta, 2^{m+n-d-\delta}).$$

Theorem 2.7 shows that the linear system on the right-hand side has the expected dimension, unless $\delta = 0$ and $m + n - d = 2$, which is equivalent to the condition

$$(6.2) \quad m + n = p + 2 - \sum_{i=1}^{m}(p + 1 - a_i) \text{ is even.}$$

In the exceptional case we have $\dim_K L_2(d + 2; d, 2^{m+n}) = 1$. This concludes Case 2.

The above discussion of cases shows that if Condition (6.2) is not satisfied, then $L_2(d + 2; d, 2^{m+n})$ has the expected dimension. This gives

$$\dim_K[A/L^3A]_{p+2} = \max\{0, 3d - 6 - 3(m + n) - q\}$$

$$= \max\{0, 3[p + 2 - \sum_{i=1}^{m}(p + 1 - a_i) - m - n] - q\}.$$ 

If the right-hand side is zero, then $\times L^3 : [A]_{p-1} \to [A]_{p+2}$ is surjective,
and we are done. Otherwise, we get
\[
\dim_K [A/L^3A]_{p+2} = 3\left[p + 2 - \sum_{i=1}^{m} (p + 1 - a_i) - m - n \right] - q \}
\]
\[
= 3 \left[p + 2 - \sum_{a_i \leq p} (p + 2 - a_i) - \sum_{a_i = p + 1} (p + 2 - a_i) \right]
\]
\[
- \sum_{a_i = p + 2} \binom{p + 2 - a_i + 2}{2}.
\]
Comparing with Proposition 4.2, we conclude that \(\times L^3 : [A]_{p-1} \to [A]_{p+2}\) is injective.

It remains to consider the case where Condition (6.2) is satisfied. Since in this case \(\dim_K L_2(d + 2; d, 2n + m) = 1\), we have
\[
\dim_K [A/L^3A]_{p+2} = \max\{0, 1 - q\}.
\]
Thus, if \(q \geq 1\) the map \(\times L^3 : [A]_{p-1} \to [A]_{p+2}\) is surjective, as desired.

Finally, suppose \(q = 0\) in addition to Condition (6.2). Then \(\dim_K [A/L^3A]_{p+2} = 1\). If \(m + n = 2\), then \(I\) has exactly two generators with a degree that is at most \(p + 2\). By generality they form a regular sequence, so \(\times L^3 : [A]_{p-1} \to [A]_{p+2}\) has maximal rank. Thus, for the remainder of the proof we may also assume that \(m + n \geq 4\). Notice that \(#\{a_i \leq p + 1\} = m + n\). Therefore the argument is complete, once we have shown that \([A]_{p+2}\) and \([A]_{p-1}\) have the same dimension.

In order to check this, consider first \([A]_{p-1}\). Theorem 2.3 gives
\[
\dim_K [A]_{p-1} = \dim_K L_2(p - 1; p - a_i \mid 1 \leq i \leq m).
\]
We have seen above that \(p - 1 \geq \sum_{i=1}^{m} (p - a_i)\). Thus, the linear system on the right-hand side is in standard form and has the expected dimension. It follows that
\[
\dim_K [A]_{p-1} = \binom{p + 1}{2} - \sum_{i=1}^{m} \binom{p + 1 - a_i}{2}.
\]
We now consider \([A]_{p+2}\). Using \(q = 0\), Theorem 2.3 gives
\[
\dim_K [A]_{p+2} = \dim_K L_2(p + 2; 2^n, p + 3 - a_i \mid 1 \leq i \leq m).
\]
We claim that the system on the right-hand side has the expected dimension. Since $p + 2 = \sum_{i=1}^{m} (p + 2 - a_i) + n$ by Condition (6.2), this is certainly true if $m \geq 3$ and $n \geq 3$ because then

$$p + 2 = \sum_{i=1}^{m} (p + 2 - a_i) + n \geq \sum_{i=1}^{3} (p + 2 - a_i) + 3 = \sum_{i=1}^{3} (p + 3 - a_i)$$

and the system is in standard form.

If $m = 3$ then it remains to consider the case where $n = 1$. Now Condition (6.2) shows that we can apply a Cremona transformation to obtain

$$\dim_K \mathcal{L}_2(p + 2; 2, p + 3 - a_i \mid 1 \leq i \leq 3) = \dim_K \mathcal{L}_2(p; 2, p + 1 - a_i \mid 1 \leq i \leq 3).$$

The new system is in standard form by the definition of $p$, and thus also $\mathcal{L}_2(p + 2; 2, p + 3 - a_i \mid 1 \leq i \leq 3)$ has the expected dimension.

Suppose $m = 2$. Then Condition (6.2) gives $p + 2 - \sum_{i=1}^{2} (p + 3 - a_i) - 2 = n - 4$. Hence, $\mathcal{L}_2(p + 2; 2^n, p + 3 - a_i \mid 1 \leq i \leq 2)$ is in standard form if $n \geq 4$. Otherwise, $n = 2$ and a Cremona transformation gives

$$\dim_K \mathcal{L}_2(p + 2; 2^2, p + 3 - a_i \mid 1 \leq i \leq 2) = \dim_K \mathcal{L}_2(p; 2, p + 1 - a_i \mid 1 \leq i \leq 2).$$

Again the new system is in standard form, and thus the original system has the expected dimension by Remark 2.6.

If $m = 1$, then $n \geq 3$ and the linear system $\mathcal{L}_2(p + 2; 2^n, p + 3 - a_1)$ is in standard form if $n \geq 5$. If $n = 3$ a Cremona transformation shows that the system has the expected dimension as well.

If $m = 0$, then Condition (6.2) gives $p + 2 = n$. Since we must have $n \geq 4$, the system $\mathcal{L}_2(n; 2^n)$ has the expected dimension by Theorem 2.7.

The above discussion shows that $\mathcal{L}_2(p + 2; 2^n, p + 3 - a_i \mid 1 \leq i \leq m)$ always has the expected dimension. Thus, we get

$$\dim_K [A]_{p+2} = \binom{p + 4}{2} - \sum_{i=1}^{m} \binom{p + 4 - a_i}{2} - 3n.$$
Using Condition (6.2) again, it follows that

\[
\dim_K[A]_{p+2} - \dim_K[A]_{p-1} = \left(\frac{p+4}{2}\right) - \left(\frac{p+1}{2}\right) - \sum_{i=1}^{m} \left[\left(\frac{p+4-a_i}{2}\right) - \left(\frac{p+1-a_i}{2}\right)\right] - 3n
\]

\[
= 3p + 6 - \sum_{i=1}^{m} \left[3(p-a_i) + 6\right] - 3n
\]

\[
= 3\left[m + n + \sum_{i=1}^{m} (p+1-a_i) - \sum_{i=1}^{m} (p-a_i + 2) - n\right]
\]

\[
= 0,
\]

as desired. Now the argument is complete. □

It will be convenient to rewrite Theorem 6.3 in the following way (also using Lemma 4.6).

**Theorem 6.4.** Let \(I \subset R\) be an ideal generated by powers of general linear forms such that \(A = R/I\) is artinian. Write \(p = p(A)\) and \(n_j = n_j(A)\). Let \(\ell \in R\) be a general linear form. Then there is at least one degree \(j\) where the homomorphism \(\times \ell^3 : [A]_{j-3} \to [A]_j\) fails to have maximal rank if and only if

\[
n_{p+1} = p + 2 - (n_p + n_{p-1} + \cdots + n_0) \geq 4,
\]

this number is even, and \(n_{p+2} = n_{p+1}\). Moreover, in this case multiplication fails maximal rank in exactly one degree, namely if \(j = p + 2\).

Here we have \(\dim_K[A]_{p-1} = \dim_K[A]_{p+2}\), but the cokernel has dimension 1.

For comparison with Theorem 6.1 and with [MM] Remark 6.2 we specialize Theorem 6.3 to the case of uniform powers.

**Corollary 6.5.** Let \(R = K[x,y,z]\) and let \(I = (L^1_1, \ldots, L^t_1)\), where the \(L_i\) are general linear forms and \(t \geq 1\). Let \(L\) be a general linear form. Then the homomorphism \(\times L^3 : [R/I]_{j-3} \to [R/I]_j\) fails to have maximal rank in all degrees if and only if \(s - 1\) divides \(t\) and \(s \geq 4\) is even. Moreover, multiplication fails maximal rank in exactly one degree, namely when \(j = s - 1\).

Here we have \(\dim_K[R/I]_{j-3} = \dim_K[R/I]_j\), but the cokernel has dimension 1.
Proof. We can assume that $s \geq 4$ throughout since otherwise $I$ can be assumed to be a monomial complete intersection, so the theorem of [S1] and of [W] gives that $R/I$ has the SLP. We know from Corollary 4.4 that

$$p = \begin{cases} \left\lfloor \frac{s(t-1)}{s-1} \right\rfloor & \text{if } s \leq t \\ t-1 & \text{if } s \geq t+1. \end{cases}$$

We consider the latter possibility first. Since $p = t - 1$, we get from Theorem 6.3 that $\times L^3$ fails to have maximal rank in all degrees if and only if $s = t + 1$ is even; since $s \geq t + 1$, this is equivalent to $s - 1$ divides $t$ and $s$ is even. In this case multiplication fails to have maximal rank exactly when $j = p + 2 = t + 1 = s$.

We now assume that $s \leq t$. Then

$$p = \left\lfloor \frac{s(t-1)}{s-1} \right\rfloor = \left\lfloor \frac{t + t - s}{s-1} \right\rfloor.$$

In particular, $p \geq t$ so $t \leq p \leq p + 1$ and we obtain from Theorem 6.3 that $\times L^3$ fails to have maximal rank in all degrees $j$ if and only if

$$s = p + 2 - s(p + 1 - t) \geq 4$$

is even. The above equality is equivalent to

$$p = -2 + \frac{st}{s-1}.$$

If $\times L^3$ fails to have maximal rank in all degrees then $s - 1$ divides $t$, since $p$ is an integer and $s - 1$ has no nontrivial factors in common with $s$.

Conversely, assume that $s - 1$ divides $t$ and $s$ is even. Then from the above formula for $p$ we get

$$p = \left\lfloor \frac{st - s}{s-1} \right\rfloor = \left\lfloor \frac{st}{s-1} - 1 - \frac{1}{s-1} \right\rfloor = \frac{st}{s-1} - 2$$

so $\times L^3$ fails to have maximal rank in all degrees. \qed

7. Applications to WLP and SLP. We will establish results on the Strong Lefschetz Property for certain ideals in three variables and on the Weak Lefschetz Property in four variables.
We first use our Theorem 5.3 as a key ingredient for proving the following result.

**Theorem 7.1.** Let \( I = (L_0^2, L_1^a, \ldots, L_s^a) \subset R = K[x_1, x_2, x_3], \) with \( s \geq 2, \) where the \( L_i \) are general linear forms. Let \( L \) be a general linear form. Then \( \times L^d : [R/I]_{d-j} \to [R/I]_j \) has maximal rank, for all \( d \) and \( j. \) That is, such an algebra has the Strong Lefschetz Property.

**Proof.** This follows immediately from Theorem 5.3 and Corollary 3.2. \( \square \)

Using Theorem 7.1 and Proposition 3.1 we will generalize the following result.

**Theorem 7.2 ([MMN2] Theorem 4.6).** Let
\[
I = (L_0^2, L_1^a, L_2^a, L_3^a, L_4^a) \subset R = K[x_1, x_2, x_3, x_4],
\]
where the \( L_i \) are general linear forms. Then \( R/I \) has the WLP.

**Corollary 7.3.** Let \( I = (L_0^2, L_1^a, \ldots, L_s^a) \subset R = K[x_1, x_2, x_3, x_4], \) with \( s \geq 3, \) where the \( L_i \) are general linear forms. Then \( R/I \) has the WLP.

**Proof.** This is a consequence of from Theorem 5.3 and Proposition 3.1 (b), taking \( A = k[x_1, x_2, x_3, x_4]/(L_1^a, \ldots, L_s^a), \) \( b = 1 \) and \( k = 2. \) \( \square \)

**Remark 7.4.** In view of Theorem 7.1 and Corollary 7.3, one can ask if results along the same lines hold in more variables. This is not the case.

(i) In a polynomial ring in four variables, for the quotient of the ideal \((L_0^2, L_1^a, L_2^a, L_3^a, L_4^a),\) multiplication by \( L^3 \) fails (by 1) to have maximal rank from degree 3 to degree 6. Similarly, for the ideal \((L_0^6, L_1^a, L_2^a, L_3^a, L_4^a),\) multiplication by \( L^2 \) fails (by 1) to have maximal rank from degree 6 to degree 8. To justify these, one can check the first example using Cremona transformations. For the second, Brian Harbourne showed us a nice geometric argument to show that maximal rank fails. Given six general points in \( \mathbb{P}^3, \) one has to produce...
an octic surface that has multiplicities 7, 7, 3, 3, 3 respectively at those points. First one notes that the octic must have four linear components. Stripping these away, one needs a quartic surface with multiplicities 3, 3, 2, 2, 2 respectively at those points. Now a Cremona transformation shows that the linear system of such quartics has the same dimension as the linear system of quadrics that have multiplicities 2, 2, 1, 1 at four general points. It follows that these systems have dimension one. As Harbourne showed us, the unique quartic surface with multiplicities 3, 3, 2, 2, 2 can in fact be realized as a union of two singular quadric surfaces, although we do not need this fact here.

(ii) The ideal \((L^2_0, L^2_1, L^6_2, L^6_3, L^6_4, L^6_5)\) in a polynomial ring in 5 variables does not have the WLP. The argument is similar to the argument sketched in (i) above.

Note that the definition of \(p\) (see (4.3)) gives that we always have

\[ n_{p+1} \geq p + 2 - (n_p + n_{p-1} + \cdots + n_0). \]

Thus, if this inequality is strict and \(p\) does not change when adding a new generator to \(I\), multiplication by a cube on the new algebra will still have maximal rank.

**Theorem 7.5.** Let \(A = R/I\) be an artinian algebra, where \(I\) is an ideal generated by powers of general linear forms. Let \(\ell, L \in R\) be two general linear forms. Then the following conditions are equivalent:

(a) \(A/\ell^3A\) has the SLP.

(b) Multiplication by \(\ell^3\) has maximal rank on \(A/L^bA\) (in each degree) whenever \(3 \leq b \leq p(A)\).

(c) Multiplication \(\times \ell^3 : [A/L^bA]_{j-1} \to [A/L^bA]_{j+2}\) has maximal rank whenever \(3 \leq b \leq p(A)\) and \(j = p(A/L^bA)\).

**Proof.** The equivalence of conditions (b) and (c) is a consequence of Theorem 6.4.

Assume that condition (b) is satisfied. In order to show (a) fix some integer \(b \geq 1\) and consider the map \(\times L^b : [A/\ell^3A]_{j+2-b} \to [A/\ell^3A]_{j+2}\), where \(j\) is any integer. We have to show it has maximal rank.
This is true if $b \in \{1, 2\}$ because $A/\ell^3 A$ has the WLP by Theorem 2.1, and multiplication by $L^2$ on $A/\ell^3 A$ has maximal rank in each degree by Theorem 5.3 or $[AA]$.

Let $b \geq 3$. Thus, we may assume $j \geq 0$. Since the class of $L^j$ is not zero in $[A/\ell^3 A]_j$ whenever $[A/\ell^3 A]_j \neq 0$, it follows that

$$\times L^b : [A/\ell^3 A]_{j+2-b} \rightarrow [A/\ell^3 A]_{j+2}$$

has maximal rank, as desired. By Theorem 6.4, this is not true if $b > p$. Notice that $b > p$ implies $p(A) = p(A/L^b A)$. Thus, we get $j = p(A/L^b A) = p$. If $b \geq p+2$, then $n_i(A/L^b A) = n_i(A)$ for all $i \leq p + 1$. Hence Theorem 6.4 yields that $\times L^b : [A/\ell^3 A]_{j+2-b} \rightarrow [A/\ell^3 A]_{j+2}$ has maximal rank if and only if the map $\times L^b : [A/\ell^3 A]_{j+2-b} \rightarrow [A/\ell^3 A]_{j+2}$ does. Since we have seen that we may assume the truth of the latter statement we are done if $b \geq p + 2$.

If $b = p + 1$ we argue similarly. By definition of $p = p(A)$ we know $n_{p+1}(A) = p + 2 - (n_p(A) + n_{p-1}(A) + \cdots + n_0(A))$. It follows that $n_{p+1}(A/L^b A) = p + 2 - (n_p(A/L^b A) + n_{p-1}(A/L^b A) + \cdots + n_0(A/L^b A))$. Since $j = p(A/L^b A) = p$ Theorem 6.4 shows that $\times L^b : [A/\ell^3 A]_{j+2-b} \rightarrow [A/\ell^3 A]_{j+2}$ has maximal rank, as desired.

Assume now $A/\ell^3 A$ has the SLP. Fix some integer $b$ with $3 \leq b \leq p(A)$. We have to show that the map $\times L^b : [A/\ell^3 A]_{j+2-b} \rightarrow [A/\ell^3 A]_{j+2}$ has maximal rank, where $j = p(A/L^b A)$. This is clear, if any of its domain, codomain, or cokernel are zero. Assume that this is not the case. Then it follows that $[A/\ell^3 A]_{j+2} = 0$. We now consider two cases.

First, assume that $\times L^b : [A]_{j-1} \rightarrow [A]_{j+2}$ fails to have maximal rank. Then we must have (see Theorem 6.4) that $j = p(A) = p$ and that $n_{p+1}(A) = p + 2 - (n_p(A) + n_{p-1}(A) + \cdots + n_0(A))$ is even. Since $b \leq p$ we conclude that $n_{p+1}(A/L^b A) = n_{p+1}(A) + 1$ is odd. Using Theorem 6.4 again we get that $\times L^b : [A/L^b A]_{j-1} \rightarrow [A/L^b A]_{j+2}$ has
maximal rank because \( j = p(A/L^bA) = p \), as desired.

Second, assume that the map \( \times \ell^3 : [A]_{j-1} \to [A]_{j+2} \) has maximal rank. Thus, it is injective because we saw above that we may assume \( [A/\ell^3A]_{j+2} \neq 0 \). If \( b > j + 2 \), then \( [A]_{j-1} = [A/L^bA]_{j-1} \) and \( [A]_{j+2} = [A/L^bA]_{j+2} \), and so \( \times \ell^3 : [A/L^bA]_{j-1} \to [A/L^bA]_{j+2} \) is injective. If \( b \leq j + 2 \), then \( [A/\ell^3A]_{j+2} \neq 0 \) implies \( [A/\ell^3A]_{j+2-b} \neq 0 \). Using \( b \geq 3 \) and Lemma 4.7(a), we obtain \( j - b < j = p(A/L^bA) \leq p(A) \). Hence Theorem 6.4 gives that \( \times \ell^3 : [A]_{j-1-b} \to [A]_{j+2-b} \) has maximal rank. Since its cokernel is non-trivial it must be injective. Now Diagram (3.1) shows that \( \times \ell^3 : [A/L^bA]_{j-1} \to [A/L^bA]_{j+2} \) has maximal rank because the vertical map on the right \( \times L^b : [A/\ell^3A]_{j+2-b} \to [A/\ell^3A]_{j+2} \) has this property by assumption. This completes the argument. □

**Corollary 7.6.** Consider \( A = R/I \), where \( I \) is an ideal generated by \( s \geq 2 \) \( t \)-th powers of general linear forms, and let \( \ell \in R \) be another general linear form. Then \( A/\ell^3A \) fails to have the SLP if and only if \( s \) is odd and \( t \geq s \).

**Proof.** Set \( p = p(A) \) and \( n_j = n_j(A) \). In order to apply Theorem 6.4 consider an integer \( b \) with \( 3 \leq b \leq p \), and set \( q = p(A/L^bA) \), and \( n_j' = n_j(A/L^bA) \). By Lemma 4.7(a), we know \( q \leq p \). Let \( L \) be a general linear form. We consider several cases.

First, assume \( t < s \). Then \( p = t-1 \) because \( n_0 + \cdots + n_{t-1} = 0 \leq t-1 \) and \( n_0 + \cdots + n_{t-1} + n_t = s \geq t+1 \), by assumption. Since \( b \leq p \) we get \( n_0' + \cdots + n_{t-1}' = t - b \leq t - 1 \), which shows that \( q = p = t - 1 \). Hence, Theorem 6.4 gives that multiplication by \( \ell^3 \) on \( A/L^bA \) has maximal rank, and so \( A/\ell^3A \) has the SLP by Theorem 7.5.

Second, assume \( s \) is even. Since \( n_{q+1}' \) must be positive, we have \( n_{q+1}' \in \{1, s+1\} \). In particular, \( n_{q+1}' \) is odd, and so multiplication by \( \ell^3 \) on \( A/L^bA \) has maximal rank by Theorem 6.4, which implies that \( A/\ell^3A \) has the SLP.

Third, assume \( t \geq s \) and \( s \) is odd. We will show that multiplication by \( \ell^3 \) on \( A/L^bA \) fails to have maximal rank for \( b = s \).

The fact that \( n_0 + \cdots + n_t = s \) implies that \( p \geq t \). Thus, we get \( 3 \leq s = b \leq t \leq p \), and so \( s \) is in the range of integers \( b \) considered in Theorem 7.5.
We now claim that $q = t - 1$. Indeed, we have

\[ n'_0 + \cdots + n'_{t-1} = (t-s) + (s+1) = t+1, \]

which proves the claim, and $s + 1 = n'_{q+1} = q + 2 - (n'_0 + \cdots + n'_q)$. Hence, multiplication by $\ell^3$ on $A/L^sA$ fails to have maximal rank, and so $A/\ell^3A$ does not have the SLP by Theorem 7.5. In fact, this failure occurs by one (failure of surjectivity) in exactly one degree, namely $j = q + 2 = t + 1$. \hfill \Box

For $A$ as in Corollary 7.6, it is also interesting to understand the set of $b$ for which $\times L^b$ fails to have maximal rank on $A/\ell^3A$. Recall that for a graded artinian algebra $B$, the Castelnuovo-Mumford regularity $\text{reg}(B)$ is the degree of the last non-zero component of $B$.

**Corollary 7.7.** Let $A = R/I$, where $I$ is an ideal generated by $s \geq 2$ $t$-th powers of general linear forms, and let $\ell, L \in R$ be general linear forms. Assume that $s$ is odd and that $t \geq s$. Assume also that $b \leq t$. Then there is at least one degree in which $\times L^b$ fails to have maximal rank on $A/\ell^3A$ if and only if $s$ divides $b$ and $b < \text{reg}(A/\ell^3A)$. Moreover, in this situation there is exactly one such degree, and multiplication by $L^b$ fails both injectivity and surjectivity by one there.

**Proof.** The condition on the regularity index is because if $b \geq \text{reg}(A/\ell^3A)$ then $\times L^b$ necessarily has maximal rank in all degrees for general $L$. From now on we assume that this condition holds.

By Corollary 7.6, $A/\ell^3A$ does not have the SLP. It follows from the commutative diagram (3.1) (taking $k = 3$) that $\times L^3$ is surjective on $A/L^bA$ from degree $j + b - 3$ to degree $j + b$ if and only if $\times L^b$ is surjective on $A/\ell^3A$ in the same degree. Furthermore, when surjectivity fails, the cokernels are the same. It follows from Proposition 3.1 (b) that if $\times L^3$ is injective on $A/L^bA$ in any degree then $\times L^b$ is injective on $A/\ell^3A$ in the same degree. Note also that the failure of maximal rank in Theorem 6.4 is a failure of both injectivity and surjectivity by one, and that there is exactly one degree in which it occurs.

For this proof we deviate slightly from the notation of Corollary 7.6 and we set $p = p(A/L^bA)$. We have already seen the result when $b = s$. 
Note that
\[ n_0 = \cdots = n_{b-1} = 0 \quad \text{and} \quad n_t = n_{t+1} = \cdots = s + 1. \]
Furthermore,
\[ \text{if } b < t \text{ then } n_b = \cdots = n_{t-1} = 1. \]
We obtain
\[ n_0 + \cdots + n_{t-1} = t - b \]
and
\[ n_0 + \cdots + n_{t+j} = t - b + (j + 1)(s + 1) \]
for \( j \geq 0. \) To find \( p \) we need the largest \( j \) so that
\[ t - b + (j + 1)(s + 1) \leq t + j, \]
i.e. such that
\[ (j + 1)s \leq b - 1. \]
Thus
\[ p = t + \alpha - 1, \quad \text{where } \alpha = \max\{j \mid js \leq b - 1\} \]
and
\[ n_0 + \cdots + n_p = t - b + \alpha(s + 1). \]
Note that in any case we have \( \alpha \geq 0, \) so \( p \geq t - 1. \) We compute
\[ (7.1) \quad p + 2 - (n_0 + \cdots + n_p) = t + \alpha + 1 - (t - b + \alpha(s + 1)) = b - \alpha s + 1. \]
We consider two cases. If \( b = ks \) for some \( k \geq 1 \) then \( \alpha = k - 1 \) and
\[ p + 2 - (n_0 + \cdots + n_p) = ks - (k - 1)s + 1 = s + 1 = n_{p+1}. \]
Since the other conditions of Theorem 6.4 are clearly satisfied, we conclude that there is exactly one degree \( j \) in which \( \times L^b \) fails to have maximal rank on \( A/L^3A, \) and the dimensions of the kernel and of the cokernel are both 1.

On the other hand, assume \( b \neq ks \) for any positive integer \( k. \) Then from \( (7.1) \) we see that \( p + 2 - (n_0 + \cdots + n_p) \) will not equal \( s + 1 = n_{p+1}, \) so \( \times L^3 \) has maximal rank on \( A/L^bA \) in each degree. In particular, whenever \( \times L^3 \) is surjective on \( A/L^bA, \) we get \( \times L^b \) is surjective on \( A/L^3A \) in the same degree. Suppose instead that \( \times L^3 \) is injective on \( A/L^bA \) from some degree \( j - 3 + b \) to degree \( j + b, \) with a positive dimensional cokernel (see (3.1)). If furthermore \( \times L^3 \) has maximal rank on \( A \) in
all degrees then we are done by Proposition 3.1. If instead there is
some degree in which $\times \ell^3$ fails to have maximal rank on $A$, this
degree is unique and the cokernel is one-dimensional. Then as observed in
Theorem 7.5, $\times L^b$ has maximal rank on $A/\ell^3 A$ in all degrees. □

Note that Corollary 7.7 is not exhaustive because of the condition
that $b \leq t$, and we believe that the assertion holds without this
condition. For example, one can check that if $s = 5$ and $t = 14$,
then the failure of maximal rank for $\times L^b$ (in each case failing by one to
be an isomorphism) occurs only for $b = 5, 10$ and $15$. In particular, for
$b = 15$ one has $\text{reg}(A/\ell^3 A) = 17$ and the failure comes between degrees
2 and 17.

**Conjecture 7.8.** Corollary 7.7 holds without the assumption that
$b \leq t$.

It was shown in Corollary 7.3 above that if $I = (L_0^2, L_1^{a_2}, \ldots, L_s^{a_s}) \subset k[x_1, x_2, x_3, x_4]$, where the $L_i$ are general linear forms, then $R/I$ has the
WLP. We use the results of this section to give a partial extension of
this result to the case where the ideal has a cube rather than a square,
and all the $a_i$ are equal.

**Corollary 7.9.** Let $R = k[x_1, x_2, x_3, x_4]$, and $L$ a general linear form.
Let $s \geq 4$ and $t \geq 3$ be positive integers. Let $L_0, \ldots, L_s$ be general
linear forms in $R$. Let $I = (L_0^3, L_1^t, \ldots, L_s^t)$. Then $R/I$ has the WLP
if and only if one of the following conditions holds:

(i) $s$ is odd;

(ii) $s$ is even and $t$ is not a multiple of $s - 1$.

When $R/I$ fails WLP, it does so as a failure of surjectivity by one, in
exactly one degree, namely $\frac{s^t}{s^t-1}$.

**Proof.** In this proof, if $\deg f = b$, we will use the term $f$ has maximal
rank in degree $j$ to mean that the map defined by $f$ from degree $j - b$ to
degree $j$ has maximal rank. Let $A = R/(L_0^3, L_1^t, \ldots, L_{s-1}^t)$. Consider
the commutative diagram

\[
\begin{array}{cccccc}
[A]_{j-t-1} & \phi_1=L_{s}^{t} & [A]_{j-1} & [A/L_{s}^{t}A]_{j-1} & 0 \\
\downarrow \psi_1=L & \downarrow \psi_2=L & \downarrow \psi_3=L \\
[A]_{j-t} & \phi_2=L_{s}^{t} & [A]_{j} & [A/L_{s}^{t}A]_{j} & 0 \\
\downarrow & & \downarrow & \downarrow & \\
[A/LA]_{j-t} & \phi_3=L_{s}^{t} & [A/LA]_{j} & [A/(L_{s}^{t}A)]_{j} & 0 \\
\downarrow & & \downarrow & \downarrow & 0 0 0 \\
0 & 0 & 0 & 0.
\end{array}
\]

(7.2)

Writing \(S = R/(L) \cong k[x_1, x_2, x_3]\), we have \(A/LA\) is isomorphic to a quotient of \(S\) modulo the ideal generated by the restrictions \(\bar{L}_{30}, \bar{L}_{t1}, \ldots, \bar{L}_{ts-1}\).

Our focus is to determine when \(\psi_3\) has maximal rank. Part of our argument will be to study \(\phi_3\). We note that in this case, in the notation of Corollary 7.7, we have \(b = t\) so Corollary 7.7 applies.

If \(s = 4\) then \((L_{30}^{3}, L_{11}, L_{22}, L_{33}, L_{44})\) is a complete intersection, so \(\phi_1, \phi_2, \psi_1\) and \(\psi_2\) all have maximal rank. The only non-trivial situation is when all four of these maps are injective, so assume that this is the case. In this situation, maximal rank of \(\psi_2\) is equivalent to that of \(\phi_3\) (for instance by applying the Snake Lemma using the first two rows and using the first two columns). Thus by Corollary 7.6 and Corollary 7.7, in this situation \(\psi_3\) fails maximal rank if and only if \(t\) is a multiple of 3, and the failure is by one for \(\phi_3\) to be an isomorphism. In terms of the degree, we know that \(\psi_3\) has the same cokernel as \(\phi_3 = \times L_{s}^{t} : [S/(L_{30}^{3}, L_{11}, L_{22}, L_{33})]_{j-t} \to [S/(L_{11}, L_{22}, L_{33}, L_{44})]_{j}\), which in turn has the same cokernel as \(\times L_{30}^{3} : [S/(L_{11}, L_{22}, L_{33}, L_{44})]_{j-3} \to [S/(L_{11}, L_{22}, L_{33}, L_{44})]_{j}\).

By Corollary 6.5, this is one-dimensional when \(j = \frac{4t}{3}\).

As a consequence, we have:

*For \(s = 4\), \(R/(L_{30}^{3}, L_{11}, L_{22}, L_{33}, L_{44})\) has the WLP if and only if \(t\) is not a multiple of 3. If \(t\) is a multiple of 3 then there is exactly one degree where \(\psi_3\) fails maximal rank, namely \(\frac{4t}{3}\), and it is a failure by one of
For $s \geq 5$, we can no longer expect $\phi_1$ and $\phi_2$ to have maximal rank in all degrees.

Let $s = 5$. Then $s - 1 = 4$ and $\phi_3$ has maximal rank in all degrees, by Corollary 7.6. When $\phi_3$ is surjective then so is $\psi_3$, so we will assume that $\phi_3$ is injective and not surjective.

If $t$ is not a multiple of 3 then $\psi_1$ and $\psi_2$ have maximal rank in all degrees, by the last case. Then by Proposition 3.1 (b) (taking $b = 1$), $\psi_3$ has maximal rank.

Now assume that $t$ is a multiple of 3. If $\psi_1$ is surjective then so is $\psi_2$ (since it is multiplication on a standard graded algebra), hence also $\psi_3$. If $\psi_2$ is surjective then so is $\psi_3$. So we will assume that neither $\psi_1$ nor $\psi_2$ is surjective. Both $\psi_1$ and $\psi_2$ have the property that each has maximal rank in all but one degree (hence they do not fail in the same degree). If neither $j$ nor $j - t$ is equal to this degree, the same argument holds as before, giving maximal rank for $\psi_3$. If $\psi_1$ fails maximal rank (surjectivity) by one then $\psi_2$ is surjective, hence so is $\psi_3$. It remains to check the case where $\psi_2$ fails surjectivity by one.

So assume that $\psi_2$ fails to have maximal rank, and let $j$ the the unique degree where this failure occurs. We are assuming that $\phi_3$ is injective but not surjective, so the bottom row of (7.2) is a short exact sequence. By the case $s = 4$, \( \dim_K[S/(\bar{L}_0, \bar{L}_t, \bar{L}_t^2, \bar{L}_t^3, \bar{L}_t^4, \bar{L}_t^5)]_j = 1 \). This forces \( \dim_K[S/(\bar{L}_0, \bar{L}_t, \bar{L}_t^2, \bar{L}_t^3, \bar{L}_t^4, \bar{L}_t^5)]_{j-t} > 0 \) since the quotient is a standard graded algebra, so by injectivity the dimension must be 1 and hence $\phi_3$ is also surjective, and we have a contradiction.

We conclude:

For $s = 5$, $R/(L_0, L_t, L_t^2, L_t^3, L_t^4, L_t^5)$ has the WLP for all $t$.

Since the case $s = 4$ was special, we also consider the case $s = 6$. Now we can assume that $\psi_1$ and $\psi_2$ have maximal rank in all degrees thanks to the just-completed case $s = 5$. We know from Corollary 7.7 that $\phi_3$ has maximal rank except when $t$ is a multiple of 5. Furthermore, reasoning analogously to the case $s = 4$, failure of maximal rank occurs only when $j = \frac{6t}{5}$. In this latter case the kernel and cokernel of $\phi_3$ are both one-dimensional.
If \( t \) is not a multiple of 5, or if \( t \) is a multiple of 5 but \( j \neq \frac{6t}{5} \), then \( \phi_3 \) has maximal rank, and so by the argument of Proposition 3.1 (b), \( \psi_3 \) has maximal rank. So it remains to consider the case that \( t \) is a multiple of 5 and \( j = \frac{6t}{5} \). We can further assume without loss of generality that \( \psi_1 \) and \( \psi_2 \) are injective, since as before surjectivity trivially gives the desired surjectivity for \( \psi_3 \).

In the commutative diagram (7.2), our assumptions give us short exact sequences in the first two columns. Then from the Snake Lemma we have a long exact sequence

\[
0 \to \ker \phi_1 \to \ker \phi_2 \to \ker \phi_3 \to [R/(L_0^3, L_1^1, \ldots, L_s^1)]_{j-1} \to \cdots
\]

(where \( s = 6 \)). Since \( \psi_2 \) is injective, we have that multiplication by \( L \) is injective in all degrees up to \( j = \frac{6t}{5} \), so the compositions \( \phi_1 \) and \( \phi_2 \) are injective for \( j = \frac{6t}{5} \). Then \( \ker \psi_3 \cong \ker \phi_3 \) is one-dimensional, and the cokernel is also one-dimensional in degree \( \frac{6t}{5} \) as claimed. We conclude:

For \( s = 6 \), \( R/(L_0^3, L_1^1, L_2^1, L_3^1, L_4^1, L_5^1, L_6^1) \) has the WLP if and only if \( t \) is not a multiple of 5. If \( t \) is a multiple of 5 then there is exactly one degree where \( \psi_3 \) fails maximal rank, namely \( \frac{6t}{5} \), and it is a failure by one of surjectivity.

The proof now goes by induction on \( s \). When \( s \) is odd, the argument mimics that for \( s = 5 \), and when \( s \) is even it mimics the argument for \( s = 6 \).

\[
\square
\]
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