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Abstract: In this paper, we consider the linear regression model Y =
S X + ¢ with functional regressors and responses. We develop new inference
tools to quantify deviations of the true slope S from a hypothesized operator
So with respect to the Hilbert-Schmidt norm [|S — Spl||?, as well as the
prediction error E||SX — SoX||2. Our analysis is applicable to functional
time series and based on asymptotically pivotal statistics. This makes it
particularly user-friendly, because it avoids the choice of tuning parameters
inherent in long-run variance estimation or bootstrap of dependent data.
We also discuss two sample problems as well as change point detection.
Finite sample properties are investigated by means of a simulation study.

Mathematically, our approach is based on a sequential version of the
popular spectral cut-off estimator S ~ for S. We prove that (sequential)
plug-in estimators of the deviation measures are v/ N-consistent and satisfy
weak invariance principles. These results rest on the smoothing effect of
L2-norms, that we exploit by a new proof-technique, the smoothness shift,
which has potential applications in other fields.
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1. Introduction

Over the past decades, new branches of statistical research have developed to
meet the needs of an economy with growing data volumes at its disposal. One
approach to analyze large data samples, particularly when detected on a dense
grid, is interpolation of discrete measurements to continuous, functional obser-
vations. This method is known as functional data analysis (FDA) and nowadays
has numerous applications as diverse as economics, climatology and medicine
(see, for example, Andersson and Lillestgl (2010); Bonner et al. (2014); Sgrensen
et al. (2013) among many others). FDA benefits users in several ways: From a
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theoretical perspective, functional models — in contrast to standard multivari-
ate analysis — can incorporate smoothness in the data. From a computational
viewpoint, the interpolation of thousands of observations to, say a yearly curve
of price development, can drastically reduce the amount of data to be stored,
since interpolations only consume a fraction of memory compared to the noisy
raw data (see, e.g., Liebl (2013); Stohr et al. (2021) among many others). More-
over, from a practical point of view, random curves are easy to visualize and
interpret for human users, who cannot possibly make sense from endless data
lists.

One model that has attracted particular interest in the context of FDA due
to its parsimony and interpretability is the functional linear regression model

Y, =SX,+e, n=1,...,N. (1.1)

Here the regressors, errors and dependent variables are functions. More mathe-
matically speaking, X,,, e, and Y,, are elements of (potentially different) Hilbert
spaces H; and H, and the slope S : Hiy — Hs is a Hilbert—Schmidt operator.
Such models extend existing ones for time series and panel data, and have ap-
plications in different situations, where standard, non-functional approaches fail
(see, e.g. Andersson and Lillestgl (2010)).

Linear models are attractive for users because of their simple structure, where
all information is stored in the slope parameter S. However, compared to the
better known case of finite dimensional, linear regression, the standard tasks of
estimation, prediction and statistical inference become substantially more diffi-
cult in the functional regime. Indeed, all of these tasks require the approximate
inversion of the compact covariance operator I' := EX ® X (we discuss this issue
in detail in Section 2.2), which constitutes a statistical inverse problem. Statisti-
cal inverse problems extend classical inverse problems (the reconstruction of an
entity using indirect observations, see for example Engl et al. (1996)) by includ-
ing noise in the model. Naturally arising in different settings, statistical inverse
problems have been studied extensively in tomography, deconvolution or the
heat equation, to name but a few examples (see Cavalier (2008); Bissantz and
Holzmann (2008) and the references therein). Since our subsequent discussion
is exclusively concerned with statistical inverse problems, we will for brevity
just refer to them as inverse problems without qualifications. Characteristic of
statistical inverse problems is a need for regularization, which leads to slower
than parametric convergence rates of the resulting estimates.

The study of functional linear regression and the associated inverse problem
has been a part of FDA for more than two decades (see, for example the mono-
graph of Ramsay and Silverman (1997)). Early work has focused on the scalar
response model

Y, = /0 o5 () X (1)t + 21 | (1.2)

which is a special case of (1.1), where H; = L?[0,1], Hy = R and the integral
operator S : L2[0,1] — R has the kernel pg € L2[0,1]?. For the investigation
of 1.2, we refer the interested reader for instance to (Cardot et al., 2003), (Hall
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and Horowitz, 2007), (Yuan and Cai, 2012) and references therein. In (Hall
and Horowitz, 2007) convergence rates for spectral cut-off estimators (a specific
kind of regularization also used in this paper) are investigated with respect
to the L2-norm and it is shown that these estimators can achieve minimax
optimal rates. Generalizations of these results to functional linear regression
with functional responses can be found in (Imaizumi and Kato, 2018). Similarly,
(Benatia et al., 2017) investigate minimax L?-rates, as well as practical aspects
of Tikhonov regularizations in the estimation of the slope parameter. Besides
L2-rates other aspects of model (1.1) have been investigated in a wide variety
of works, such as consistency under weak dependence in a white noise model
(see Hormann and Kidzinski (2012)), aspects of identifiability (see Scheipl and
Greven (2016)), minimax rates for prediction (see Crambes and Mas (2013))
and robust estimation (see Shin and Lee (2016)).

The list of cited references is by no means complete and only comprises a
fraction of the larger body of research in this domain. Besides estimation and
prediction, hypothesis testing in the functional regression model has attracted
some attention. (Cardot et al., 2003, 2004) consider the problem of testing for a
particular value of the slope, i.e., Hy : S = Sy vs. Hy : S # Sp, where Sy is some
hypothesized operator (see Section 3.1 for details and more references). It turns
out that Hy can be examined by v/ N-consistent tests, which employ transformed
versions of both operators S and Sy. Importantly such tests do not have to solve
the inverse problem of reconstructing .S, which makes them theoretically more
parsimonious, but practically somewhat difficult to interpret, as they do not
assess the deviation of the true operators of interest. As a consequence, attention
has recently shifted to inference methods, based on direct slope comparisons, to
make the results statistically more meaningful. For example, in the functional
linear model (1.2) with scalar responses (Imaizumi and Kato, 2019) develop
confidence bands that cover the slope function at most points with a prespecified
probability. Other authors use Gaussian approximations to construct uniform
confidence bands, see e.g. (Babii, 2020). Notice that these approaches, based on
reconstructing S (or ¢g), have to pay the price of solving the inverse problem,
by a convergence speed significantly slower than 1/ V'N.

In this paper, we contribute to the discussion by providing a new method of
statistical inference in the regression model (1.1). Our inference concerns the
two deviation measures [|S — Sp||? (the distance in Hilbert-Schmidt-norm) and
E||SX —SoX|? (the expected prediction error), where again Sy is a hypothesized
operator. In contrast to the hypothesis of the form Hy : S = Sy, we prefer a more
quantitative approach, testing whether the deviation ||.S — Spl|? or the expected
deviation E[SX — SpX||? is smaller than some predetermined threshold, say
A > 0. Although one has to solve the inverse problem to reconstruct S, the
proposed estimates converge at a parametric rate of 1/ VN , due to a natural
smoothing effect of the L?-norms. In particular, we use a new proof-technique,
called smoothness shift, to establish asymptotic normality for estimators of the
deviation measures ||S — Sp||? and E[|SX — SoX||%. In contrast to other works,
concerned with the estimation of L?-norms, our approach is based on proving
functional weak convergence (in the space of slope operators), which entails



Statistical inference in functional linear regression 5983

uniform convergence of the deviation measures (w.r.t. S and Sp). Among the
analytical advantages of this approach is a convenient theory for classes of local
alternatives (see Lemma 3.9). We want to point out that this technique can
be also used in the study of other inverse problems, such as deconvolution or
tomography, and is therefore of independent interest.

A direct application of these results for statistical inference such as the con-

struction of hypothesis tests or confidence intervals is theoretically possible,
but practically difficult, because it requires the estimation of asymptotic (long-
run) variances. This estimation is intricate in inverse problems already for i.i.d.
data and becomes even more difficult for functional time series (see Proposi-
tion 3.3 below for a presentation of the long-run variance 72). To circumvent
these problems, we investigate sequential versions of our estimators, prove weak
invariance principles and use the concept of self-normalization (see, for example,
Shao (2015); Dette et al. (2020)) to construct (asymptotically) pivotal estimates
of the deviation measures. Users benefit from the principle of self-normalization,
because it provides (robust) inference tools, which do not require the choice of
tuning parameters for long-run variance estimation (see, e.g., (Horvéith et al.,
2011) and (Kokoszka, 2012)) or for the block bootstrap of dependent data (see,
e.g., Politis and Romano (1994); Biicher and Kojadinovic (2013)).
The rest of this paper is organized as follows: In Section 2, we discuss the
model (1.2) in detail and construct the spectral cut-off estimator Sy for S.
Next, in Section 3, we present statistical inference for the distance in Hilbert—
Schmidt norm and in Section 4 inference for the expected prediction error.
Then, in Section 5 we propose extensions of our methodology to two sample
and change point scenarios, while in Section 6 we investigate finite sample prop-
erties by virtue of a simulation study. Finally, the online supplement contains
the technical proofs and mathematical details.

2. Estimation of the slope parameter

In this section, we introduce the mathematical set-up for estimation in the
functional linear regression model (1.1). We begin by recalling some basic facts
and notations from functional analysis.

2.1. Operators on Hilbert spaces

Throughout this paper, we treat functional observations as elements of sepa-
rable Hilbert spaces. Thus, before we proceed to the statistics, we recall some
fundamental aspects of operator theory on Hilbert spaces. For a more detailed
overview, we recommend the monographs of (Horvath and Kokoszka, 2012)
(with particular emphasis on functional data) as well as (Weidmann, 1980).
Suppose two Hilbert spaces (Hi,(,)1) and (Ha,(,)2) with corresponding
norms || - ||1, || - ||2 are given. We denote by L£(H1,Hz) the space of linear oper-
ators L : Hi — Ha, satistying || L[|z := supj ), =1 [[Lz[]2 < oo. The norm || - ||
is referred to as operator or spectral norm. Recall that any L € L(H1,Hs2) is
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also continuous. An important subclass of £L(Hi,Hs) is given by the compact
operators, i.e., such operators L which map the unit ball in #; to a totally
bounded set in Hs. In the special case where Hi = Hs and the operator L is
both compact and symmetric, L can — according to the spectral theorem for
normal operators — be diagonalized, in the sense that for any = € H;

Lx = Znn<fmx>1fm (2-1)

neN

where 71,72, ... € R are the eigenvalues and fi, f2,... € H; the corresponding
eigenvectors of L. In the context of functional spaces, the eigenvectors are usually
referred to as eigenfunctions. The most restrictive class of operators, that we
consider in this paper consists of the Hilbert—-Schmidt operators. It is denoted
by S(H1,H2) and includes all L € £L(H1, Hz) which satisfy

Ll == Y ILfall3 < oo,

neN

where { f,, }nen is some orthonormal basis (ONB) of #1. The norm || - || is called
Hilbert-Schmidt norm and its value is independent of the basis choice { f,, }nen-
Just as its finite dimensional analogue, the Frobenius norm, it is induced by an
inner product, which for two operators L, T € S(H1,H2) is given by

<L7T> = Z<Lf7L7Tfn>2'

neN

Here again the value of the inner product (on the left hand side) does not
depend on the choice of basis. Equipped with this inner product the linear
space S(H1, Hz) becomes itself a Hilbert space. Finally, we introduce the tensor
product of two elements in Hi, Hsy. For any f € Hi, g € Ho we define the linear
operator ¢ ® f € S(H1,Ha), pointwise by

9@ fhl:=g{fih)r  VheH. (2.2)

By virtue of this definition it is possible to endow S(#1, Hz2) with a particularly
natural basis: If {f,}nen, {gn}nen are ONBs of Hj, Ha respectively, then the
set {gn ® fmtn,men is an ONB of S(#H1,H2). Finally, we notice that the tensor
product notation can be used to restate the spectral theorem for a compact,
symmetric operator L (see (2.1)) as follows: L = > Nnfn ® fn. In the next
step we bring to bear these notations to the analysis of the functional regression
problem (1.1).

2.2. The functional linear model

In this section, we introduce the functional, linear regression model (1.1) in a
more rigorous way. Let 7 C R? denote a compact and non-empty set and i,
1o measures defined on some o-algebra on 7. Furthermore, we define the spaces
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Hy = (L*(T), 1) and Hy := (L?(T), p2) of all measurable, real-valued func-
tions on T, that are square integrable w.r.t. p; and po, respectively. Equipped
with the inner products

(f.g) = /T FOgOdu(t)  fge H (i=1.2)

H; and H are Hilbert spaces. Notice that the inner product (f,g) depends on
the index ¢ = 1,2, but for the sake of simplicity we do not make this explicit.
Accordingly, the induced norms are denoted by || - ||.

This general setup includes many of the standard scenarios treated in the
related literature. For instance, to retrieve the model (1.2) with functional re-
gressors and scalar responses (see Hall and Horowitz (2007)) it suffices to set
T = [0,1], #1 = A (the Lebesgue measure) and pg = 01 (the Dirac measure
at the point 1). Another typical setting is to choose both measures as the
Lebesgue measure, which gives functional inputs and outputs (see, for exam-
ple, Yao et al. (2005) among many others). Further important non-standard
cases such as spatio-temporal functions with continuous time and discrete space
components (see Constantinou et al. (2017)) can be accommodated as well.

Let (X1,Y1),...,(Xn,Yn) denote a total of N observations from a time
series {(Xn,Yn)}nez C Hy X Ha, which are generated according to the linear
model (1.1), that is Y,, = SX,,+¢e,,n=1,..., N, where S € S(Hy, Hy) denotes
the (unknown) slope parameter and ¢, € Hy an observational error. By virtue
of the tensor product (see Section 2.1) it is possible to transform this linear
model into a version, which is more suitable to make inference about the slope
parameter. More precisely, “multiplying” the above equation by X, from the
right gives

Vo ® Xy =5X, @ Xp +6,@Xn n=1,...,N. (2.3)

Under the assumption E||X,,||?, E|/e,]|?> < oo the operators SX,, ® X,,, e, ® X,
are random elements in S(H;, Hz). Moreover, if the random functions X, e,
are also centered, taking expectations on both sides of the above equation (2.3)
gives EY, ® X,, = ST + E¢,, ® X,,, where I' := EX,, ® X,, is the covariance
operator of X, (recall that the sequence {X,, },en of regressors is stationary).
Note that we merely assume centered regressors for ease of presentation, and
adaption to the non-centered case is simple (for details, see Remark 3.8). Under
the additional assumption of weak exogeneity, i.e., Ee, ® X,, = 0, the above
equation entails the fundamental identity

EY, ® X, = ST. (2.4)

The task of recovering the operator S from equation (2.4) is non-trivial, even
if we knew the “true” expectation ST = EY,, ® X,, and the covariance operator
I". One obvious condition for a complete recovery of S is identifiability, which is
satisfied, if I is an injective operator. However, even in this case, as I" is compact,
its inverse must be unbounded and hence can only be defined on a dense linear
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subspace. We refer the interested reader to (Dunford and Schwartz, 1958) and
(Weidmann, 1980) for a detailed discussion of (un)bounded operators.

A remedy for this problem is given by the application of a regularized inverse,
i.e., a sequence of continuous operators {FL}kGN converging pointwise to I'"!.
Of course this means that |HI’L\H£ — o0 = ||[T71]|., but for each finite k, the op-
erator SFFL is well-defined on the whole space. Moreover, for sufficiently large
k, we expect that S ~ SFFL in the sense that ||S — SFF,UH becomes arbitrarily
small. Let T' := Zfil Aie; ® e;, denote the spectral decomposition of the oper-
ator I', with eigenvalues Ay > Ay > ... > 0 and corresponding eigenfunctions
e1,€es,.... A typical example of a regularized inverse operator is given by the
spectral cut-off regularizer FL = Zle /\iiei ® e;, which evidently has operator
norm \HFL\HL =\, ! < 0o. We also point out that FF,TC =: I, where IIj is the
projection on the space spanned by the first k eigenfunctions eq,...,ex of T'.
Notice that, if this was the whole problem, we could simply choose a large, but
finite £ and receive an arbitrarily precise approximation of S via SFFL. How-
ever, in practice neither the true expectation EY,, ® X,,, nor the true covariance
operator I' are known and have to be estimated from the data. For this purpose,
we define

N
. 1
N = Zan ® Xn (2.5)

as the standard estimate of the covariance operator I' and % 25:1 Y, ® X, as
estimate of EY,, ® X,,. This gives an empirical analogue of equation (2.4), that
is

N
1 N
N E Y, ® X, =STn+Up, (2.6)
n=1
where
1 N
Uy = N ,?,1 en ® X, (2.7)

is a remainder term, arising from (2.3). Note that the identity (2.6) provides a
way of estimating ST'. We define the empirical version of the regularized inverse
by

| =

é; ®é;, (2.8)

>

k
=3
i=1

where 5\1 > 5\2 > ... > 0 are the ordered eigenvalues of fN and éi,és,... the

corresponding eigenfunctions. An estimator of the operator S is now given by
1N

Sn o= > Y, ® X, = SONT] + UNT] = STI,, + UnTY,, (2.9)

n=1

where I1}, is the projection on the subspace spanned by the first k eigenfunctions
of the empirical covariance operator I'y. This equation differs notably from
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the ideal SIT,TC = SII; by the noise term UNfL (which makes it a statistical
inverse problem; see the discussion in the introduction). If k is large compared
to N this remainder can potentially sp011 the estimate, because the noise Uy is
amplified by the regularized inverse F Consequently, the solution of the inverse
problem, as described in model (2.3), features a trade-off between regularization
parameter k and sample size N.

As a corollary of our later discussion, we will get a consistency result for
Sy under suitable regularity conditions. For works specifically aimed at recon-
structing the operator S see, for instance, (Hall and Horowitz, 2007), (Benatia
et al., 2017) and (Imaizumi and Kato, 2018).

3. Statistical inference for the location of S

In this section, we introduce the concept of relevant hypotheses for the location
of S and discuss the assumptions that are made throughout this paper. Fur-
thermore, we revisit the problems in deriving a weak convergence result for the
estimator Sy as described in (Cardot et al., 2007), (Crambes and Mas, 2013)
and suggest a new technique — the smoothness shift — to grapple with them.
Based on this idea, we establish an invariance principle for the estimated dis-
tance || Sy —So||2, which is used to develop pivotal statistics for testing relevant
hypotheses.

3.1. Relevant differences in the slope

A typical concern in the context of model (1.1) is the comparison of the true
slope S with some hypothesized operator Sy € S(Hy, Hs). This problem is often
addressed by constructing statistical tests for the hypotheses

Hy:S5=5y versus Hi:S#5q. (3.1)

These hypotheses may for instance be used with Sp = 0, to determine the
explanatory power of the model, or with a slope Sy from a theoretical model.
Various tests have been devised for these (or related) hypotheses, such as in
(Cardot et al., 2003, 2004), where the cross covariance operator given by EY; ®
X7 = ST is used to test the mathematically equivalent null hypothesis ST =
SoI'. In a similar spirit, (Hilgert et al., 2013) propose minimax optimal adaptive
tests based on projections of Y onto the principal components of I' or (Kong
et al., 2016) employ traditional tests (such as the F-test) on finite dimensional
subspaces, to validate model fit.

Although from a decision theoretical perspective, all of these methods define
consistent tests for the hypotheses (3.1), they have the drawback of telling us
little about the actual proximity of the operators S and Sy. For example a test for
Hy, based on the quantity [||[ST—SoT|| is difficult to interpret, as ||ST—So'|| may
be arbitrarily small, while in fact the true difference [|S—.Sp|| is arbitrarily large.
In particular, if a user decides to perform data analysis under the assumption
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S = Sy after a test, which has not rejected the hypothesis ST = SyI', there
is no guarantee that Sy is indeed a good approximation of S. This insight has
motivated some of the contemporary approaches to confidence regions for S
(see the discussion in the introduction), where even a slower than parametric
convergence rate is accepted, in return for an inference method, based on the
original slope operator S.

In this paper, we take up this insight and base statistical inference directly
on the measure ||.S — Sy||. Evidently, the point hypothesis in (3.1) is equivalent
to [|S = So|| = 0. However, in this work, we want to investigate the “relevant
hypotheses”, given by

HE :||S — Sof|? <A versus HL :||S — Sol|? > A, (3.2)
and
HY :||S—Sof|2 > A versus H2:||S—So|2 <A, (3.3)

where A > 0and A > 0 are predetermined thresholds. Our suggestion to replace
the “classical” hypotheses in (3.1) by hypotheses of the form (3.2) or (3.3) has
theoretical as well as practical reasons.

From a theoretical perspective, testing exact equality of S and Sy (both of
which are infinite dimensional objects) might be questionable, because it is
rarely believed that the hypothesized slope coincides perfectly with the true one.
Therefore, testing Hy means testing a hypothesis, which is essentially known
to be false. This point is important, because any consistent test will detect
any arbitrarily small deviation from Hj if the sample size is sufficiently large
(see Berkson (1938)). Thus we expect any consistent test for Hy to eventually
reject the hypothesis. This problem is evaded by the consideration of relevant
hypotheses (3.2), which only refer to sufficient proximity of S and Sy.

We also believe that the relevant hypotheses are more congruent with com-
mon interests of users, who are less concerned with perfect equality than with
the practical issue of comparable performance. Often users are willing to trade
— at least to some extend — statistical precision for a simpler model. In this
sense, the thresholds A, A in the relevant hypotheses can be understood as the
largest deviation between S and Sy, which is still acceptable for the user. This
also highlights that the choice of the threshold will depend on the application in
hand and is not an a priori question. Although this choice appears to be cum-
bersome, we argue that one should carefully think about it in each application,
because the “simple” option A = 0 defines a null hypothesis, which is often
known to be wrong.

Note also that a formulation of the hypotheses in the form (3.3) might be
preferred if one is interested to work under the assumption S = Sy. If the
null hypothesis HOA is rejected at level «, the risk of erroneously assuming
IS — Sol|?> < A, is controlled, which is not possible using the “classical” hy-
potheses in (3.1), because there is no symmetry in the problem. Although the
hypotheses (3.2) and (3.3) are different with respect to their statistical interpre-
tation, it will become clear later that from a mathematical point of view they
are in some sense equivalent. Therefore, and also for the sake of brevity, we
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restrict ourselves to the development of testing procedures for the hypotheses
in (3.2) and denote the null hypothesis as “no relevant deviation from Sp”.

3.2. Assumptions

The theoretical results of this paper require several assumptions, which are ex-
plained and illustrated in this section. Recall that a stationary sequence {Z;} ez
of random variables is called ¢-mixing, if limy_,o, ¢(k) = 0, where

o(k) := 21;12) sup {|P(F|E) — P(F)| :E € 0(Z1,...,Zp)

Fe J(Zh+k, Zk+h+1; . .), ]P)(E) > O}

denotes the ¢-dependence coefficients and o(Zy, ..., Zx), is the o-algebra gen-
erated by Zp, ..., Zy (see for instance Dehling et al. (2002)).

Assumption 3.1.
(1) Smoothness: For some 8 > 0 the operators S and S are elements of the
smoothness class

C(B,T):={RI’: R € Sy(Hy, Ha)}.

(2) Moments: There exists some x > 0, such that E|| X1 [|***, E|je; [|**" < cc.
(3) Dependence: The sequence of random functions {(X,,ey)}nez is centered,
strictly stationary and ¢-mixing, such that

$(1) <1 and Z vV o(h) < oo.

h>1

(4) Coefficients: There exists a finite constant C' > 0, s.t. the inequality
E[(X1,e;)|* < C(E|(X1,e;)|?)? holds for any j € N.

(5) Weak exogeneity: Eeq @ X1 = 0.

(6) Decay of eigenvalues and eigengaps: For some v > 0 and large enough
C > 0, the eigenvalues of the covariance operator I' satisfy

Ay < CET7 and Me— M1 > C 771 Wk eEN.
(7) Rates of reqularization: The regularization parameter k = k(N) is chosen
such that for some J > 0

py+1i+s KB
-0 and — — 00.

VN VN

Remark 3.2.

(a) Assumption (1) is a smoothness condition on the slope operators S, Sp,
w.r.t. the principal components of T'. To see this let S = RT® and = € H;. It
follows that Sz = RTPz = Ry, where y = Y., .\ (M (z,¢,)). Evidently the
L2-coefficients (A3 (x, e,.)) of y decay faster than those of z, as they are weighted
by a power of the decaying eigenvalues. In this sense y is smoother than z and
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a larger value of g translates into lighter coefficients and thus more smoothing.
In this way Sz can be understood as the application of an integral operator R
to a smoothed version of x. Assumption 3.1(1) was also considered in (Benatia
et al., 2017) in their study of the Tikhonov regularization, where it was denoted
by the common label of source condition. At the beginning of their Section 3
the smoothing effect of I'¥ is explored by various examples.

In the following calculations, we demonstrate that Assumption 3.1(1) can be
translated into fast decaying tails of the operator S, which is another standard
way of stating smoothness in the literature. Consider the application of R to a
basis function eg of I': Re; = RIPT~Pe, = ST~ Pe,. Notice that T™Pe, = A Peq
is indeed well-defined. We can now express Re, as

Rey = Sl—‘_ﬁeq = [ Z siifi ® ej} [Z)\lzﬁek & ek} €q = ZSi,q)\;ﬁfiv
i,jEN keN ieN

where {f;}ien is an ONB of Hy and s; ; := (S, f; ® e;) (with the inner product
on the space of Hilbert—Schmidt operators, see Section 2.1). Now the squared
Hilbert—Schmidt norm of R equals

00 > |RI? = (Req. Reg) = > (> sighy i > s1ay" 1)

qgeN geN ieN leN
=3 NP8t = 3 A (Seq 1) = YA 2 ISe |2 (3.4)
q,leN q,leN g€eN

where we have used Parseval’s identity in the last step. In the scalar response
model (1.2) one has [|Se,||? = (ps,eq)?. Thus, the summability in (3.4) is
a smoothness condition for ¢g. In this form it has been used by (Hall and
Horowitz, 2007) (see equation (3.3) in that paper). In the more general model (1.1)
the decay of ||Se,||* was considered as a smoothness condition in (Crambes and
Mas, 2013) (see their Definition 3). Evidently, this analysis can also be reversed:
With the same notations as above we have

S = Z sijfi®e; = [ Z Si,j)\j_ﬁfi &® 6]} {Z)\fek ®€k] = RI'P.
i,jeN i,jEN keN
S is Hilbert-Schmidt whenever 3, sf’j)\;w =D jen )\;wHSesz < 00. Con-
sequently, the decomposability of S = RI'” is indeed equivalent to fast decaying
tails. Given our Assumption (6), which entails )\? ~ Cj~7% we can infer that
for example the decay assumption ||Se;||* < Cj~2" with r > v+ 1/2 would be
sufficient for S = RIT'® to hold, with R of Hilbert-Schmidt class.

(b) Assumptions 3.1(2) — (5) are required to derive a weak convergence re-
sult stated in Theorem 3.5. The existence of moments of larger order than 4
is typical for proving second order, weak invariance principles (it corresponds
to the assumption of more than second moments for the first order; see Berkes
et al. (2013)). The mixing assumption is weaker than those in the related liter-
ature, where almost exclusively i.i.d. observations are considered, (see Hall and
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Horowitz (2007); Crambes and Mas (2013); Benatia et al. (2017); Imaizumi and
Kato (2019); Babii (2020) among others) and can be relaxed further to strong
mixing (see Remark 3.8(4) below). Assumption 3.1(4) regarding the moments of
the coefficients (X1, e;) is standard in the literature (see for example Hall and
Horowitz (2007); Crambes and Mas (2013); Imaizumi and Kato (2019)) and is
needed for technical reasons. We use it in the proof of Lemma B.1, part ii).
Assumption 3.1(5) regarding the exogeneity is again weaker than in most of
the literature. Here often strong exogeneity is required (see the literature cited
before), where the work of (Benatia et al., 2017) constitutes an important ex-
ception.

(c) Assumption 3.1(6) guarantees a polynomial decay rate for the eigenvalues
of ', that is Ay ~ k~7. More important than the precise rate of decay is the
assumption on the eigengaps, which have to be controlled for identifiability
reasons. Assumptions of this type are standard in the literature, in particular in
the analysis of spectral cut-off estimators (see, Hall and Horowitz (2007); Qiao
et al. (2019) among others), even though they are sometimes made implicitly
(see Lemma 12 in Crambes and Mas (2013)).

The two decay rates in Assumption 3.1(7) expose the trade-off inherent in
the choice of k. On the one hand, k has to increase slowly enough, such that
the k-th eigenvalue A\, can be distinguished from Agy;. This means that the
k-th eigengap of size k=71 is of larger order than the estimation error of size
1/v/N. Our assumption is almost sharp in the sense that we assume k7! /\/N
to decay at some arbitrarily slow polynomial rate in N. We use this additional
leverage to derive not only a CLT but a stronger weak invariance principle,
where remainders have to be controlled uniformly; see Lemma B.1. A sharp
version has been used for confidence bands in the scalar response model by
(Imaizumi and Kato, 2019). On the other hand, k has to increase fast enough,
such that the asymptotic bias is negligible, more precisely

IS — ST,|| = ||RT?[Td — TLK]|| < || R||ITP[1d — T1]|
=||RIAL,, = O(k~"") = o(1/VN).

It can be shown that the above bound is sharp for general operators and hence
the bias rate cannot be improved upon. Notice that the two Assumptions on k&
can be simultaneously fulfilled if and only if 3 > 14 1/4.

3.3. Main results

In order to develop a statistical test for the relevant hypotheses defined in (3.2)
it is reasonable to estimate the difference [|S — Spf|?. A natural estimator is
given by [|Sy — Sollx||2. While it is also possible to replace SoIlj, by Sp in the
subsequent theory, we prefer to work with Soll; as it does not seem sensible to
compare Sy along dimensions to S, where no estimate for S exists (this common
sense approach is also supported by simulations). In order to define a consistent
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and (asymptotic) level-«r test, we are interested in the weak convergence of the
difference . .

VN (II8x — SoTLe]|* ~ IS — Sol)- (35)
The standard approach to this problem would be to first establish weak conver-
gence of the difference vN(Sy — S) in the space S(Hy, Hs) and then deduce
weak convergence of the test statistic in (3.5) by applying the Delta method (see
Section 3.9 in (van der Vaart and Wellner, 1996)) to the mapping S — [|.S—So||2.
Notice that, using the OLS estimator, this method works for finite dimensional
linear regression. However, this approach fails in the context of functional re-
gression problems, as it is not possible to find a standardizing sequence, say
{an}nNen, such that the difference aN(SN — S) converges weakly to a non-
degenerate limit, if k£ converges to infinity with the sample size, which is neces-
sary to obtain an asymptotically vanishing bias (see, for example, Crambes and
Mas (2013)).

Nevertheless, the fact that no weak convergence of v N (S’ N —S) in the space
S(Hy, Hy) can be established does not necessarily imply that the difference in
(3.5) cannot converge weakly. Indeed, we will demonstrate that the mapping
S — ||S — So|* has a smoothing effect on Sy. Therefore, the inflation of the
observation error Uy (defined in (2.7)) is compensated and it is possible to es-
tablish weak convergence of (3.5) with a normally distributed limit. The precise
statement will be given in Proposition 3.3 below. To get an intuition how this
smoothing works note that by the third binomial formula in Hilbert spaces we
have

1S5 = SoTTe]|* = [I(S — So)Tx
=(Sy — Solly — (S — So) Ik, Sy — Sollj, + (S — So)IL).
After multiplying with v/N and some careful bounding of the error terms (recall

that the left side of the inner product asymptotically degenerates), we can show
that this equals

VN (S — SoIl, — (S — So)Ii, S — So) + op(1)

(see Section A.l in the Supplementary Material). Now, by Assumption 3.1(1)
there exist operators R, Ry € S(Hy, Hy), such that S = RT'®, Sy = RoI'®. Hence,
we can perform the following smoothness shift, moving smoothness in the form
of I'? from the second to the first component of the inner product, i.e.,

VN (Sn — Sollx — (S — So)Ik, S — So)
=2V N(Sy — Sollx — (S — So)Ik, [R — RoT'”)
=2V N{([Sn — SoIlj, — (S — So)IIL TP, R — Ry).

It turns out that the smoothing effect of I'? on the left stops the error inflation.
Intuitively, the smoothing works, because

N
N 1 ~
_ § : T8~

n=1

N

1

~ > Y, ® X, (3.6)
n=1
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i.e. the regularized inverse I'l and the shifted operator I “cancel out” to I'*~1,

thus eliminating the pathology of the asymptotically unbounded operator f‘L
Now, the asymptotic normality of (3.5) follows from the linearization in (3.6).

Proposition 3.3. Under the Assumptions presented in Section 3.2, it holds
that
Ty = VN (\HSN — SolLe[I* = [I(S — So)HkIHZ) SN, (37

where the long-run variance T2 is defined by

72 ;_4{ ZE[((R—RO)L[X()@XO ~T],R— Ry) (3.8)
hEZ

(R = Ro)L[Xp® X —T],R — R0>]

+9E [<(R — Ro)L[Xo® Xo —T],R — Ry) {en ® Xp,I°~1 R — Ro>]
+E {<50 ® XoI?~1, R — Ro) (ep ® XaIP~1, R — RO>} }

Here, the map L is given in Definition B.2 of the Supplementary Material.

The proof of Proposition 3.3 rests on the asymptotic normality of the smoothed
process [S'N - Soﬂk — (S - SO)Hk]FB in the Hilbert space of slope operators
S(Hy, Hy). Proving normality in the Hilbert space (via smoothness shift) has
several advantages compared to standard linearizations in the real numbers: For
example, we can use functional convergence, to derive generalizations of Propo-
sition 3.3, that hold uniformly over S,Sy € C(8,T") (for a precise result see
Theorem 3.5 below). This yields a convenient theory for the analysis of uniform
local alternatives (see Lemma 3.9) as well as test procedures for more general
classes of relevant hypotheses (see Remark 3.10). The price that we pay for
this non-standard approach is a more sophisticated proof, where many difficult
remainder terms have to be controlled.

In the following remark, we discuss how Proposition 3.3 can be used to derive
an asymptotic test for the hypotheses in (3.2).

Remark 3.4. Using Proposition 3.3, we could in principle construct a test for
the hypothesis of no relevant deviation, presented in (3.2), by rejecting the null
hypothesis, whenever

VN (I18n = Soll||? = A) > 7071 (1 —a), (3.9)

where ® ! is the quantile function of a standard normal distribution and o €
(0,1) denotes the nominal level. This decision yields indeed a test which is
asymptotically consistent and keeps its nominal level asymptotically. To see
this we use the expansion

VN (IS = Sollk[|2 = A) = Tay + Ton + T, (3.10)
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where
Tiw = VN (18 = SofLel|2 = 11(S = So)TL. 1),
Ton = VN(|I(S = So) T[> = IS = Soll?),
Tsny = VN(||S = Sol* — A).

By Proposition 3.3 the first term Tjx in (3.10) converges weakly to a centered
normal distribution with variance 72. The term Th is the bias and asymptoti-
cally vanishes (see discussion of Assumption 3.1(7)). The third term T5p is also
deterministic. In the interior of the null hypothesis, that is [|S — So||* < A, it
converges to —oo and thus asymptotically no rejection occurs for N — co. On
the boundary of the hypothesis, that is [|.S — Sp[|? = 4, it vanishes and we get

VN (I1Sx = Soflg? = A) = Tan + 02(1) 4 N (0,7%).

Consequently, the test (3.9) has asymptotic level « in this case. Notice that the
bias Ty is always non-positive, which means that small choices of &k (resulting
in larger bias) invariably make the test more conservative. Finally, under the al-
ternative, the term T35 diverges to oo and thus rejection occurs with probability
converging to 1 (asymptotic consistency).

The discussion of Remark 3.4 demonstrates that testing the hypothesis (3.2)
based on the decision rule (3.9) is possible, as long as a reliable estimate of
the variance 72 is available. Unfortunately, even in the case of independent
observations, this quantity is painfully complex to estimate. It requires not only
estimation of I', but also of the fourth order structure of regressors and errors,
a linearization map L depending on all eigenvalues and eigenfunctions of the
operator ' (an object which depends inversely on the small eigengaps) as well
as knowledge about the operators R and Ry in Assumption 3.1(1). What is
difficult for i.i.d. data is almost infeasible in the case of dependent data. In this
case 72 is a long-run variance, which requires besides the estimation of all the
mentioned entities the determination of a bandwidth, capturing the sequential
dependence of the regressors and errors.

Given the impracticality and instability of such an estimate, we pursue the
different approach of self-normalization in the following section. The techni-
cal prerequisite for this procedure is the derivation of a weak invariance prin-
ciple, generalizing Proposition 3.3. For this purpose, we introduce a sequen-
tial version of the statistic Sy which is defined similarly as the original, with
the difference that — instead of all N observations — only the observations
(X1,Y1),..., (X|en), Yieny) for & € (0,1] are used for estimation. To be pre-
cise we define the sequential covariance estimator

R 1 [EN]
Lylgl =5 D Xn® Xa. (3.11)
n=1

Furthermore, we define the sequential estimators of the eigenvalues and eigen-
functions of I', denoted by A;[€], é;[£] as the eigenvalues and eigenfunctions of the
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operator I'y[¢] (where the eigenvalues are again assumed to be in non-increasing
order). With these estimators we set

k
M=) ggeldend  wma =) eled (o)

Finally the sequential estimator of S is given by

>

i=1

LEN]
Snlel =5 D Yu® Xul}[e] (3.13)

n=1

Note that in the case of & = 1 these estimators are identical to their non-
sequential counterparts I'y, fL and Sy defined in (2.5), (2.8) and (2.9), respec-
tively, and that we do not adapt k = k(IN) to . Throughout this paper we will
use the notations I'y and T ~[1] simultaneously. We can now state a general-
ization of Proposition 3.3, which shows uniform convergence in the sequential
parameter as well as the slope operators.

Theorem 3.5. Suppose that Assumption 3.1(2)-(7) holds, let I C (0,1] be an
interval and define for some r > 0 the restricted smoothness class

C(B.T.r) = {5 € S(H\. Hy) §=RI*: Rl <v}.  (3.14)

Then there exists a Gaussian process {G[€]}eer = {(G1[€], G2[€])}eer on the
space of bounded S(Hy, H1) x S(Hy, Hy)-valued functions such that

{VIE (18wl = Solele)l* IS — So)mal®) } o (319)

S{{(R = Ro)Grlg] + Gal€lT? ™, R= Ro) g o ceqsra. et

The process G is specified in the Appendiz (see equation (A.7) and following
discussion). In particular, for fixed S,So € C(8,T,r) it follows that

4 A d
{VNE (8T8 = SoTIfell> = IS = ST I”) } % (rB(©))cer  (3.16)
where B is a standard Brownian motion and the long-run variance 72 is defined
in (3.8).

The weak invariance principle (3.16) implies Proposition 3.3 for £ = 1, and
is the key ingredient for a self-normalized statistic. The broader result (3.15), is
of interest for the analysis of local alternatives (see Lemma 3.9) as well as for
testing generalized, relevant hypotheses (see Remark 3.10).

3.4. A pivotal test statistic

In the last section, we have derived a weak invariance principle for the esti-
mated deviation measure in (3.5). While a central limit theorem is theoretically
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sufficient to construct a test for the hypothesis (3.2), as we have seen in the
discussion of Proposition 3.3, the estimation of the long-run variance 72 is in-
feasible in applications. In this section we circumvent the problem of estimating
72, by a self-normalization approach, based on the weak invariance principle in
Theorem 3.5. For this purpose, define for 0 < a < 1 the interval I = [a, 1], let v
be a probability measure on I and consider the normalizer

1/2
fivi= { [[€ (I3we - Satufl? ~ 18w - sofbl?) av( | . (37

The next corollary is a consequence of (3.16) and the continuous mapping The-
orem. It can be viewed as a standardized version of Proposition 3.3.

Corollary 3.6. Suppose that Assumption 3.1 holds and that 7 > 0. Then the
weak convergence

(118 = SoTTl|2 = 11(S = So)Lx )
- (3.18)
Vn
AW o= B(1)

T, €0 - B)ane) "

holds, where B is a standard Brownian motion on the interval [0, 1].

We point out that the quantiles of the distribution of W can be readily simu-
lated using the Fourier representation of the Brownian motion. A typical choice
for the measure v is a discrete uniform measure on the set {1/7,2/T,...,(T —
1)/T, 1} for some T > 2. Simulations suggest that the choice of T' has little im-
pact on the statistical performance of the resulting procedure, while — of course
— smaller values of T yield computational advantages (see Section 6).

In view of (3.9) and the subsequent discussion, we now define a decision rule
rejecting the null hypothesis in (3.2), whenever

. Sy — Solli||> — A
WN(A) = (H| N 9 km ) > Q1—a; (319)
Vi

where ¢1_4 is the 1 — a quantile of the distribution of W in (3.18). The next
theorem shows the validity of this test decision.

Theorem 3.7. Under the assumptions of Corollary 3.6 the decision rule pre-
sented in (3.19) yields an asymptotic level-c and consistent test for the hypoth-
esis (3.2).

Remark 3.8.

(1) In the theoretical results presented so far it is assumed that the regressors
are centered, that is EX; = 0. In reality, it may well be that EX; = p # 0 and
therefore an empirical centering is necessary. More precisely we can introduce
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the sequential mean estimates (recall that £ € [a,1], 0 < a < 1)

) | e | e
Yylé] = e nz::l Y,, and Xy[]:= e ; X,

Now, considering the modified observations Y;, — Yx[¢] and X,, — Xx[¢] in any
of the sequential statistics introduced at the beginning of this section, it can
be shown that all results presented so far remain correct in this case (we also
employ this empirical centering in the simulation study in Section 6).

(2) Tt follows from the proof of Theorem 3.7 that P{Wx(A) > qi_a} — 0
as N — oo, whenever ||S — Spf|? < A (i.e., the interior of the null hypothesis),
while for [|S—So|2 = A (boundary of the null hypothesis) we have P{Wy (A) >
f1-a} = @ as N — oco.

(3) Tt is easy to see that the test statistic WN(A) is a decreasing function
of the threshold A. This means that rejection for some A > 0 also entails
rejection for all smaller thresholds and vice versa accepting the hypothesis for
some threshold means acceptance for all larger values. Hence, the interpretation
for multiple values of A — if considered — is internally consistent.

(4) Similar results can also be obtained for other dependence concepts than
¢-mixing. For example, consider c-mixing processes (for a definition, see, for
instance Dehling et al. (2002)). We now formulate the new Assumptions

(3') : The sequence {(X,,¢en)}nez is strictly stationary and a-mixing s.t.
ha(h) T — 0;

(4') : For ¢ the smallest even integer ¢ > 4 + k, it must hold that:
E|[(X1,¢;)|° < C(E|(X1,¢5)]))%;

where a(h) denotes the a-mixing coefficient. Then all statements in this and
the subsequent sections remain correct if the conditions (3) and (4) in Assump-
tion 3.1 are replaced by (3') and (4'), respectively. For technical details we refer
the interested reader to (Dehling et al., 2002) (covariance inequalities for a-
mixing in Hilbert spaces) and to (Merlevede et al., 2006) (invariance principles
under a-mixing).

Theorem 3.7 states that the test decision defined in (3.19) is asymptotically
consistent for some fixed S if ||S — Sp||> > A. We can sharpen this result by
considering a class of local alternatives. For this purpose, recall the definition
of the smoothness class C(5,T,r) in (3.14) and the definition of the long-run
variance 72 = 72(S) in (3.8). We restrict the class, only permitting operators
S € C(B,T,r), for which the long-run variance 72(S) is bounded away from 0,
that is for some ¢ > 0

C(B,T,7) == C(B,T,r) N {S : 7%(S) > c}.
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We impose this restriction to avoid pathological cases, where the long-run vari-
ance is (almost) 0 due to dependence in the data. Finally, we define the class of
local alternatives

Alx) = C(B,T,r) N {S IS = Soll* > A+ x3, (3.20)

where x > 0 demarcates the distance to the hypothesis. We now evaluate per-
formance of the test decision (3.19) w.r.t. local alternatives in the following
proposition.

Proposition 3.9. Suppose that Assumption 3.1 (2)-(7) holds. Then we have
forany x>0

lim inf inf P(Wx(A) > q1_a) = p(z).

ot (Wn(A) > g1-a) = p(2)
Here p : Ryg — Rsg is a monotonically increasing function, which satisfies
p(z) > a for all x > 0 and lim,_,o p(x) = 1.

The proof of this result is a consequence of the weak convergence (3.15) in
Theorem 3.5 (notice that the weaker invariance principle in the real numbers
(3.16) is not sufficient). We conclude this section by a brief discussion of relevant
hypotheses for classes of linear operators.

Remark 3.10. The main focus of this paper is the construction of tests for
relevant hypotheses of the form (3.2), i.e. testing for a single hypothesized op-
erator Sp, whether [|S — Sp||? < A holds. A natural generalization of this is to
test for some (closed) class of operators & C C(8,T",r), whether

HE : inf [|S—S|><A versus HY : inf ||S— 5|2 > A.
S5ee Se6

Such a hypotheses pair might be of interest if & corresponds to a parametric
model, or to a collection of shape-constrained functions. We can use Theorem
3.5 and some simple calculations to see that the weak convergence

VN[ inf (IS = ST} — inf {|Is - S1*}]
Se6 Se6

4 inf ((R—R)Gy +GoI"™!, R—R),
Ses

holds, where &* := {S € & : ||S—S||? = infgeg ||S— S|?} is the set containing
all operators in &, with minimum distance to S. Here, the processes G; = G1[1]
and Gy = G2[1] are defined in Theorem 3.5. Using this weak convergence and
e.g. a bootstrap for dependent data, we can construct a test for HOA that is
consistent and asymptotically holds level . However, it does not seem to be
possible to derive a self-normalized statistic in this case.

4. Statistical inference for relevant prediction errors

In the previous section, we have compared the slope operator S to a predeter-
mined operator Sp, in terms of the Hilbert-Schmidt norm [|.S — Sp||?. However,
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from a statistical perspective, other deviation measures are at least equally im-
portant. One vital mode of comparison is, in how far the predictions of the two
operators differ, which we discuss in this section. Prediction in finite and infi-
nite dimensional linear models is a well-investigated subject. In the work most
closely related to our own, (Crambes and Mas, 2013) considered the minimax
prediction error of the spectral cut-off estimator S ~, compared to the true slope
S. The focus in our work is different, as we want to compare the predictive prop-
erties of the true slope S, with the hypothesized operator Sy. More specifically,
we are interested in the quantity E||SX — S X||?, where the expectation is taken
with respect to a regressor X, distributed as X;. A simple calculation, using
the trace representation of inner products and its properties (see Section 13.5
in (Horvith and Kokoszka, 2012)) shows that

E||SX — SoX||? = ||ST/2 — SoI''/2 2. (4.1)

Therefore we are comparing smoothed versions of the slope operators. We point
out that even though the inequality [|ST/2 — SeT''/2||2 < [|ITY2||%]|S — Sol|?
implies that small differences between S and Sy result in small prediction errors,
the converse is not true. In particular small prediction errors may be found in
operators, that vastly differ in the Hilbert—-Schmidt norm.

We now formulate the hypothesis of no relevant prediction error as

pred A REISX — SoX |2 <A PRUHAE|SX — SoX|? > A, (4.2)

where X has the same distribution as X;. Again A > 0 is a user determined
threshold, where a deviation of more than A is considered scientifically relevant.
In order to test this hypothesis, we recall the identity (4.1), which suggests the
natural estimator \HS'NIA‘}V/Z - Sof[kf%2\|\2 for the prediction error. Recall that
the projection Soll), can be replaced by the operator Sy. But projecting seems
more sensible, because otherwise Sy is compared to S along axes, which are
not estimated. Compared to the statistic discussed in Section 3, we expect that
the multiplication with f‘%Q leads to an even stronger smoothing effect, which
indeed manifests itself in weaker assumptions on the regularization parameter.

Assumption 4.1. Rates of regularization: The regularization parameter k sat-
isfies for some § > 0

Ey+1+8 Y (B+1/2)
—0 and —_— — 0.

VN VN

If Assumption 4.1 holds, the bias of the prediction error vanishes asymptoti-
cally, as

I[S = STLTY2|| = [|RTA[T — TY2|| < [|R|||IT[T — TLJTY2)| 2
= |IRINT? = Ok FHD) = o(1/VN).

Notice that compared to Assumption 3.1(7), Assumption 4.1 translates into
weaker smoothness requirements for the operators S and Sy. In fact, it implies
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B >1/24+1/v (instead of 8 > 141/, because S € C(8—1/2,T) already entails
ST'/2 ¢ C(B,T)). In applications, this effect is reflected by smaller values of
k in the spectral cut-off estimator for prediction compared to reconstruction.
Nevertheless, the representation S’Nf‘]l\{2 = Sﬁkf}\{z—FUN(f‘L)lﬂ, suggests, that
inference for the prediction error remains a genuinely inverse problem. In par-
ticular, we still observe an amplification of the observation error Uy by the
regularized inverse, but to a weaker extent than in the case of reconstruction.

Recalling the definition of the sequential estimators (3.11), (3.12) and (3.13)
in Section 3.3 we obtain the following invariance principle.

Theorem 4.2. Under the Assumptions 3.1(1)-(6) and Assumption 4.1, it holds
for any compact interval I C (0,1], that

{VNE (ISnIEENIEN — STl leIEw Il /212 — I1(S — o)L /212) }

A {7PredB(€) Yeer,

where the long-run variance (P**4)? is defined as follows

gerl

(Tpred)2 ::4{ Z E[«R — RO)E[XO ® Xo — P], R— R0> (4.3)
h€eZ

(R = Ro)L[X), @ Xy — T, R - Ro)|
+ 2IE[<(R — Ro)L[Xo ® Xo — T, R — Ry)
(en ® XpDP 1 R — RO>}
+ E[(eo ® XoT? 1, R — Ro)(en ® XpTP~L R — R0>] }

Here the map L is given in Definition B.2.

Next we define the adapted denominator
gt s={ [ € (ISnIanng" - SuulelPa el 27 (4.9
. A 2 1/2
IS8 EY? = Sof DY) dv(e)}
and propose to reject the null hypothesis in (4.2), if

(ISNTY? — SolL D)2 — A)

Crpred
VN

WEe(a) =

> 1—a- (4.5)

Theorem 4.3. Suppose that the Assumptions 3.1(1)-(6), Assumption 4.1 hold
and that the long-run variance TP is positive. Then the decision rule in (4.5)
defines a consistent, asymptotic level-a test for the hypothesis in (4.2).

We conclude this part by comparing the weak convergence result of this
section to those derived in (Crambes and Mas, 2013) for prediction.
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Remark 4.4. (Crambes and Mas, 2013) proved a weak convergence result in
the case of i.i.d. observations and somewhat different assumptions than those
used in this section. In their Theorem 9 (which is a generalization of Theorem 4.2
in (Cardot et al., 2007)), they showed that for a random variable X distributed
as X1 and independent of the sequence {(X,,e,)}nez , the weak convergence

\/g (SyX —SX) 4 @ (4.6)

holds, where G is a centered Gaussian process on Hs, with covariance operator
Ee; ®e;. Notice the standardization of 1/ N/k instead of VN , which corresponds
to the standard deviation of U NI‘LX . This term naturally occurs (as second
term) in the decomposition

N . N .
VT (S = Stwx = /= {S(Hk —T0,) X + UNPLX} .

Importantly the first term here is asymptotically negligible, which is not the
case in our smoothed statistic. Indeed, in the L?-statistic, after the smoothness
shift is performed, the amplifying effect of the regularized inverse is eliminated,
which yields the convergence rate N~/ for both terms instead of y/k/N. In
view of these technical differences, we have developed a separate asymptotic
theory for the proof of Theorem 4.3 tailored to the study of relevant hypotheses
and could not use the result in (4.6).

5. Change point analysis and two sample tests

In the context of dependent time series, functional data analysis is usually em-
ployed to model successive observations of a system over an extended time
period. In this context it is natural to consider the stability of the data, e.g. by
searching for change points in the mean (see e.g. Berkes et al. (2009)), Chap-
ter 6 in (Horvath and Kokoszka, 2012), (Aston and Kirch, 2012) or (Dette et al.,
2020)) or in the second order structure, i.e. covariance operators (Jaruskova,
2013), principle components (Dette and Kutta, 2021) or other features (Aue
et al., 2020). For the linear regression model (1.1) stability concerns first and
foremost the slope operator S. This problem has been addressed by (Horvath
et al., 2010) for AR(1)-processes and by (Horvath and Reeder, 2011) for more
general processes by testing “classical” hypotheses (of the type Hy versus H;
described at the beginning of Section 3.1). In this section, we discuss how one
can adapt the previous techniques to the detection of a relevant change in the
operator S. The related, but easier case of comparing two operators, say S
and S@ from independent samples is briefly discussed in Remark 5.3 below.
To be precise, consider the following regression model

Y @ Xn = S0 X @ Xp+6n®Xn n=1,.,N, (5.1)

where SU) = 8 = S = ... = Sgn), S@ = S|gnj41 = ... = Sy and 0 € (0,1)
determines the location of the change point and is unknown. We assume that



6002 T. Kutta et al.

{(Xn,en)}nez is a stationary time series of regressors and errors, which satisfies
the Assumptions 3.1(1)-(5) in Section 3.2. The two hypotheses of no relevant
change at 6 in the slope operator and of no relevant change in the predictive
properties of S are defined by

Hg : ||s® - s@)2 < A HE - ||sY —sP2 >4, (52)
pred & L EISM X — SO X2 <A Pedgp EISDX - SPX|2 > A (5.3)

Before continuing we point out an important difference to change point analysis
based on testing classical hypotheses (that is A = 0): Suppose a change in
the slope operator is detected by a traditional change point test, but would be
considered irrelevant in the sense of the hypotheses (5.2) for some small A > 0.
In this situation, it might be reasonable to reconstruct the slope S using all the
data, instead of considering two estimates from the data before and after the
estimated change point. On the one hand this would introduce a (small) bias in
the estimation, but on the other hand this increase could be compensated by a
significant reduction of the variance.

In the following discussion, let 0 denote an estimator of the change point
(see Remark 5.3(1) below for a concrete example). We define the sequential
estimators for the covariance operator

. 1 |€0N | ) 1 [E1—0)N]
r = — X, ®X,, T = X, ®X,. (54
V=1 2 V=i n_%ﬂ (5.4)

The eigenvalues (in non-increasing order) and their corresponding eigenfunctions
are denoted by S\gj)[f] > Xéj) [€] > ... and égj)[g],é(j)[«f],..., respectively (j =
1,2). As before, we consider for k& € N the regularized inverse of the operator
f‘%) [€], as well as the projection on the first k empirical eigenfunctions as

k k
(=3 oo, 1= e i

By virtue of the regularized inverse operators, we can now define the slope
estimates, as

[€6N]

N 1 ~

SV =— 3 Yo x,I0h0, (5.5)
NO =

o 1 l¢(1-0)N] e
N(li ) n=NO+1

and propose to reject the null hypothesis in (5.2) whenever

(185 = 512 - 2)

D
Vy

A

WP (A) =

> (1—q- (56)
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where the denominator Vs is defined as

N . . R . 9 1/2
VP = { / et (1891 - S 1 - 159 - $912) du<£>} . 6)

and ¢1_q is the (1 — a)-quantile of the distribution of the random variable W
defined in (3.18). In order to test for relevant predictive differences, we define
WP (A) in the same way as WSP(A), where we replace all instances of

SWI[E] by S (j)[f]f‘%) [€]'/2. This gives us the test decision for a relevant change
in prediction .
WPPd(A) > ). (5.8)

For the statement of the main results of this section, we require the consis-
tency of the change point estimator 6, such that the amount of missclassified
data is asymptotically negligible.

Assumption 5.1. (Consistency of 0): 0 = 6 + op(1/V/N).

The following result shows that the decision rules (5.6) and (5.8) define con-
sistent tests for the hypotheses (5.2) and (5.3), respectively and have asymptotic
level a. In its formulation, we understand that a postulated assumption applies
to each operator before and after the change point.

Theorem 5.2. Suppose that the Assumptions 3.1(1)-(6) and Assumption 5.1
hold.

a) If additionally Assumption 3.1(7) holds, then the long-run variance (7°P)?
(defined in (A.8)) of

A A d c
VN (118 = S22 = 15 = S@j2) 4 N (O, (7°7)?)

exists. If T°P is positive, then the decision rule in (5.7) yields a consistent,
asymptotic level- test for the hypothesis (5.2) of no relevant change in
the slope.

b) If additionally Assumption 4.1 holds, then the long-run variance (7°PPred)2
(defined in (A.8)) of

VN (IS8 )2 = 8§ ED) 212 - (8D — s@)r/2)2)
i)./\/’(o, (Tcp,pred)2)
exists. If TPPre4 s positive, then the decision rule in (5.8) yields a consis-

tent, asymptotic level-« test for the hypothesis (5.3) of no relevant change
in the prediction.

It is possible to give explicit formulas for 7°P and 7PP**d_ which are similar

to those in Proposition 3.3 and Theorem 4.2 above, but we omit them to avoid
redundancy. We conclude this section with a brief remark concerning the change
point estimator 6 and two sample testing.
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Remark 5.3.

(1) There are many ways of defining an estimator for the location 6 of the
change point. As an example, we consider a standard change point estimator
from the observations Y1 ® X ..., Y, ® X,, based on the CUSUM-principle (note
that any change in the slope operator S, in model (5.1) manifests itself in the
product S,I'). To be precise we define

0 := %argmax{f(M) :1<M < N}, (5.9)

where the function f is given by

)

for M = 2,...,N — 1. Tt then follows from Corollary 1 in (Hariz et al., 2007)
that

2

n=M+1

10— 0] = Op(1/N)

if the condition

Z\/E DX @ X, f, ®eq)? < o0

holds for some orthonormal basis {f,},>1 of Ha. In this case, Assumption 5.1
is satisfied for the estimator in (5.9).

(2) In this section, we have assumed that there exists at most one change
in the data (AMOC model). However, generalizations to multiple changes are
possible. Suppose we have two changes 6; < 6 and consistent estimators él, ég
identify them at a rate of op(1/v/N). It is then possible to prove analogous
versions of Theorem 5.2, where we consider e.g. the hypothesis Hj*™ : H\S(l) —

D24 18® = S@)||2 < A (for details see Remark 7 in Dette et al. (2020)). A
special case where such hypotheses are of interest is that of an epidemic change.
Here, the distribution changes at some point 8; but returns to the status quo
ante after a second change 6, (see Stohr et al. (2021)).

(3) Tt is easy to see that the test formulated in this section can be applied
(without the change point estimation) to the case of two independent samples
of size N1 and N,. In this case, we set N = Ny + Ny and replace ON and
(1 — )N in the definitions (5.4) and (5.5) by Ny and Ny. If N; = N, the as-
sumption of independence can be dropped and it suffices that the time series
(X,(LD, Xy(bz), 5%1), 5%2)),162, satisfies stationarity and the required mixing assump-
tion. The details are omitted for the sake of brevity. Tests for relevant differences
between the slopes of two functional linear regression models may be of inter-
est, e.g. in cases where the behavior of contemporary individuals at different
geographical locations is compared.
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6. Finite sample properties

In this section, we investigate the finite sample properties of the spectral re-
constructions and the self-normalized tests by means of a simulation study.
We restrict ourselves to the one-sample cases presented in Sections 3 and 4,
even though non-reported simulations suggest similar performance for two sam-
ple cases and change point scenarios. Following (Benatia et al., 2017), we let
(H;, ;) = (L2([0,1], p), for i = 1,2, where y is the uniform distribution on the
points {0,1/50,2/50...,1}, which may be regarded as a discretized version of
the Lebesgue measure. We consider two scenarios of dependence: i.i.d. observa-
tions and dependent observations, where regressors and errors are generated by
AR(1) processes.

6.1. Inference for the location of S

Recall the regression model in (1.1). In the case of i.i.d. observations, we generate
the regressors as

['(A, + By) a, B,
Xn(t) I‘(An)I‘(Bn)t (1=t + Z,, (6.1)
(shifted S-densities) where A, B, are independent, uniformly distributed on
the interval [2,5] and Z,, is an independent, standard normal shift. Notice that
the regressor functions X7, Xo,... are not centered, and hence we include an
empirical centering in all statistics (see Remark 3.8). The error functions ¢,, are
i.i.d. realizations of an Ornstein—Uhlenbeck process, with zero mean, variance
parameter and mean reversion rate equal to one. Note that ¢, is a stationary,
centered, Gaussian process, which is the solution of the stochastic differential
equation de(t) = —e(t)dt + odB(t), where B is a standard Brownian motion
and ¢ = 1. Some typical paths of these regressors and errors are depicted in
Figure 1.

Fig 1: Realizations of regressors (left) and errors (right), both in the i.i.d. case.
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In the case of dependent observations we generate both regressors and errors
by AR(1) processes, with parameter p = 0.6, that is

Xn = an—l + Xna 6~~n = pgn—l + €n,

where the random variables X,, and ¢, are i.i.d. random functions, generated
as in the independent case (see equation (6.1) and following discussion). In all
simulations, a burn in period of 200 repetitions is used. Finally, we turn to the
operators Sy and S, both of which are integral operators, defined as

Sf s / ps(s, ) f()u(s),  and  Sof > / 50(5:)1()dp(s),

pointwise for a function f € (L?[0,1], 1), where g and ¢g, are the integral
kernels corresponding to S and Sy. We first define the benchmark kernel g, as
in (Benatia et al., 2017), by

psy(s,) =1~ s =t
and then the slightly more complex regression kernel ¢g as
os(s,t) =1—4/5|s —t|* +1/5cos(|s — t|/5).

In Figure 2 we plot the two kernel functions, to illustrate their shape differences.
The difference between the kernels can be assessed by the relative deviation
measure

1 2
s =Sol? g Jo lestst) —esi(s Ol dsdt 0

1
[ Soll[? fol ©s,(s,t)%ds dt

(since [|S]|? = || So[|? it does not matter by which norm we normalize).

[ 08 t 0.8
1010 1010

Fig 2: Image of the two integration kernels, plotted as surfaces. Left: ps. Right:
¥So-
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Before we consider the estimation problem, it is reasonable to investigate the
complexity of the two slopes S and Sy, relative to the principal components of
the operator I'. For this purpose we consider the measure of relative explanation

| STI; — SoITy |2

, 6.2
5= Soll? (6:2)

which varies in the interval [0,1] and is increasing in k. A value of 1 means
that S — Sy acts exclusively on span{ey,..., e}, whereas a value of 0 implies
that S — Sy lives on the orthogonal complement. A rapid increase in k corre-
sponds to a high degree of smoothness in the sense of Assumption 3.1(1) and
hence to a small bias. However, smoothness of the slopes is not enough, since one
also has to be able to estimate the principal components of I' properly. This cor-
responds to eigenvalues A1, Ag, ... of I' (and eigengaps), which are not too small.

In the left part of Figure 3 we display the measure (6.2) as a function of k and
observe a quick increase for k£ < 5 up to 95%. In the right part of the figure we
present the decaying eigenvalues of the operator I' (in the case of independent
variables). Here we observe a fast decay followed by a sharp elbow. The first three
eigengaps are rather large, but afterwards the distinction becomes increasingly
difficult. Indeed, even for a large sample size of N = 1000, the recovery of
more than 5 eigenfunctions is somewhat unstable, resulting in inflated rejection
probabilities at the boundary of the hypothesis. Together, these considerations
suggest that choices of k between 4 and 5 are optimal, depending on the sample
size N.

1.00 A A A A A A 50

0.95 40

30
0.90

20
0.85

0.80

0 Py
1 3 5 T 9 1 3 5 74 9

Fig 3: Left: The measure (6.2) as a function of k. Right: First 9 eigenvalues of
the operator T'.

Throughout this section, all empirical results are based on 1000 simulation
runs. In order to investigate the power of the test (3.19) for the relevant hy-
potheses (3.2) we consider the sample sizes of N = 50,200,500 and k& = 3,4,5
(note that k = 3 is rather small for practical inference and only included to illus-
trate aspects of the bias-variance trade-off). The measure v in the definition of
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the normalizer (3.17) is the uniform distribution on the set {1/5,2/5,3/5,4/5}.
Simulations for other measures, which are not reported for the sake of brevity,
suggest that the number of points does not have a large or systematic impact on
the results. In Figure 4 we display the rejection probability of the self-normalized
test (3.19) as a function of the threshold A in the hypothesis (3.2). A vertical
grey line indicates the true value of ||.S — Sp|? ~ 0.023 and corresponds to the
boundary of the hypotheses, while the grey horizontal line shows the nominal
level o, which is chosen as a = 0.05. The left column shows the results for the
i.i.d. case, while the results for the dependent case can be found in the right
column. The plots can be evaluated as follows:

If A < ||S — Sof* ~ 0.023 (left of the vertical line) we operate under the
alternative (see (3.2)) and expect high rejection probabilities. At the boundary
of the hypotheses corresponding to the vertical line we expect to approximate
«, whereas for larger values of A the asymptotic theory developed in Section 3
suggests that the rejection probability tends to 0; see Remark 3.8(2). Because
the test statistic is a monotone function of A, the rejection probability decreases
monotonically in A; see Remark 3.8(3).

Before we evaluate the specific performance of the test (3.19), we illustrate in
Figure 4 some general features of the linear inverse problem. Evidently, the re-
jection curves exhibit the bias variance trade-off, which occurs at the level of k.
For k = 3, we observe a substantial bias, which we would expect, in view of Fig-
ure 3 (left). It diminishes rapidly for £ = 4 and k& = 5. In view of our discussion
of (3.10) we should understand the left shifts of the rejection curves as a result
of the bias, which makes the test somewhat conservative. The upside of smaller
values of k is the accompanying small variance, which manifests itself in the
rapid decay of the rejection curves. For larger values of k the variance increases
and this may result in inflated rejection probabilities at the boundary (e.g. for
N = 50 and the too large choice k = 5). With regard to the statistical properties
of the test presented in (3.19), we observe a reasonable level approximation at
the boundary, even for sample sizes as small as 50 in the independent scenario.
Dependence in the observations leads to a worse performance, particularly for
samples as small as N = 50, whereas the effect for N = 200,500 is minute.
The power of the test is for independent observations even for N = 50 accept-
able and for larger samples, we observe rapid improvements, even for greater
values of k. In the dependent case, for N = 200,500, we observe a good level
approximation at the boundary and high rejection probabilities under the al-
ternative. Interestingly the bias-variance trade-off sometimes implies that while
some k leads to the optimal level approximation at the boundary and thus high
power close to the hypothesis, for larger distances smaller values of k£ perform
better, because the variance is smaller. This effect is reflected by crossing re-
jection curves. Finally, we notice that in view of the sometimes abrupt change
in variance and bias for two successive values of k, in practice a soft threshold
might be considered, for a more nuanced trade-off. We conclude this section
by considering in more detail the effect of dependence on the self-normalized
statistic.
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Fig 4: Rejection probabilities (y-axis) of the test (3.19) for different choices of
A (x-axis). Different sizes of N and k are displayed, for i.i.d. observations
(left) and dependent observations (right). The level o = 0.05 is indicated by the
horizontal line, and the true size of ||S — So||® by the vertical line.
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Fig 5: Rejection probabilities (y-axis) of the test (3.19) for different choices of A
(z-axis). We have fivzed k = 5 and the sample size at N = 200 (left) and N = 500
(right). The different curves reflect different choices of the AR-parameter p.

1010

Fig 6: Image of the two integration kernels, plotted as surfaces. Left: @gri/e.
nght (psopl/Z .

Remark 6.1. In order to evaluate the stability of the self-normalized statistic
w.r.t. to different dependence levels, we consider the above setup, with samples
sizes N = 200 and N = 500 and fix the truncation parameter at £k = 5. To
moderate dependence, we consider four different choices of the AR-parameter
p € {0,0.3,0.6,0.9}, ranging from independence to rather strong dependence
(for p = 1 the AR-process ceases to be stationary). In Figure 5 we compare the
resulting rejection probabilities head-to-head for N = 200 (left) and N = 500
(right). Our results suggest that the self-normalized statistic is influenced in
only very minor ways by increased dependence. While rejection probabilities
under the null are highest for p = 0.9 we do not observe a monotone connection
between a-error and AR-parameter.
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Fig 7: Left: Relative explanation measure defined in (6.3) as a function of k.
Right: Kernel of the operator TY/? (for i.i.d. observations).

6.2. Inference for relevant prediction errors

We consider the set-up described in the previous section to investigate devia-
tion in the predictive performance of S and Sy. We begin by considering the
smoothed kernels ST'/? and SoI''/2, which are depicted in Figure 6 (for T' cor-
responding to the i.i.d. case). Even though they bear some resemblance to their
originals (see Figure 2), we observe a high smoothing effect caused by the ap-
plication of I''/2. As a consequence of the smoothing effect, we expect that
the relative explanation should be higher than for the non-smoothed operators.
This is in fact what we see in Figure 7 (left), where we have plotted the relative
explanation measure

ISTY/210, — SoI*/210,, |2

ISTY/2 = SeIt /22

(6.3)

We see that the first principal component already covers more than 75% of
the norm, for k = 3 the relative explanation is about 99% and for k = 4 it
has reached almost 100%. Compared to the explanation for the non-smoothed
kernel in Figure 3 (left) this is a very rapid increase and it suggests the use of
smaller values for k. Notice that this matches our theoretical results in Sections 3
and 4 (compare Assumptions (3.1)(7) and 4.1)), which suggest higher k for the
recovery of the slope and smaller k for the purpose of prediction. On the right
side of Figure 7 we display the smoothing kernel corresponding to the operator
I''/2 in the case of i.i.d. observations.

We now proceed to the application of the statistical test (4.5), presented in
Section 4 for the hypothesis (4.2). As in Section 6.1 we consider sample sizes
N = 50,200,500 and parameter choices k = 1,2,3, both for i.i.d. samples (left
part of the figures) and dependent samples (right part of the figures).

For details on the model as well as the dependence, we refer to Section 6.1.
The measure v in the normalizer V2™ (see (4.4)) is again chosen to be the
uniform measure on {1/5,2/5,3/5,4/5} and the level of the test is a = 0.05. All
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Fig 8: Rejection probabilities (y-axis) of the test (4.5) for different choices of
A (z-azis). Different sizes of N and k are displayed, for i.i.d. observations
(left) and dependent observations (right). The level o = 0.05 is indicated by the
horizontal line, and the value ||ST/? — SeT'V/2||2 by a vertical line.

simulations are based on 1000 repetitions. Notice that the absolute deviation
(vertical gray line) differs in the case of independent and dependent data, since
the operator I' is different in the dependent and independent case.

The numerical results confirm the theoretical findings in Section 4. We ob-
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serve a good approximation of the level at the boundary of the hypothesis, both
for dependent and independent data, and accordingly high rejection probabil-
ities under the alternative. The smoothing parameter is chosen smaller than
in the case of prediction, which corresponds to the smaller bias in the case of
prediction. In contrast to Section 6.1 we do not see pronounced crossing of the
power curves for different k, such that better level approximation automatically
translates into higher overall power. This is also an effect of the relatively small
bias in the case of prediction.

6.3. A data example

In this section, we employ our new methodology for the analysis of meteo-
rological time series from the city of Potsdam (Germany), consisting of daily
temperature averages and precipitation rates in the years 1893 — 2018. Due to
incomplete measurements during and after WWII, the years 1942 — 1946 have
been removed from our sample. The data was published by the national me-
teorological agency “Der Deutsche Wetterdienst” ( https://www.dwd.de/DE/
Home/home_node.html), with temperature measurements in °C' and precipita-
tion rates in mm. To explore the nexus of temperature and precipitation, we
use the functional linear regression model from (1.1), with annual temperature
profiles as regressors and logarithmic precipitation rates as responses. Following
Ramsay and Silverman (1997) (p.248) we reconstruct temperature curves from
daily measurements by using Fourier expansions with 21 basis coefficients (see
Figure 9 left) and logarithmic precipitation rates with 11 coefficients (see Fig-
ure 9 right), where daily precipitation has been floored by a value of 0.05mm
to ensure well-definedness of the logarithm. To account for global warming, we
have removed a linear trend from the temperature curves. Subsequently, we have
used an empirical centering, both for temperature and precipitation, as outlined
in Remark 3.8.

We now want to estimate the slope operator S by its empirical version Sy
defined in Section 2.2. For this purpose, we have to select the truncation pa-
rameter k, where a proper choice depends on the sample size (N = 121) as well
as the eigengaps of the covariance operator I'. In Figure 10 (left) we display the
first nine eigenvalues of the empirical covariance operator I'yv of the temper-
ature curves. We observe a slow decay of the eigenvalues with relatively large
eigengaps (at least for the first 6 eigenvalues). In view of our above simulations,
we select k = 4 for the reconstruction of S (even though non-reported results
for k = 3 and k = 5 confirm stability of our subsequent inference). In Figure
10 (right) we display the integration kernel ¢¢ —associated with the operator

Sy. Before we proceed to the statistical inference, we briefly want to investi-
gate qualitative features of Sy. The correlation of rainfall and temperature has
been investigated already for a long time in geophysics and meteorology (see
for instance Trenberth et al. (2003), Trenberth and Shea (2005), Berg et al.
(2009)). For Europe, the relation is (roughly speaking) positive in the winter
and negative in the summer. On cold winter days, water holding capacity of
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Fig 9: Reconstructed annual temperature curves (left) and logarithmic precipita-
tion rates (right) in the years 1893 — 1904.
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Fig 10: Left: The nine largest eigenvalues of the empirical covariance operator
I'n of the temperature data. Right: Integration kernel g .

the atmosphere is so low, that it can be “too cold to snow” and even a mod-
est temperature increase can substantially raise moisture levels. Underlying this
relation is the Clausius-Clapeyron identity, which associates increased tempera-
ture of a liquid with higher vapor pressure. It implies (for common temperatures
of earth’s surface) that an increase of one degree Celsius leads to an approxi-
mately 7% higher moisture holding capacity in the atmosphere (see Trenberth
et al. (2003)). While warm winters tend to be wet, wet summers are usually cold
due to cloudy skies and evaporative cooling (notice the reversal of causality; see
Trenberth and Shea (2005) and Berg et al. (2009)). We now want to investigate,
whether our estimate Sy (or rather the integration kernel ¢ ) reproduces these
relations in our model. Since an interpretation of the two-dimensional kernel pg
is non-trivial, we may consider its diagonal values, to investigate the association
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Fig 11: Left: Diagonal values of the integration kernel g . Right: Estimate
& /2
SnI'y=.

(positive or negative) of the temperature on day ¢ (X (¢)) with (log-)precipita-
tion on that day (Y'(?)). In Figure 11 we display the diagonal values ¢g_(,1).
As we can see the pattern closely reproduces the relation of earlier studies with
high temperatures corresponding to more precipitation in the winter and less
in the summer. These findings also complement an earlier study of James et al.
(2009) who considered a functional regression model with real valued responses
to relate Canadian temperature profiles with total precipitation over the year.
The advantage of a function-on-function regression is that we can also study the
relation between temperature and precipitation of different time-periods.

For instance, a closer study of Sy seems to suggest that high temperatures
in the summer are related not only to dry summers, but also to dry winters
(where the causal relation seems to be a lack of moisture over the winter and
spring, which causes dry and hence hot summers; see Quesada et al. (2012) and
references therein). Even though such effects are more difficult to interpret, they
are of practical relevance when predicting strong seasonal variation in weather
patterns.

We now come to the inference part of our analysis. As in our simulation study,
we consider the observations as functions on the space (L?[0,1], ), where the
year is scaled to the unit interval and g is the uniform measure on 365 equally
spaced points, representing days. As noticed before, we fix the truncation pa-
rameter k = 4 for the (raw) reconstruction of S and use k¥ = 3 in the recon-
struction of the prediction measure (a depiction of ¢ SnPl/? is given in Figure

11, right). As before, the measure v in the definition of the denominator of the
self-normalized statistics is uniform on the set {1/5,2/5,3/5,4/5}. The bench-
mark operator Sy is fixed as Sy = 0. The test for the hypothesis of no relevant
difference in the slopes (H§ : [|S — Sof|? < A; see (3.2)) rejects at a level of
5% for A as large as 0.22 and at 10% for A as large as 0.33. These values are
relatively large compared to the size of ||Sx||?> ~ 0.56 (about 39% and 59%
respectively). In contrast, the test for the hypothesis of no relevant prediction
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error (PHS  E[|SX — SpX||? < A; see (4.2)) is not rejected for any A > 0
at a nominal level of 10%. These different outcomes underline two points: First,
as we have discussed before, the two measures (raw comparison and prediction
error) are genuinely different and a difference in the raw slopes S,.Sy may be
“smoothed over” by the application of the operator I''/2. Second, on a practical
level, our results suggest a complex meteorological association between tem-
perature and precipitation. Even though from a viewpoint of prediction w.r.t.
current temperature profiles this relation is not especially strong in the temper-
ate climate of Eastern Germany, the effects of global warming might impact the
(future) distribution of temperature profiles, bringing to bear the temperature-
precipitation relation more strongly.

Appendix A: Proofs and technical details

The Appendix is dedicated to the proofs of the theoretical results from Sections 3
to 5. We only show the weak convergence results from Section 3 explicitly, as
those in Sections 4 and 5 are straightforward modifications. The Appendix con-
sists of three parts: In Appendix A we first discuss the main steps in the proof
of Theorem 3.5. Second, we give the proof of Proposition 3.9, which follows by
an application of Theorem 3.5. Subsequently, in Appendix B we have gathered
bounds for various remainders and also discuss a linearization map, which af-
fects the covariance structure of the limiting process in Theorem 3.5. Finally, in
Appendix C we have collected some additional results concerning operators and
their eigensystems, which we use throughout our proofs. There (in Remark C.2)
we also address the problem of the non-uniqueness of eigenfunctions, which is a
technical issue, concerning the comparisons of eigenfunctions. Roughly speaking,
we always assume that the eigenfunctions e; and their empirical counterparts
(both unique up to sign) have “the same sign”, in the sense that for all £ the
inequality |le; — &;[¢]|| < |le; + €;[€]|| holds. Notice that this technicality is of no
concern in applications, as our test statistics always involve outer products of
the form é;[¢] ® é;[¢], which cancel the sign out.

Finally, we assume for notational simplicity that the sequential parameter &
is contained in the interval [1/2,1] (any interval [a,1], a > 0, can be dealt with
in the same way). In the remainder of this introduction, we recall some useful
identities for sequential operators and introduce a suitable sup-norm for them.

Let us revisit the sequential statistics deﬁned in Section 3.3: Recall the defini-
tion of the sequential covariance estimate I'y[€] (see (3.11)), its eigenvalues and
eigenfunctions A;[€],&[€], i > 1, its regularized inverse f‘z[f] (see (3.12)), the
projection II;[€], (see (3.12)) on span{é;[€], - - - ,éx[€]}, which can be expressed
as [ [¢] =T N[{]fl[{] and finally the sequential estimate of S, denoted by Sy|€]
(see (3.13)). Notice that for Sy[¢] an analogue decomposition to (2.9) holds

Snle] = ST[e] + UneIDL[E],
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where the sequential residual term is defined as

|NE]
Unlel = & Z_:l en ® Xn.

For fixed &, each of these statistics is fieﬁnegl as an element of a S}litable
Hilbert space (A;[¢] € R, é;[¢] € Hy, FN[g],FL[g],Hk[ﬂ € S(Hy, Hy)and Sy[¢] €
S(Hy, Hy)). Alternatively, we may also view each of these statistics as a bounded
function in &, mapping from [1/2,1] into the respective Hilbert space. We make
this notion more precise by defining the space of bounded functions:

Definition A.1. Let B be a Banach space with norm || - ||g. Then we denote
by

*B) = {f:[1/2,1] = B: sup |If()lls < oo},
€ef1/2,1]

s

the space of all bounded functions with range B. Endowed with the sup-norm
£ (B) is itself a Banach space.

In the sense of Definition A.1, we see that e.g. I'y[] € (°(S(Hy, Hy)). We
conclude this part with the observation that the sequential covariance estimator
I'n[€] is asymptotically close to the true one &I w.r.t. the sup-norm.

Theorem A.2. ((Dette et al., 2021)) Under the Assumptions (3.1)(2) and (3)
it holds that .
sup [|[VN(I'n[€] - €D)[| = Or(1).

£el1/2,1]
We now give the proof of the main Theorem 3.5. To make the proof easier to
comprehend, the discussion of various remainders is bundled in later lemmata.

A.1. Proof of Theorem 3.5

The proof consists of two steps: First we derive an asymptotic linearization of
the test statistic. Subsequently we show weak convergence.

Using the identity |la||? — ||b]|> = 2{a — b,b) + |la — b||? (which is a version of
the third binomial formula for inner products), it follows that

VN {18x[€] - SolTul€]lI* — 15T, — SoTTi |2 | (A1)
=26V N (Sx[€] — Soll[€] — STy, 4 SoIly, STI), — Solli) + EVNR2[E].
Here the term R,[¢] is defined as
Rale] :=||Sn1€] — SolTk[€] — STI, + SolT| (A2)
=[(S = So) (T [€] — 1) + Un[EIT (€]

Using the triangle inequality we see that Ry[€] < [|(S — So) (L[] — ) || +
IlUN [f]f‘uf] ||. Recalling that S — Sy can be rewritten as (R— Ro)T'? for suitable
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Hilbert—Schmidt operators R, Ry, implies that the first term on the right is
bounded by

I1(S = So)(ILk[¢] = L) || < IR — Roll 1T (L [€] — L) . (A-3)

The fact that S, Sy € C(8,T,r) implies that ||R — Rp|| is bounded. Lemma B.1,
together with the bound (A.3) implies for an arbitrarily small € > 0, that

Ril¢] = Op(k V24 VN), (A.4)

uniformly in &, R and Ry. Consequently, &/ NR?[€] = op(1) whenever e is chosen
small enough, i.e., € < 20 (see Assumption 3.1(7)). We now focus on the non-
vanishing term on the right of (A.1). It can be further decomposed into the sum
T[€] + Rz[€] where

T(g) == 26VN (5= So) (ulg] — ) + Un[EIEL[e), S—S0)  (A5)
and Ry[€] is another remainder term, defined as
Ralg] 1= 26VN ((S = So) (i [¢] — ITi) + U] [€], (S — So) (L — 1a) ).
By the Cauchy—Schwarz inequality one has

IR:[€]] < 26VNR1[€]] (S — So) (i — Id)].

From (A.4) we know that VNR,[¢] = Op(k?/2T1/2%¢) and according to our
discussion of Assumption 3.1(7) (see Remark 3.2 (c)) it holds uniformly, that
(S — So)(IT, — Id) || = O(k~7#). Hence it follows that

Rale] = Op (K7/251/2077)

which is op(1) for a sufficiently small choice of €, namely € < (v + 1)/2 where
we used § > 14 1/v (again see discussion of Assumption 3.1(7) in Remark 3.2
(c)). We now analyze the non-vanishing term T'[¢] defined in equation (A.5). It
follows that

T1§) =26VN (R = Ro)I? (Tlxfg] — Tlg) + Un[¢IFL[E], (R — Ro)D?)
=2¢VN ({ (R~ Ro)P? (Tlufg) — ) + UN[IPLEI T, R~ Ro)

Notice that we have “shifted” the smoothing operator I'? from the right side of
the inner product to the left. This shift can be validated by basic calculations.
However, it can be seen more easily as an application of the cyclical property for
the trace of operators (see (Horvath and Kokoszka, 2012), Section 13.5 for de-
tails). Finally, we use Lemma B.3 to replace 1'% (I, — I )T and Uy [5]f£[§]rf3
on the right, by their asymptotic linearizations, which yields T'[¢] = T'[¢]+o0p(1),
where

T'§] = 2VN ((R - Ro)L(Cw[¢] — 1) + UN[ET? ™, R=Ro).  (A6)
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Here L is a linear map defined in Definition B.2. Our proof up to this point
implies the (asymptotic) stochastic linearization

VN {118 [€] = SoTTx[g] I = [|STL — SoTTy | } = T'[¢] + 02(1).

In the next step we prove weak convergence. For this purpose, we consider the
process G[¢] := (G1[¢], G2[€]) on €°(S(Hy, Hy) x S(Hy, H3)), where

G1l¢] == VNL(I'n[¢] —€T) and Ga[¢] := VNUy[E],

and Un|[¢] and T'y[€] are defined in (2.7) and (3.11), respectively. A
We can construct the smoothed version G1[¢] of G1[¢] by replacing I';[¢] by

LEN]

[ LY X ® Xt
n=1

X X
N (Xrve ® Xrner)

in G1[¢] and G>[¢] by Ga[¢] = VNU[€], where

[NE]

. 1 N¢E+1—[NE

UN[§]=N§ 5n®Xn+—N{ 1(<’5rN§W®XWE1)~
n=1

Finally, we set G[¢] := (G1[¢], G2[€]). We now use a small analytical argument
regarding the spaces of convergence: It is easy to show that G €] - G [€] = op(1)
holds uniformly gwith respect to £), and we can thus restrict ourselves to proving
convergence of G[€]. This process has continuous paths, and we notice that for
such processes the uniform metric and Skorohod distance are identical (we also
point out that the limiting process will have continuous sample paths). Next
we have G[¢] — G[¢] = op(1) in the Skorohod metric, and hence we can show
weak convergence of G’[f] in the Skorohod metric. This means that we can
apply results from Samur (1984, 1987) (which are formulated for the Skorohod
metric). Using Corollary 4.7 in Samur (1984) shows that G[¢] converges for
¢ =1 to a Gaussian limit, with covariance operator €, which applied to (f,g) €
S(Hy, Hy) x S(Hy, H2) is defined as

e(f,9) = D E[(LIXo @ Xo T, f) (LIXn ® Xy — T, f)] (A7)
h€EZ

+2E[(LIXo ® Xo = T, f)(en & X, 9)] +E[(e0 © Xo, 9) (en @ X, 9)].

The conditions of Corollary 4.7 in Samur (1984) can be verified by simple calcu-
lations observing Assumption 3.1 (2) and (3). We can therefore apply Theorem
3.2 in Samur (1987) (where again the conditions are easy to verify), to the
sequential process G[¢], which together with the above functional CLT yields
a weak invariance principle, implying that {G‘ [€]}ecq1/2,1) converges weakly to
{G[€]}eerny2,1)- GI¢] is a Brownian motion on S(Hy, Hy) x S(Hy, Ha), i.e., it is
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centered, has stationary, independent increments, and for any £ the random op-
erator G[£] has covariance £€. For details on such processes, we refer to Samur
(1987) as well as Kuelbs and Philip (1980).

We have thus shown the weak convergence in (3.15) and the convergence (3.16)
(as well as the fact that 72 has the form postulated in (3.8)) is a direct conse-
quence of this. O

It is easy to see that proofs of Theorems 4.2 and 5.2 follow along the same
lines as that of Theorem 3.5. For the sake of completeness, we now state (without
proof) the long-run variances 7P and 7°P"P*d corresponding to Theorem 5.2:

(1))2 cp,(2))2
cp 2 — (TCP ) (T ) A 8
(Tcp,pred,(l))Q (Tcp,pred,(Z))Q

cp,pred\2 _
(r ) 7 + T (A.9)

Here we have defined for i = 1,2

(7P ()2 .= 4{ > E[(R“)L[Xo ® Xo —T],RY — R®)
heZ

(RDL[X, ® X — ], RD — R(2)>}

+ 2E[<R(i)L[X0 ® Xo — I, RV — R®) (¢, ® X,P~1, RD — R<2>>}
+ E[<5O ® XoI’, RW — R®) (¢}, ® X, 1P~ RM) — R(2)>] }

and

(reppredi())2 . — 4{ 3 E[<R<i>i[xo ® Xo — T, RV — R®)
heZ

(RYL[X, ® X, — T],RY — R?)
+ 2E[<R(i)E[XO ® Xo — I, RY — R®Y(e, ® X,T#~1, RO — R<2>>}
+ E[(eo ® X'’ 1, RV — R®Y (g, @ X, I7~1 RM — R(zw }

The next proof follows as an immediate consequence of Theorem 3.5.

A.2. Proof of Proposition 3.9

We begin with a few preliminary remarks. First, we notice that we can use The-
orem 3.5 (for fixed Sp) together with a version of the Skorohod representation
theorem (see Dudley (1999) Theorem 3.5.1), to construct a sequence of random
processes { Py} nen converging a.s. to Py, where

Py ={PN[¢,Sl}sccs.r,m), ccr
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L{VNE (I18n18] = SofIklElII® = (S = So)LilI?) }

0 :{PO [57 S}}SEC(B,F,V% gel
L {{(R - Ro)Gh[€] + G[€]TP™, R— Ry)

sec(B,I,r), €€l

}SEC(BIJ"); ger

Here “£” denotes equality in distribution. Next we notice that the map

r:pies) o { [Pl s - PLs)Pane)}

is a continuous transformation for processes with bounded sample paths. Finally
we recall the definition of the function p, pointwise defined for = > 0 as

z):=liminf  inf = P(Wx(A) > ¢ ). A.10
p(z) . (Wn(A) > q1-a) (A.10)

We have to prove that p(z) > « for all x > 0, p(z) — 1 as # — oo and that p is
monotonically increasing.
We begin by considering the probability in (A.10) observing that, by definition,

4 Pu[LS] L VN(IS -~ Sll* - A)
T(PN[?S]) T(PN[aS]) '

Wn(A)

Using the almost sure convergence of Py to Py, we see that the right side equals

Ro[LS]  VN(IS = Sol* = A)

T(Pol-,5]) T(Py[-, S]) + Remy (N, ), (A.11)

where Rem(N, S) is a sequence of random functions, that converges to 0 almost
surely, uniformly in S. Thus defining Rema(N) := supgec(s,r,r) Remi (N, S) we
still have Remgo(N) = o(1) a.s. Next we notice that we can rewrite the first two
terms in (A.11) as

Po[L, 8] VN(IS — Sol* — &)

__ R S)r(S) | VN(IS = Sol* = A)/7(S)
T (B[ 5))/7(5) T (B[ 51)/7(5)
dyy 4 YIS = Soy —8)/7(8),

where 72(9) is the long-run variance defined in (3.8), the random variable W
is defined as the fraction in (3.18) and V is defined as the denominator of W.
Importantly, this random variable follows a continuous distribution. We now see
that

VN(IS = Soll* = A)/7(S)
v

P(WN(A) > ¢1a) = P(W + > aq1-a) +o(1),

(A.12)
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where the remainder o(1) is independent of S (because Rems is). Recalling the

definition of the class A(z/v/N) in (3.20) we notice first, that v/ N(||.S — So||? —
A) > z and secondly that 7(5) < C for some C' > 0. This implies that

P{W V(IS ~ Soll2 = 8)/(S) _ q} >p{Ww+ L s>,

|4 cVv

where we have used that ¢;_, is the upper a-quantile of W and that V is
almost surely strictly positive. Together with (A.12), this directly implies that
p(x) > « for all z > 0 and that p(x) — 1 when 2 — oo. Finally, the fact that p is
monotonically increasing follows directly from its definition in (A.10), together
with the fact that A(x/v/N) D A(y/V/N) (for all N) if x < y.

Appendix B: Details on the proof of Theorem 3.5
B.1. Bounds for R;

In the next Lemma B.1 we give orders of magnitude for [|[Uy [é]f‘z[fm and

|IT8 (1T [€] — M) || 2. Together with (A.3) (and the following part up to (A.4))
these imply that R; satisfies the decay rate (A.4).

Lemma B.1. Under the conditions of Theorem 3.5, it holds that
i)
sup |7 (IIk[¢] = i) || = Op(1/VN).
£€f1/2,1]

it) For any e >0

sup [|UN[EITLIEN = Op(k7/*H1/24</V/N).
ge1/2,1]

Proof.
i) We use (3.12) and the decomposition

DAk [¢] — Ty) = A1[€] + A2[€] + As€),

where
Arlg] = ir%i[ﬂ —e)®e (B.1)
Aolg] = irﬁei ® (&:l¢] — e) (B.2)
A3l¢) = ir%[s] —e) ® (&[¢] — e). (B.3)

We now show the desired rate for each term separately.
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A;) Recall the spectral decomposition of the covariance operator I' =
Zq>1 Ag€q ® eq, which yields

k
A =YD NHeld —eiregdeqg @ e

i=1 ¢>1

Separating the terms where ¢ = ¢ from the ones where i # ¢, we

decompose
Aq[€] = A1 [€] + Ar2(€],
with
k
Aralg] =D N (@le —enen)(es @ e) (B.4)
i=1
LY )
=Y el - el (e @ ),
i=1
k
Ar2le] =) D M@l —eneg)eg e (B5)
i=1 g#i
Notice that we used identity (&;[€] — e;,e;) = — [|é:[€] — es]|* /2 in

(B.4) (see Appendix C, Lemma C.3). We bound the operator norm
of (B.4) and (B.5) individually.

Recall that the operator norm of a diagonal operator equals
its largest, absolute diagonal entry, i.e.

B

A:
s l€llle = max 5 fleile) - eil” (B.6)

Further, using the inequality

2v2||Dn €] — €012

/\1: —e; < 5
1€5[€] — eill < Emin(Ai—1 — Ai, \i — Aig1)

(see Lemma C.3 below) we have

X ) 22\ || P n (€] — €T 2
2. — e < 2
max 5 lele el = e S A v )

where we have used that 1/ < 2. We now simplify the right side by
Lemma B.5 part iii) and the fact that ||Tx[¢] — €Tz = Op(1/VN)
(Theorem A.2). Together these show that

sup || A11[€]llz = Op(1/N).
€e(1/2,1]
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Since the norm inequality || - ||z < || - || holds, it is enough to

show that

up | Av2[€]ll = Op(1/VN).

cef1/2,1
The identity (C.1) implies that, (&;[¢] — e;,eq) = (Dn[€] — €T, &€] ®

eq)/(Nil€] — €Xy). We can now upper bound the Hilbert-Schidt norm
of Ay 2[€] as follows:

1/2
A le]]] = A2 (Cwle] — €T, &:f€] ® eq)” B.7
A1 2 (€]l = 2; ( L —en)? (B.7)

Y k

max ——1 [ — é; 2
i vl PRI

1/2

N
— 1 ||Pxle] - €T
< Imax |)\i[§]_€)\q||\\ v[E] =Tl

Here we have used that {&;[¢]}ien, {€q}qen are ONBs and thus their
products {&;[¢] ® eq}i,qen form an ONB of the Hilbert-Schmidt op-
erators (see Section 2.1). The fraction of the eigenvalues is uniformly
of order Op(1) by Lemma B.5, part ii) whereas ||[Tn[¢] — €T =
Op(1/v/N) by Theorem A.2.

Combining both estimates gives the (uniform) order Op(1/v/N) for
the term A;.

As I'Pe; = /\iﬁei we can rewrite the operator A5[€] (defined in (B.2))
as follows

Z)\ﬂel éil¢] —ei).

Then applying the Fourier expansion é;[§]—e; = > -, (éi[€]—ei, eq)eq,
we can expand As[£] into B

k
DN NElE] - eineq)ei @ eq

i=1¢>1
k

= L el€] = el el®el+ZZ)\ﬁ (&:[€] — ei, eq)ei ® eq.

i=1 i=1 g#i

In the second line we have split up the terms for ¢ = ¢ and ¢ # ¢
and have employed identity (C.2) for the first term. Proceeding as
for A;[¢] now yields the (uniform) order of Op(1/v/N) for the term

Az[g].
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As) Finally, we turn to As[¢] in (B.3). Again we use the spectral decom-
position I' = 37 -, Ageq ® g to rewrite this term as

k

Aslg] =D TN eile] - eiveq)eq ® (8i[€] — €).

i=1¢g>1

Employing the Fourier expansion of é;[¢] — e; for the right factor of
the outer product, gives the further expansion

k
SN N @ile] - eneq) (@il] - eier)eg ® e

i=1¢>11>1

Though superficially more complicated, this expansion in terms of the
product basis {e; ® e;}4.1en (see Section 2.1) is handy, to decompose
A3l¢] into more simple parts. More precisely, we set

A3l =D Az mlé],

where

k
Aza[€] =D N[ — esei)’es @ e,
=1

k
Agal€] =) Y N(@ilE] — en e)(Eil€] — eaeqleg ® e
i=1 g#i
k
Assle] =) Y NAGilE] - eqveq) (@ile] — eneq)es @ e,
i=1 qi
k
A€l =D D MEle] — e eq) (@ilé] —es e, @ e
i=11,qi

We can now prove the uniform rate of Op(1/v/N) for each of these
terms individually.

m Identity (C.2) in Appendix C implies that (¢;[¢] — e;,¢€;)? =
llé;[€] — eil|*/4. Now notice that As[¢] is a positive definite, diago-
nal operator, such that its operator norm equals its largest diagonal
value, which implies

N
sup  [|Asl€]llc = sup max =& [|&[€] — el
€[1/2,1] gel1/2,1] isk 4

As before (in the analysis of A; 1) we can use the inequality (C.3) and
Lemma B.5, to show that the right side is of order Op(k3(+1) /N?) =
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O]p(l/\/]v)

We bound the Hilbert-Schmidt norm of the remaining terms (since
Iz <l starting with the two middle ones.

We begin by noticing that

I Ass[€ll2 = ZZW”GI il ] — e, e0)?

i=1 g#i
k
<A N NPei[E] - eieq).
i=1 q#i

Here we have used that ||&;[¢] — ;]| < ||&:[E]]| + |lei]| = 2. Proceeding
as for the term A; 5[€], we see that [|As2[€]|| is uniformly of order

Op(1/V/'N).
The proof runs among exactly the same lines as for Aso[¢]:
We first observe that

k
45 al]° <4 Y NF(ElE] - eiveq)?

i=1 g#i
and subsequently proceed as for Aj2[€] to show that ||Ass[¢]| is
uniformly of order Op(1/v/'N).
A standard calculation shows that the Hilbert—Schmidt norm
of As 4[¢] is bounded as follows

Il As ale |—{Z( Z N (eile ei,eq><éi[§]—ei,el>>2}1/2

q,l=1 i=1,l#i#q
k 1/2
S{(Zz/\26<éi[ﬂ_ei7eq )(Zzez 61,61 )} ,
i=1 qti i=1 1

where we have applied Cauchy—Schwarz to the inner part. Next,
bounding each factor by the same arguments as in the discussion
of Ay (see (B.7)), we have

Ay A
lsaléll <( gy, eIl - T) (B8)

1 N
(s, g g €~ 1),

By Lemma B.5 part i) it follows that
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and by part i) of the same Lemma, that

Op(1) = Op(V'N).

1 1
max ———— = max —————
iskai \[€] — €N, iSkaAi ENi —Ag)
Here we have used Assumption 3.1(7) in the second step (as the
difference \; — A, is lower bounded by min(A;—1 — A, \i — Ait1)).
Combining this with ||[Tx[¢] = T|| = Op(1/v/N) (Theorem A.2), it
follows from (B.8), that

sup || Az al€]l| = Op(1/VN).

£ef1/2,1]

We now want to upper bound ||[Uy [E]f‘L[ﬂ\H For this purpose, consider
the following decomposition:

lon (et < o ier=<ii (e e - T/l + ITeTl/ele)
(B.9)
where ( =1/2—1/(2y) — e and € > 0 is a positive number specified later.
For the inequality, we have used Lemma C.1. We now upper bound the
factors on the right side of (B.9), beginning with the norm [|Ux[¢]T~¢],
of which we show:

sup [|UN[ET™|| = Op(k*/VN). (B.10)
£€[1/2,1]

For this purpose we employ a result from (Moricz et al., 1982) (Theo-
rem 3.1). The theorem is in its original form only formulated for real val-
ued random variables, but the proof can be carried over mutatis mutandis
to Hilbert space valued variables. It implies that the inequality

E sup |[VNUy[ET™? < Ck* (B.11)
gel1/2,1]

for some C, depending on €, but independent of N, if

H-L
N

2
<C (B.12)

H
1
E|l—=) &oX,I¢
[mygeex
holds for all 1 < L < H < N and some C, independent of L, H and N.
To verify (B.12) we observe that

H

2
1
IEJH— g @ X;T~¢
v N i=L

H
1
=5 2 Ele®Xil 6@ X;T)
i,j=L

H—L-1
H-L |h| » i
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heZ

where we have used stationarity for the second equality and ¢-mixing
for the final inequality (for the covariance inequality for mixing we re-
fer to (Dehling, 1983) equation (3.17) with s = r = 2). By Assump-
tion 3.1(3) the sum ), ., \/¢(h) is finite. Thus we only have to prove that
Elleg ® XoI'~¢|| < 0o to get (B.12). By the Cauchy-Schwarz inequality it
suffices to show E||eo||*, E[|XoI ~¢||* < oo separately, where E||gg||* < oo
by assumption. For the remaining term note that

4 2
E||XOF_C||4 Z)‘ X()aen €n =E (Z )\;2C<X0,6n>2>
neN neN

= > AN E(Xo, ) (Xo, €m)”

m,neN
< D AN VE(Xo, en) E(Xo, )t

m,neN
< Y ONONEE(Xo, e0) E(Xo, €n)?

m,neN

2 2
=C (Z An2<“> <C (Z m<2<1>> .
neN neN

The last sum is finite, as by choice of { = 1/2 — 1/(2y) — € we have
v(2¢ — 1) < —1. In the above calculations we have used the Cauchy—
Schwarz inequality in the first, Assumption 3.1(4) in the second and As-
sumption 3.1(6) in the third inequality. We have hence shown (B.12),
which -as we have argued- implies (B.11), which again implies (B.10).
We now bound the second factor in (B.9) analyzing the term ||T'¢ (f‘,t[{] -
I /€)|| . Notice that

A oAk
rleg -rie=>" eﬁﬂe’ - Z = ® = ZB (B.13)
i=1 z =1

where
. el —
Bile] =3 _(eie] ey @ =50
k
Ble] = Y&l —e) ®
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k. ~
Ai — N
B4[£] = Zei ®€7;7£,\ [f]
i=1 Ai [f])\zf
In the next step, we have to show that
sup [|T¢B;[¢]]| c = Op(kHH/27<) (B.14)
gef1/2,1]

for each 1 < j < 4. For the sake of brevity, we only present the proofs for
Bs[¢] and By4[€], as B1[¢] and Bs[¢] can be treated by similar techniques.

Bs: | Using a Fourier expansion of the difference é;[£] — e; gives

TC(eile] = ei) = ) _(@ilé] = eireq)Toeq = D AG(&il€] — eireqdeq.

q>1 q>1

Separating the terms where i = ¢ and i # ¢ yields

T°By[€] = Ba1[€] + Bao[€],

where
=3 2 el - e
By 1l€] = ——(&;[¢] —ei ei)e; ®e;
>t i=1 )\1[5]
k /\C
Baal¢] =) 5\‘[2] (€il€] — eireq)eq ® e (B.15)
i=1 g#i 7

Now, proceeding as for A;[£] we have

k ¢
>
Il B2,1 €]l = —— (€[] —ei,ei)ei @e;
1> 5 :
A A I le] — €T )12
< max ———||&;[€] — €| < 2 max - — £ 3
1<i<k 2Az[€] 1<i<k \; [ﬂ mln(>\1‘,1 — Xy A — AiJrl)

(where we have used the identity (C.2) in the first and the bound (C.3)
in the second inequality). By part ¢) of Lemma B.5 we see that
A

max — _ - Op (k2(v+1)+v(174)) .
i<k mm()\i_l — >\i; /\1 — )\i+1)22>\i [ﬂ

Here, we have replaced by [€] by €X; in the denominator of the Lemma and
then cancelled A¢. Recalling that [|I'x[¢] — £T[|2 = Op(1/N) and using
Assumption 3.1(6) shows that

k2('v+1)+’y(1—c)> (kv+1+'y(1—<))
- ) =0p ).

sup || Bz1[é]llz = Op ( N VN

€el1/2,1]
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Next we consider Bs »[€] (defined in (B.15)). By arguments similar to those
used in the discussion of the term A; 5 (see (B.7)) we have

¢

X .
IBoalell < gy eI IPle] — €Tl

Again, part ¢) of Lemma B.5 can be used to replace the empirical eigen-
value by its population counterpart, which (by Assumption 3.1(6)) shows
that
¢
‘max — ——
iska7i [ \[§] = EAq| Ail€]

— Op (k(7+1)+7(174))
Thus

VN

Putting the estimates for both terms together we see that ||Bz[¢]]z is
uniformly of order

LD +v(1-0)
sup || Basld]l| = Os (7)

ge(1/2,1]

LD+ (1-¢)
’ ( VN
where the last equality holds by Assumption 3.1(7) and our choice { =

1/2-1/(27) —e.
We can upper bound the operator norm of T'¢ B4[¢] as follows:

) _ 0, (kwﬂ)/mf) , (B.16)

¢ _ X — Al &_ﬂ
1T Bafellle = H) P ¢ ®e Z:\ [§]>\1 Cf M 1<1<k‘ >\1 Cf‘
Note that
sup  [€A — M€l < sup |[Twn[€] — €D = Op(1/VN),
€e(1/2,1] ¢el1/2,1]

which gives a bound for the numerator. For the denominator we can re-
place \;[€] by the original £); (part ) of Lemma B.5), which gives a rate

1 1 _
e~ O (5ae) — o)

Combining these estimates we see that

sup [T Bal¢]llc = Op(k7/271/247) = Op(k7/241/247¢) |
ge1/2,1)

where we have used the definition { = 1/2—1/(27) — € as well as Assump-
tion 3.1(7). We have now shown that indeed (B.14) holds and therefore
(see (B.13))

sup [T (L[E] = TL/€) e = Op (772117247 (B.17)
£ef1/2,1]
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Finally, we derive an upper bound in the second term on the right of (B.9),
noting that

S
[T /E=) Se®e,
WS ;5&6 Qe

which is positive definite and diagonal. Therefore, we obtain for the oper-

ator norm
sup [|[TTL/€llc = sup  max X = O(K"1=9) = (kD2 47€),
cenjzy " ccpjan) 1Si<h EN;
(B.18)
Now combing equations (B.10), (B.17) and (B.18) we find, that for any

e>0

€

IUN[EEL [N =08 (W) (O]P’ ( k(v+1)/2+we) L0 ( k(w+1)/2+ve))

=Op(KOTD/2+04e 1 /N,

Finally, replacing € by €/(1 + 7) proves the assertion i) of Lemma (A.6).
O

B.2. Linearization of the test statistic

In the proof of Theorem 3.5 in Section A.1 we have used the stochastic lineariza-
tion T[¢] = T'[€] + op(1), where the objects T'[¢] and T'[¢] are defined in (A.5)
and (A.6) respectively (T” is the linearization of T). That this replacement is
valid is a direct consequence of the subsequent Lemma B.3. Before we state
our Lemma, we define the linearization function L, which acts on the space of
sequential Hilbert—Schmidt operators ¢>°(S(Hy, H1)) (see Definition A.1). For
convenience, we also define the map L, which is used to state the long-run
variance in Theorem 4.2.

Definition B.2. Let L; be the linear functional acting on £°(S(Hy, Hy)) de-
fined pointwise in F[£] as

Therewith we define L(F[§]) := 3,5, Li(F[§]) + Li(F[§])*. Moreover, we define
the map L as L(F[¢]) := (D72 @ T-Y2)L(F[¢)).

Lemma B.3. Under the assumptions of Theorem 3.5 it holds that
i) supgeqrjay [IETP (T[] = TP — L(EN[€] = €0)| 2 = 0r(1/V/N)

i) supeeqyjo IUN[EETLET? = T2 1) = 0p(1/VN).
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Proof. We first prove i): Plugging in the definition of the projections gives the
following expansion:

!
DAk [¢] - )P = TP {(&[E @ &¢]) — (e: @ €)} T°

=1

=D [¢] + Dy €] + Dslg],

where

Zfﬁ é;[€] —e) ®ei)I‘ﬁ
ZI"@ (e; ® (éi] —ei))Fﬁ

ZP" (E:le] = e0) ® (eile] — e,
The proof now consists of two steps: In the first step we show that
£D1[¢] = ZLi(fN[f] —&0). (B.19)
i>1

As Dy[€] = Dy[€]*, this implies (D1 [€] + D2[€]) = L(Dn[€] — £T). In the second
step, we establish that Ds[¢] is uniformly of order op(1).

Using the diagonal representation I'¥ = 1 Me, ® eq and the identity

IBe; = )\?ei, we can rewrite Dj[¢] as follows:

k
ZZAB)\B —eireq)(eq@er) + Yy NG —ei e (e @ e).

i=1 q#i i=1

We denote the terms on the right by D 1[€], D1 2[£]. We first show that D 2[¢]
is negligible. For this purpose we use (C.2), to see that

_)‘ 2
< el
‘E 1rgza<k 2 ”el[ ] €1||

k

A\

D108l = || 32 =5 lleale) — el (e @ 1)

i=1

The maximum is smaller than a multiple of the right side of (B.6), which is
uniformly of order op(1/v/N).

Next we turn our attention to Dj 1[¢]. Applying identity (C.1), Dy ;][] can

be rewritten as

A B 1ﬂN — &L éif¢]®eg) eg ® ).
2; m oy e
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We can now show two things: Firstly that in the above representation we can
replace the empirical eigenfunction é;[£] and eigenvalue by [€] by their respective
population counterparts e; and £A;. Secondly, we can let the outer sum over i
run from 1 to oo, all of this while incurring only an error of size op(1/v/N).
More precisely we get with

FN — (T e; ®ey)
D1 1 Z Z Aﬁ/\B )\ _ )\q) . (eq ® ei)
i=1 q#i

that

sup || D11[€] = Dralé]llc = ox(1/VN). (B.20)
£ef1/2,1]

The proof of this fact requires the estimation of some further remainder terms,
which we defer to the below Lemma B.4. We have now established that D; 1[§] =

D [€] + op(1/V/N) and since €Dy (€] = 3,5, Li(Tn[€] — €T) we have shown
(B.19), which concludes the first step of this proof.

Step 2:
Next, we show that [|D3[¢]|| is uniformly of order op(1/vN). Using the
Fourier expansion &[¢] —e; = 3~ (&[] — i, e4)eq two times, we can rewrite

Ds€] as follows:
Dsfe] = Y (&ile] = e eq)(@:l€] — ei en)TP(eg ® er)T7

k
=_Z NIND(65]€] — ei,eq) (8il€] — eirer) (eq @ €r)

In the second equality we have used the fact that ['e, = Me,. Consequently

1Dyl l—{Z(ZA ei><éi[g]ei,er>)2}”2.

r,g>1 =1

By applying the Cauchy—Schwarz inequality to the squared sum, we get

k
IDsElll < 3057 A2 ele] - enen)

r>1 =1

The proof that
sup || Ds[€]]| = ox(1/V'N)
£el1/2,1]
is now conducted by similar techniques as for the term A; in the proof of
Lemma B.1 and therefore omitted.
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Finally, we turn to the proof of part ii) of this Lemma. Since this proof is
technically very similar to part i7) of Lemma B.1 we only sketch the idea: We
begin by the simple upper bound

IUN[E)ETLEIT? — TP || < |UN [T IIT DL — T .

Here ¢ = 1/2 —1/(2y) — € and ¢ > 0 is a positive number, which can be
chosen arbitrarily small. By (B.10) we know that uniformly [|Uyx[¢]T¢|| =
Op(k¢/v/N). Thus it suffices to show that the factor ||T'¢ [gfL[g]rﬁ %1€l e
decays at some arbitrarily small, polynomial speed in N, to get the assertion.
We upper bound it by the sum

ITCEDE[E] — TPl 2 + TP~ 10, — TP~ . =: Fy[€] + Fa,

where F[€], F» are defined in the obvious way, and analyse the terms separately.
For F}[¢], we use similar techniques as in the proof of Lemma B.1 (after equa-
tion (B.13)). Notice that we can indeed show convergence to 0 as additional
smoothing is applied (by I'? from the right). The proof for Fy is rather simple:
[A=1+¢ — TA=1+¢I],, is symmetric, positive definite and can be expressed (by
the spectral theorem in Section 2.1) as > )\g*H‘qu ® eq. Thus

[P — A = AT = O (1)),
This concludes the proof. O

In the proof of Lemma B.3, we have used the identity (B.20) for the final step
in the linearization. In the Lemma below we give three upper bounds, which
combined directly imply (B.20).

Lemma B.4. Under the assumptions of Theorem 3.5 the following terms are

of order op(1/v/N):
i
sup M Z Li(Tn[¢] - €T) ’H

§€l1/2,1]
i)
8 ﬁ — &, (&f8] —ei) ®eyg) )
el Z;Z} . (Mf] —eh) er@ed
i)
sup m ZZAB 384 — &L e @ eq) (N — Nif€]) (cq @ 1) )

celi2 ) 4 [6] EA)(EAi = Ag))
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Proof.
i) It follows by standard calculations, that

sup || Y Li(Tn[¢ SF)IH<CN sup [|Tn[¢] — €T,
cel/21] iSh gef1/2,1]

with (recall that k := k(N))

AIN
Cy = _fifa
N Sk O — Ag)

Lemma B.5 implies that

)\B
1).
X g~ W

Hence Cy = o(1), as N — oo. Since ||I'n[¢]—£€T|| = Op(1/v/N) uniformly
(in &) (see Theorem A.2), the assertion follows.
ii) The squared Hilbert—Schmidt norm of the term in part 4i) for some fixed

& equals
)\25)\2,6 ~[E] - éf (&il€] — ei) @ ey)? B.21
Z§ (e - 60, (B2
and can be upper bounded by
A20 GRS
B m >N S (Rale) €T 6] ) @y

i=1 qi
k

<0s(1 Z AT wlE] = €D)(@le] — e,

=1

where we have used Lemma B.5, part ii). We further bound the right
factor

k
2 IEle] —En@le) — eol?

>‘26H|FN[ ] &Iz
<
CZ &2 min( —Ais A — Air1)?
. A28
<CE|[Cx[¢] - €Tz m -

1< <k: min(A;_1 — A, A — Aig1)?

Here we have used inequality (C.3) in the first step and the fact that
1/¢ < 2 in the second. Recall that ||T'x[¢] — €T||% is uniformly of order
Op(1/N?) (see Theorem A.2) and that the ratio of eigenvalues on the right
is bounded by part 4ii) of Lemma B.5. Therefore, the term in (B.21) is of
order Op(k/N?) = op(N~3/2) (by Assumption 3.1(7)).
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iii) With similar arguments as in #i), one sees that the squared Hilbert—
Schmidt norm of the term in 4i7) is bounded by

k
Op(1) Z TN (€] = ETIIPAilE] = EXil? = Op(k/N?),
i=1
which is op(N~3/2) and thus yields the desired result. O

B.3. Convergence results for empirical eigenvalues

In this section, we collect a few results on the convergence speed of the empirical
eigenvalues to their population counterparts, which are used at several places
in this paper.

Lemma B.5. Under the assumptions of Theorem 3.5, it holds that
i)

su max 5\1 — &\ = op(k™
o e G~ Ex] = or ()

i)

PV
max max |[——————| = Op(1)
1<i<k g1 | A €] — €),
g
su max max =0(1
56[1/2,1] 1<i<k q#i )\z — )\q ( )

Proof. The proof of i) follows by an application of part iv) of Lemma C.3
below, together with Theorem A.2: According to the former |5\,[§] — M| <
|IT x [€]—€T || 2 and according to the latter ||y [€]—£T| 2 is uniformly (in €) of or-
der Op(1/v/N). Recalling Assumption 3.1(7) we note that 1/v/N = op(k~71),
which concludes the proof.

For ii) we first notice that according to i) we can replace \;[¢] by is pop-
ulation counterpart £\;. Since 1/¢ is bounded (by 2), the proof of ii) can be
reduced to the proof of iii).

We now show ii7): Let us define the function

2B
flisq) =
|)‘i_)‘q‘

We can make the maximum in 4ii) larger by maximizing f over all {(i,q) € N? :
i # q}. Now the proof works by contradiction: Suppose there was a sequence of
{(i%,q}) }nen, such that f(i%,q") — oo. For each tuple, the value of the function
is finite and thus i — co or ¢ — co. Now there are three possibilities: |i} /g |
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is bounded, goes to 0 or goes to co. The case |i /¢’ | — 0 can be excluded, as for
any fixed i, the function ¢ — f(i,q) is monotonically decreasing in ¢ for ¢ > i.
Thus, if there was a sequence (i},q}) with f(i},q}) — oo and |i}/q}| — 0 it
also holds true for (¢},i + 1) that f(i,i} + 1) — oo, which brings us to the

next case of bounded |i} /¢’ |: If |i% /¢ | was bounded, it follows directly that

5 o
Aiz, = Ags (gp)1)"

which by choice of 8 > 1+ 1/~ is asymptotically vanishing. Finally, we consider
the case where i} /q| — oo. In this situation

B B
)\Q:L =0 )\‘1;
’\i: - >‘q:; >‘q:i 7

which is asymptotically vanishing. As a consequence, we conclude that

max 1,q) < 00,
(i,q)GNZ:iséqf( 2

proving the assertion. O

Appendix C: Miscellaneous
C.1. Operatortheoretic (in)equalities

We begin with an observation concerning bounds on products of operators.

Lemma C.1. Suppose three Hilbert spaces Hi,Ho,Hs are given. Let A €
S(Hi,H2), B € L(H2,Hs) and B e S(Ha,Hs), A € L(H1,Ha). Then, it
holds that

IBAI < IBlIIANl - and I B'AY| < [ B} A"]l -

In the proof, we use the notion of trace for linear operators, which is well-
defined for trace class operators (a class of operators, which in particular includes
products of Hilbert—Schmidt operators). For a precise definition of the trace Tr,
we refer to Section 13.5 in (Horvath and Kokoszka, 2012).

Proof. We only prove the first inequality, as the proof for the second is identical.
For A, B it holds that

IBAJ|? = Tx[B* BAA*] < T[B*B 1d || AA*|| ]
<T[B*B||| AA*||c = | BIZ||All%

Here we have used that B*B, AA* are positive semi-definite and symmetric.
Furthermore, for the first inequality we have used that for symmetric, positive
semi-definite operators O, Oa, Oy the inequality Tr[0109] < TI'[OlOQ] holds, if
O, — O is positive semi-definite (Loewner order). This result extends directly to
Hilbert spaces from the finite dimensional case and is therefore not proven. [
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Next, we want to discuss in which sense the eigensystems of two similar
operators are also similar. For this purpose, we have to determine how we deal
with the non-uniqueness of eigenfunctions:

Remark C.2. Let A, B be two compact, self-adjoint, positive semi-definite
operators with eigenvalues (in non-increasing order) and corresponding eigen-
functions «;, a; and By, by respectively. The eigenfunctions are only determined
up to sign, i.e. both a; and —a; are eigenfunctions of A, belonging to the i-th
eigenvalue «;. However, in order to make a comparison of, say the i-th eigen-
functions a; of A and b; of B meaningful, we have to consider the minimum
min(||a; — b;], |la; + bi]|) (otherwise even “the same” eigenfunctions with op-
posing signs would result in a difference ||a; — b;|| = v/2). For the sake of no-
tational parsimony we always assume that, comparing two eigenfunctions of
different operators, the functions have the same sign, in the sense that already
llai = bi|l = min({|a; — bill, lla; + bs]).

In the next lemma, we provide some identities for eigenfunctions and eigen-
values of self-adjoint operators.

Lemma C.3. Let A, B be two compact, self-adjoint, positive semi-definite op-
erators with (in non-increasing order) and corresponding eigenfunctions o, a;
and By, by respectively. Furthermore, suppose that all eigenvalues of A are dis-
tinct, i.e. oy > g > ---. Then it holds that

i) forj#k and aj — By #0:

<A — B, aj (24 bk>
a; —b; b)) = ——F7F———% C.1
(ay = by be) = < (@)
it) for any pair of normalized vectors v, w:
1 2
(w,v —w) = =g lv—w] (C.2)
iti) for alli > 1:
A-B
1b; — ai] < 2v2— H e : (C.3)
min{o;—1 — i, 0 — @11}
) foralli>1:
18: = aul| < | B = Al - (C4)

Proof. Identities 7) and i) are straightforward adaptions of Lemma 1 in
(Kokoszka and Reimherr, 2013) and for i4¢) and iv) we refer to (Horvath
and Kokoszka, 2012) (Lemmas 2.2 and 2.3). O

Acknowledgments

The authors would also like to thank two unknown referees for their careful
comments on earlier version of this paper.



Statistical inference in functional linear regression 6039
References

Andersson, J. and J. Lillestgl (2010). Modeling and forecasting electricity con-
sumption by functional data analysis. Journal of Energy Markets 3(1), 3-15.

Aston, J. A. and C. Kirch (2012). Detecting and estimating changes in depen-
dent functional data. J. Multivariate Anal. 109, 204-220. MR2922864

Aue, A.; G. Rice, and O. Sénmez (2020). Structural break analysis for spec-
trum and trace of covariance operators. Environmetrics 31(1), e2617. e2617
env.2617. MR4061134

Babii, A. (2020). Honest confidence sets in nonparametric IV regression and
other ill-posed models. Econometric Theory 36(4), 658-706. MR4125475

Benatia, D., M. Carrasco, and J.-P. Florens (2017). Functional linear regression
with functional response. J. Econometrics 201(2), 269-291. MR3717564

Berg, P., J. Haerter, P. Thejll, C. Piani, S. Hagemann, and J. Christensen (2009,
09). Seasonal characteristics of relationship between daily precipitation inten-
sity and surface temperature. Journal of Geophysical Research 114.

Berkes, 1., R. Gabrys, L. Horvdth, and P. Kokoszka (2009). Detecting changes
in the mean of functional observations. J. R. Stat. Soc. Ser. B. Stat.
Methodol. 71(5), 927-946. MR2750251

Berkes, I., L. Horvédth, and G. Rice (2013). Weak invariance principles for sums
of dependent random functions. Stochastic Process. Appl. 123(2), 385-403.
MR3003356

Berkson, J. (1938). Some difficulties of interpretation encountered in the ap-
plication of the chi-square test. J. Amer. Statist. Assoc. 33(203), 526-536.
MR0002074

Bissantz, N. and H. Holzmann (2008). Statistical inference for inverse problems.
Inverse Problems 24(3), 034009. MR2421946

Bonner, S., N. Newlands, and N. Heckman (2014). Modeling regional impacts
of climate teleconnections using functional data analysis. Environmental and
Ecological Statistics 21, 1-26. MR3170531

Biicher, A. and I. Kojadinovic (2013). A dependent multiplier bootstrap for the
sequential empirical copula process under strong mixing. Bernoulli 22(2),
927-968. MR3449804

Cardot, H., F. Ferraty, A. Mas, and P. Sarda (2003). Testing hypotheses in the
functional linear model. Scand. J. Stat. 30(1), 241-255. MR1965105

Cardot, H., F. Ferraty, and P. Sarda (2003). Spline estimators for the functional
linear model. Statist. Sinica 15(3), 571-591. MR1997162

Cardot, H., A. Goia, and P. Sarda (2004). Testing for no effect in functional lin-
ear regression models, some computational approaches. Comm. Statist. Sim-
ulation Comput. 33, 179-199. MR2044864

Cardot, H., A. Mas, and P. Sarda (2007). CLT in functional linear regression
models. Probab. Theory Related Fields 138, 325-361. MR2299711

Cavalier, L. (2008). Nonparametric statistical inverse problems. Inverse Prob-
lems 24(3), 034004. MR2421941

Constantinou, P., P. Kokoszka, and M. Reimherr (2017). Testing separability of
space—time functional processes. Biometrika 104(2), 425-437. MR3698263


https://www.ams.org/mathscinet-getitem?mr=2922864
https://www.ams.org/mathscinet-getitem?mr=4061134
https://www.ams.org/mathscinet-getitem?mr=4125475
https://www.ams.org/mathscinet-getitem?mr=3717564
https://www.ams.org/mathscinet-getitem?mr=2750251
https://www.ams.org/mathscinet-getitem?mr=3003356
https://www.ams.org/mathscinet-getitem?mr=0002074
https://www.ams.org/mathscinet-getitem?mr=2421946
https://www.ams.org/mathscinet-getitem?mr=3170531
https://www.ams.org/mathscinet-getitem?mr=3449804
https://www.ams.org/mathscinet-getitem?mr=1965105
https://www.ams.org/mathscinet-getitem?mr=1997162
https://www.ams.org/mathscinet-getitem?mr=2044864
https://www.ams.org/mathscinet-getitem?mr=2299711
https://www.ams.org/mathscinet-getitem?mr=2421941
https://www.ams.org/mathscinet-getitem?mr=3698263

6040 T. Kutta et al.

Crambes, C. and A. Mas (2013). Asymptotics of prediction in functional linear
regression with functional outputs. Bernoulli 19(5B), 2627-2651. MR3160566

Dehling, H. (1983). Limit theorems for sums of weakly dependent banach space
valued random variables. Zeitschrift fir Wahrscheinlichkeitstheorie und Ver-
wandte Gebiete 63(3), 393—432. MR0705631

Dehling, H., T. Mikosch, and M. Sgrensen (2002). Empirical process techniques
for dependent data. Birkh&user. MR 1958776

Dette, H., G. Dierickx, and T. Kutta (2021). Quantifying deviations from sep-
arability in space-time functional processes. MR4474567

Dette, H., K. Kokot, and S. Volgushev (2020). Testing relevant hypotheses in
functional time series via self-normalization. J. R. Stat. Soc. Ser. B. Stat.
Methodol. 82(3), 629-660. MR4112779

Dette, H. and T. Kutta (2021). Detecting structural breaks in eigensystems of
functional time series. Electron. J. Stat. 15(1), 944-983. MR4255289

Dudley, R. M. (1999). Uniform Central Limit Theorems. Cambridge University
Press. MR1720712

Dunford, N. and J. T. Schwartz (1958). Linear operators. Part I: General theory.
New York, Interscience Publishers. MR0117523

Engl, H. W., M. Hanke, and A. Neubauer (1996). Regularization of inverse
problems. Dordrecht: Kluwer Academic Publishers Group. MR1408680

Hall, P. and J. L. Horowitz (2007). Methodology and convergence rates for
functional linear regression. Ann. Statist. 35(1), 70-91. MR2332269

Hariz, S., J. Wylie, and Q. Zhang (2007). Optimal rate of convergence for
nonparametric change-point estimators for nonstationary sequences. Ann.
Statist. 35, 1802-1826. MR2351106

Hilgert, N., A. Mas, and N. Verzelen (2013). Minimax adaptive tests for the
functional linear model. Ann. Statist. 41(2), 838-869. MR3099123

Hormann, S. and L. Kidzinski (2012). A note on estimation in Hilbertian linear
models. Scand. J. Stat. 42(1), 43-62. MR3318024

Horvéath, L., M. Huskov4, and P. Kokoszka (2010). Testing the stability of
the functional autoregressive process. J. Multivariate Anal. 101(2), 353-367.
MR2564345

Horvéth, L. and P. Kokoszka (2012). Inference for Functional Data with Appli-
cations. New York: Springer Series in Statistics. MR2920735

Horvath, L., P. Kokoszka, and R. Reeder (2011). Estimation of the mean of
functional time series and a two sample problem. J. R. Stat. Soc. Ser. B.
Stat. Methodol. 75, 103—122. MR3008273

Horvath, L. and R. Reeder (2011). Detecting changes in functional linear models.
J. Multivariate Anal. 111, 310-334. MR2944424

Imaizumi, M. and K. Kato (2018). PCA-based estimation for functional lin-
ear regression with functional responses. J. Multivariate Anal. 163, 15-36.
MR3732338

Imaizumi, M. and K. Kato (2019). A simple method to construct confi-
dence bands in functional linear regression. Statist. Sinica 29(4), 2055-208]1.
MR3970347

James, G., J. Wang, and J. Zhu (2009, 08). Functional linear regression that’s


https://www.ams.org/mathscinet-getitem?mr=3160566
https://www.ams.org/mathscinet-getitem?mr=0705631
https://www.ams.org/mathscinet-getitem?mr=1958776
https://www.ams.org/mathscinet-getitem?mr=4474567
https://www.ams.org/mathscinet-getitem?mr=4112779
https://www.ams.org/mathscinet-getitem?mr=4255289
https://www.ams.org/mathscinet-getitem?mr=1720712
https://www.ams.org/mathscinet-getitem?mr=0117523
https://www.ams.org/mathscinet-getitem?mr=1408680
https://www.ams.org/mathscinet-getitem?mr=2332269
https://www.ams.org/mathscinet-getitem?mr=2351106
https://www.ams.org/mathscinet-getitem?mr=3099123
https://www.ams.org/mathscinet-getitem?mr=3318024
https://www.ams.org/mathscinet-getitem?mr=2564345
https://www.ams.org/mathscinet-getitem?mr=2920735
https://www.ams.org/mathscinet-getitem?mr=3008273
https://www.ams.org/mathscinet-getitem?mr=2944424
https://www.ams.org/mathscinet-getitem?mr=3732338
https://www.ams.org/mathscinet-getitem?mr=3970347

Statistical inference in functional linear regression 6041

interpretable. Annals of Statistics 37. MR2543686

Jaruskovd, D. (2013). Testing for a change in covariance operator. J. Statist.
Plann. Inference 143(9), 1500-1511. MR3070254

Kokoszka, P. (2012). Dependent functional data. Int Sch Res Notices Probability
and Statistics 2012.

Kokoszka, P. and M. Reimherr (2013). Asymptotic normality of the princi-
pal components of functional time series. Stochastic Process. Appl. 123(5),
1546-1562. MR3027890

Kong, D., A.-M. Staicu, and A. Maity (2016). Classical testing in functional
linear models. J. Nonparametr. Stat. 28(4), 813-838. PMID: 28955155.
MR3555459

Kuelbs, J. and W. Philip (1980). Almost sure invariance principles for partial
sums of mixing b-valued random variables. The Annals of Probability 8(6),
1003-1036. MR0602377

Liebl, D. (2013). Modeling and forecasting electricity spot prices: A functional
data perspective. Ann. Appl. Stat. 7(3), 1562-1592. MR3127959

Merlevede, F., M. Peligrad, and S. Utev (2006). Recent advances in invariance
principles for stationary sequences. Probab. Surv. 3, 1-36. MR2206313

Moricz, F. A., R. J. Serfling, and W. F. Stout (1982). Moment and probability
bounds with quasi-superadditive structure for the maximum partial sum. Ann.
Probab. 10(4), 1032-1040. MR0672303

Politis, D. and J. Romano (1994). The stationary bootstrap. J. Amer. Statist.
Assoc. 89, 1303-1313. MR1310224

Qiao, X., S. Guo, and G. M. James (2019). Functional graphical models. J.
Amer. Statist. Assoc. 114, 211-222. MR3941249

Quesada, B., R. Vautard, P. Yiou, M. Hirschi, and S. Seneviratne (2012, 10).
Asymmetric european summer heat predictability from wet and dry winters
and springs. Nature Clim. Change 2, 736-741.

Ramsay, J. O. and B. W. Silverman (1997). Functional Data Analysis. Berlin,
Springer. MR2168993

Samur, J. D. (1984). Convergence of sums of mixing triangular arrays of random
vectors with stationary rows. Ann. Probab. 12(2), 390-426. MR0735845

Samur, J. D. (1987). On the invariance principle for stationary ¢-mixing triangu-
lar arrays with infinitely divisible limits. Probab. Theory Related Fields 75(2),
245-259. MR0885465

Scheipl, F. and S. Greven (2016). Identifiability in penalized function-on-
function regression models. Electron. J. Stat. 10(1), 495-526. MR3471986

Shao, X. (2015). Self-normalization for time series: A review of recent develop-
ments. J. Amer. Statist. Assoc. 110, 1797-1817. MR3449074

Shin, H. and S. Lee (2016). An rkhs approach to robust functional linear regres-
sion. Statist. Sinica 26, 255-272. MR3468352

Sgrensen, H., J. Goldsmith, and L. Sangalli (2013). An introduction with
medical applications to functional data analysis. Stat. Med. 32, 5222-5240.
MR3141370

Stohr, C., J. Aston, and C. Kirch (2021). Detecting changes in the covariance
structure of functional time series with application to fmri data. Econom.


https://www.ams.org/mathscinet-getitem?mr=2543686
https://www.ams.org/mathscinet-getitem?mr=3070254
https://www.ams.org/mathscinet-getitem?mr=3027890
https://www.ams.org/mathscinet-getitem?mr=3555459
https://www.ams.org/mathscinet-getitem?mr=0602377
https://www.ams.org/mathscinet-getitem?mr=3127959
https://www.ams.org/mathscinet-getitem?mr=2206313
https://www.ams.org/mathscinet-getitem?mr=0672303
https://www.ams.org/mathscinet-getitem?mr=1310224
https://www.ams.org/mathscinet-getitem?mr=3941249
https://www.ams.org/mathscinet-getitem?mr=2168993
https://www.ams.org/mathscinet-getitem?mr=0735845
https://www.ams.org/mathscinet-getitem?mr=0885465
https://www.ams.org/mathscinet-getitem?mr=3471986
https://www.ams.org/mathscinet-getitem?mr=3449074
https://www.ams.org/mathscinet-getitem?mr=3468352
https://www.ams.org/mathscinet-getitem?mr=3141370

6042 T. Kutta et al.

Stat., 44-62. MR4238907

Trenberth, K. E., A. Dai, R. M. Rasmussen, and D. B. Parsons (2003). The
changing character of precipitation. Bulletin of the American Meteorological
Society 84(9), 1205-1218.

Trenberth, K. E. and D. J. Shea (2005). Relationships between precipitation
and surface temperature. Geophysical Research Letters 32(14).

van der Vaart, A. W. and J. A. Wellner (1996). Weak convergence and empir-
ical processes. With applications to statistics. New York: Springer Series in
Statistics. MR1385671

Weidmann, J. (1980). Linear Operators in Hilbert Spaces, Volume 68 of Graduate
Texts in Mathematics. Berlin, New York, Springer. MR0566954

Yao, F., H.-G. Miiller, and J.-L. Wang (2005). Functional linear regression anal-
ysis for longitudinal data. Ann. Statist. 33(6), 2873-2903. MR2253106

Yuan, M. and T. Cai (2012). A reproducing kernel hilbert space approach to
functional linear regression. Ann. Statist. 38(6), 3412-3444. MR2766857


https://www.ams.org/mathscinet-getitem?mr=4238907
https://www.ams.org/mathscinet-getitem?mr=1385671
https://www.ams.org/mathscinet-getitem?mr=0566954
https://www.ams.org/mathscinet-getitem?mr=2253106
https://www.ams.org/mathscinet-getitem?mr=2766857

	Introduction
	Estimation of the slope parameter
	Operators on Hilbert spaces
	The functional linear model

	Statistical inference for the location of S
	Relevant differences in the slope
	Assumptions
	Main results
	A pivotal test statistic 

	Statistical inference for relevant prediction errors
	Change point analysis and two sample tests
	Finite sample properties
	Inference for the location of S
	Inference for relevant prediction errors
	A data example

	Proofs and technical details
	Proof of Theorem 3.5 
	Proof of Proposition 3.9

	Details on the proof of Theorem 3.5
	Bounds for R1
	Linearization of the test statistic
	Convergence results for empirical eigenvalues

	Miscellaneous
	Operatortheoretic (in)equalities

	Acknowledgments
	References

