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Abstract

Consider an interacting particle system indexed by the vertices of a (possibly random)
locally finite graph whose vertices and edges are equipped with weights or marks that
represent parameters of the model, such as the environment and initial conditions.
Each particle takes values in a countable state space and evolves according to a
pure jump process whose jump rates depend only on its own state (or history) and
marks, and states (or histories) and marks of particles and edges in its neighborhood.
Under mild conditions on the jump rates, it is shown that if the sequence of (marked)
interaction graphs converges in probability in the local weak sense to a limit (marked)
graph that satisfies a certain finite dissociability property, then the corresponding
sequence of empirical measures of the particle trajectories converges weakly to the
law of the marginal dynamics at the root vertex of the limit graph. The proof of
this hydrodynamic limit relies on several auxiliary results of potentially independent
interest. First, such interacting particle systems are shown to be well-posed on (almost
surely) finitely dissociable graphs, which include graphs with uniformly bounded
maximum degrees and any Galton-Watson tree whose offspring distribution has a
finite first moment. A counterexample is also provided to show that well-posedness
can fail for dynamics on graphs outside this class. Next, given any sequence of graphs
that converges in the local weak sense to a finitely dissociable graph, it is shown that
the corresponding sequence of jump processes also converges in the same sense to a
jump process on the limit graph. Finally, the dynamics are also shown to exhibit an
(annealed) asymptotic correlation decay property. These results complement recent
work on hydrodynamic limits of locally interacting probabilistic cellular automata
and diffusions on sparse random graphs. However, the analysis of jump processes
requires very different techniques, including percolation arguments and notions such
as consistent spatial localization and causal chains.
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1 Introduction

1.1 Motivation and description of results

We establish hydrodynamic limits, namely limits of empirical measures, of a general
class of interacting particle systems (IPS) on large sparse graphs. The IPS we consider
are pure jump processes that take values in a countable state space and describe the
evolution of the states of particles indexed by the vertices of a (possibly random) locally
finite graph G that encodes the interaction structure between particles. Specifically, the
jump rates of each particle at any given time depend only on its own state (or history),
the states (or histories) of neighboring particles in the graph G, and possibly a random
environment governed by vertex and edge weights in the particle neighborhood. Such
IPS describe phenomena in a wide variety of fields including statistical physics [38],
epidemiology [29, 42, 8, 14], neuroscience [47], social science [35, 13, 28], engineering,
and operations research [1, 12, 44].

As a concrete example, consider the SIR model, which is an idealized stochastic
model of the spread of disease through a population that serves as the basis for several
more complex epidemiological models. In this model, each particle lies in one of three
states, S, I, or R, that indicate that the particle is healthy but susceptible to the disease
(S), infected (I), or recovered from and immune to the disease (R). Without loss of
generality, we identify S, I, and R with the integers 0, 1, and 2, respectively. Given a
finite (deterministic) graph G = (V,E) that represents the social contact network of
a population and measurable functions λ and ρ that represent (possibly time-varying)
infection and recovery rates, the SIR model on G is a Feller process XG where for each
v ∈ V , the coordinate process XG

v has state space X = {0, 1, 2}, and jumps of only size 1,
whose rates at time t given by

0 → 1 at rate λ(t)
∑
u:{u,v}∈E 1{XG

u (t)=1},

1 → 2 at rate ρ(t).
(1.1)

Note that the rate at which a particle gets infected depends on the states of its neighbors,
but the rate at which it recovers does not. In order to capture heterogeneity in the
interactions, the graph could additionally carry vertex marks κv ∈ R+, v ∈ V , and edge
marks κ̄e ∈ R+, e ∈ E. In the context of the SIR model, for example, the vertex marks
could capture an individual’s susceptibility to infection, and the edge weights could
reflect the frequency of interaction between pairs of individuals in a social contact
network. The jump rates of the particle v would then depend on these weights and could,
for instance, take the form:

0 → 1 at rate λ(t)
∑
u:{u,v}∈E κ̄uv1{XG

u (t)=1},

1 → 2 at rate ρ(t)κv.
(1.2)

By broadening the above framework further to allow the jump rates of a particle to
depend on its past evolution, it is also possible to describe a non-Markovian SIR process
with general, non-exponential recovery times (see Example 3.5). In any of the above
models, the definition of the process can be extended to any (almost surely) finite marked
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Hydrodynamic limits of interacting particle systems on sparse graphs

random graph G in a natural way by evolving the dynamics according to (1.1) for each
realization of the (marked) random graph.

The basic SIR model has been well studied when Gn is the complete graph on n

vertices. The infection rate is constant and scaled as λn(t) = λ(t)/n to keep the net
influence of all particles on any fixed particle of order one. In this setting, for any vertex
vn chosen uniformly at random from Gn, the asymptotic dynamics of XGn

vn , in the limit as
n→ ∞, can be described by classical mean-field theory [40, Theorem 2]. In particular,
under mild (exchangeability) conditions on the initial states of the IPS, neighboring
particles become asymptotically independent (a phenomenon referred to as propagation
of chaos), and the sequence of random empirical measures of the trajectories converges
to a deterministic limit as n→ ∞,

πGn,X
Gn

:=
1

n

∑
v∈VGn

δXGn
v

→ L(X∗) in probability, (1.3)

where δy represents the Dirac delta measure at the element y, X∗ is a nonlinear jump
Markov process, referred to as the mean-field limit, that describes the limiting evolution
of a typical particle in the graph, and L(X∗) denotes its law on the space of càdlàg
functions. At time t, X∗ transitions from 0 to 1 at rate λ(t)P(X∗(t) = 1), and from 1 to
2 at rate ρ(t), and thus the evolution of L(X∗) can be described by a coupled system
of nonlinear ordinary differential equations (ODEs). In the time-homogeneous case,
the latter ODE coincides with the deterministic SIR model introduced by Kermack and
McKendrick in 1927 to describe the macroscopic evolution of diseases in a population
[30]. Recent work has established corresponding propagation of chaos and convergence
results to (adjusted) mean field limits for a class of IPS, including the time-homogeneous
SIR model on sufficiently dense graph sequences {Gn} (see [5, 17]).

The focus of this article is on the complementary case when the underlying graph
is truly sparse (i.e., with uniformly bounded average degree), which is often a more
realistic model of real-world networks. In this regime, the rates are not scaled (and
the net influence of all particles on any one particle still remains of order one), so
neighboring particles continue to exert a strong influence on each other and do not
become independent even in the limit as the graph size goes to infinity. Hence, the limit
depends on the topology of the interaction graph, and the techniques used to establish
mean-field limits are no longer applicable. Specifically, one cannot expect the empirical
measure process to converge just by sending the number of particles to infinity. Instead,
the notion of local convergence of sparse rooted graphs1 introduced by Benjamini and
Schramm [6] serves as a natural alternative mode of convergence that respects the
graph topology; see Section 2.4 for a precise definition.

We now summarize our main results, which apply to a general class of (possibly
non-Markovian) IPS on countable state spaces evolving in a random environment. Let
(G, κ, κ,XG(0)) denote the graph G marked respectively with (possibly random) edge
and vertex weights and initial conditions. Suppose we are given a collection of (possi-
bly history-dependent) jump rates, and a sequence {(Gn, κn, κn, XGn(0))}n∈N of finite
marked graphs that converge locally weakly (see Definition 2.2) to (G, κ, κ,XG(0)). Then,
we establish the following:

Result 1: If the jump rates are predictable, satisfy a basic consistency property (see
(3.1)) and a mild boundedness condition (see Assumption 1), and the graph G is
almost surely finitely dissociable (in the sense of Definition 5.12), then the IPS
XG on G with those jump rates is well defined (Theorem 4.3). We also provide a
counterexample (see Appendix A) to demonstrate that when the graph G is not

1a root is a distinguished vertex of the graph
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finitely dissociable, there may be multiple solutions to the IPS associated with the
same jump rates.

Finite dissociability is a percolation condition on the graph, which we show is satis-
fied by Galton Watson (GW) trees whose offspring distributions have finite mean,
unimodular Galton-Watson (UGW) trees whose offspring distributions have finite
variance, and graphs with uniformly bounded maximum degree (see Proposition
5.15, Corollary 5.16, and Proposition 5.17). UGW trees are of particular interest
since they arise naturally as local limits of many random graph sequences such
as Erdös-Rényi graphs and configuration models (see Examples 2.5-2.7 and [11,
Theorems 3.12 and 3.15]).

Result 2: If the jump rates satisfy an additional mild continuity condition (Assumption
2), then the sequence {(Gn, XGn)}n∈N of graphs marked with the trajectories of
the IPS converges locally weakly to (G,XG), the limit graph G marked with the
trajectories XG of the IPS on G (see Theorem 4.7).

It is worth pointing out that Assumption 2 is trivially satisfied if the IPS is Markov.

Result 3: If {(Gn, κn, κn, XGn(0))}n∈N converges to (G, κ, κ,XG(0)) in a slightly
stronger sense, namely locally in probability (see Definition 4.8), then the sequence
of empirical measures of neighborhoods of vertices, marked with the corresponding
IPS trajectories, converges to L(XG

o∪No
), the law of the marginal of the IPS on the

root o of the limit graph G and its neighborhood No. This implies the following
hydrodynamic limit for the root marginal (see Theorem 4.11 and Corollary 4.12):

πGn,X
Gn

:=
1

|VGn
|
∑

v∈VGn

δXGn
v

→ L(XG
o ) in probability. (1.4)

Identification of the more general root neighborhood convergence allows one to
capture the limiting dependence structure between neighboring vertices.

Furthermore, when G is a regular tree, an autonomous description of L(XG
o∪No

) is
obtained in [19, Chapter 6]; see also [22]. Descriptions of marginal dynamics on
more general random trees are provided in forthcoming work. As in the mean-field
case, the marginal dynamics are described by a nonlinear process (whose jump
rates at any time depend not only on its state, but also on its law). However,
unlike in the mean-field case, the marginal dynamics are in general described
by a non-Markovian nonlinear process even when the dynamics on the full tree
G are Markov. However, for a class of IPS on UGW trees that includes the SIR
models introduced above, it is shown in [14] (see also references therein) that the
root neighborhood marginal process evolves according to a Markovian nonlinear
process, whose law is characterized by a system of coupled nonlinear ODEs, which
differ from the mean-field or Kermack-McKendrick ODE. A comparison of these two
different ODEs and an analysis of the former to characterize the dependence of the
outbreak size on the topology of the graph can be found in [14, Theorem 3.1].

In addition to the SIR models introduced above and their variants such as SEIR
models, the class of IPS for which Results 1-3 hold includes commonly studied IPS such
as the contact process, different types of voter models, as well as their non-Markovian
analogs, and Glauber dynamics for the Ising and Potts models (see Section 3.2). Our
framework can also be extended to cover models with directed interactions such as (non-
Markovian) neuronal Hawkes models (see Remark 2.3), and some of our intermediate
results hold in even greater generality than the main results. Our results do not cover IPS
in which multiple particles jump simultaneously. Such processes include the exclusion
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process, the zero-range process and other models dealing with random walks, but this is
addressed in forthcoming work of the second author.

1.2 Comments on the proofs and comparison with prior work

We start by discussing the proof of well-posedness (Result 1). Several recent works
studying IPS on random graphs provide intuitive descriptions of the dynamics of the
IPS [39, 8, 29, 43, 27]. However, there are few general results that rigorously establish
well-posedness of (even Markovian) IPS on a general class of infinite random graphs.
Well-posedness of IPS on finite graphs is easy to establish under our assumptions, but
it is more subtle on infinite graphs. As illustrated by the example in Appendix A, well-
posedness can fail to hold for even simple Markovian IPS. Previous well-posedness results
for IPS on infinite graphs have almost exclusively focused on graphs with uniformly
bounded maximum degrees. For example, on lattices, an analytical proof of well-
posedness of a large class of Feller IPS via examination of their semigroups can be
found in the seminal paper of Liggett [34] (see also [35]), and a probabilistic proof of
well-posedness of IPS with nearest-neighbor interactions using percolation arguments
can be found in the classical work of Harris [25]. The latter argument can be extended
to locally interacting IPS on any translation invariant graph but crucially relies on
the graph having a uniformly bounded maximum degree. Another approach to well-
posedness involves a standard Picard iteration argument applied to the (jump) stochastic
differential equation (SDE) representation of the IPS dynamics; see (3.4). This approach
is effective when the jump rates of any individual particle satisfy a strong Lipschitz
continuity property, that is, when they are uniformly Lipschitz with respect to the state
(or trajectory in the non-Markovian setting) of each of the neighboring particles, with the
(single-neighbor) Lipschitz coefficient being inversely proportional to the degree of the
vertex. This condition can be weakened to some extent, but Picard iteration arguments
still fundamentally require bounds on the average Lipschitz constant of jump rates of
particles that are blind to the degree of the particle (see [3] and [16] for applications of
this method to zero-range and Hawkes processes, respectively). However, such bounds
do not hold even for standard Markovian IPS such as the abovementioned SIR process
on infinite (random) graphs that have unbounded maximum degree, such as, for example,
GW trees with Poisson offspring distributions. Nevertheless, we are able to establish
strong well-posedness under a mild boundedness condition on the jump rates.

Our proof of strong well-posedness of the jump stochastic differential equation
(SDE) associated with the IPS (see (3.4) and Definition 3.11) consists of three main
ingredients. First, we introduce the notion of spatial localization of the IPS dynamics
(see Definition 5.1, Example 5.4 and Figure 1). Roughly speaking, a graph G is said
to spatially localize an IPS with given jump rates if given any T < ∞ and a finite
subset O of the vertices, there exists a (possibly random) almost surely finite set U
containing O such that on the interval [0, T ] the marginal evolution of the IPS on O is
not influenced by the evolution of the IPS outside the larger set U . Invoking strong
well-posedness of the IPS on (almost surely) finite random graphs, we then conclude
strong well-posedness of the IPS on any graph G that spatially localizes the IPS SDE
(see Proposition 5.8). Second, under a mild boundedness condition on the jump rates
(Assumption 1), we show that the IPS SDE is spatially localized by any finitely dissociable
graph (see Proposition 5.18). This proof entails the analysis of so-called causal chains
that capture the propagation of influence of the IPS dynamics from a vertex (see Section
5.4). Finally, we introduce and analyze a certain (inhomogeneous) site percolation to
show that GW trees and graphs of bounded maximal degree are almost surely finitely
dissociable (see Section 5.3). There are a few works such as [3, 16, 23] that prove
well-posedness for specific IPS on graphs of unbounded degree by exploiting special
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features particular to those models. Our result does not subsume these results, but is
applicable to a wide class of possibly non-Markovian models and does not rely on specific
features of the IPS.

Our next result (Result 2) on local weak convergence of the dynamics is proved
via coupling arguments that entail establishing a certain consistent spatial localization
property of the sequence of interaction graphs (see Definition 5.5), which requires
a more careful analysis of causal chains and their behavior under isomorphisms of
the graph. Lastly, our proof of Result 3 involves establishing an asymptotic spatial
decay of correlations of the trajectories of the IPS that is annealed (or averaged over
the randomness of the graph). Specifically, in Theorem 4.10, we show that although
neighboring vertices remain strongly correlated for sparse graph sequences (in contrast
to dense graph sequences), finite neighborhoods of two independent randomly chosen
vertices become asymptotically independent as the number of particles goes to infinity.
The proof of this asymptotic correlation decay property involves suitable coupling
arguments and also exploits the local convergence result of Result 2. Along the way,
in several of the proofs, to avoid working with more cumbersome isomorphism classes
of graphs (in terms of which local weak convergence is defined), we also introduce (in
Appendix B) an “equivalent” space of measurable representative graphs equipped with a
topology that is compatible with local weak convergence (see Appendix B). The latter
result may be of independent interest.

The present article complements recent work by Oliveira et al. [41], which establishes
local convergence of interacting diffusions with (possibly random) pairwise interactions
on locally convergent sequences of finite graphs, and the works of Lacker et al. [32,
33, 45] which establish hydrodynamic limits for homogeneously interacting cellular
automata and diffusions with general (not necessarily pairwise) symmetric interactions.
The hydrodynamic limit in [32] is also shown by first establishing local weak convergence
and then asymptotic correlation decay, but the proofs of these results rely crucially
on the previously mentioned strong Lipschitz continuity conditions on the drift and
diffusion coefficients, which, though reasonable for interacting diffusions, exclude many
interesting classes of IPS. Our weaker assumptions change the nature of the correlation
decay established in comparison with the diffusion setting (see the discussion in Section
4.3.1 for an elaboration of this point).

1.3 Organization of the rest of the paper

The article is organized as follows. In Section 2, we introduce common notation that
is used throughout the paper and also provide examples of locally converging graphs
in Section 2.4.2. In Section 3, we introduce the class of IPS we consider and its SDE
formulation, state the basic assumptions on the jump rates, and properly define notions
of strong and weak solutions for IPS on random graphs. Examples of IPS that lie within
our framework are presented in Section 3.2. The main results are stated in Section
4, and the ramifications of our results for our running example of the SIR model are
discussed in Section 4.4. The rest of the article is devoted to proofs of the main results:
Section 5 introduces the notions of (consistent) spatial localization, causal chains, and
finite dissociability and contains the proof of well-posedness (Result 1); local weak
convergence of IPS (Result 2) is proved in Section 6; asymptotic correlation decay is
established in Section 7, and the hydrodynamic limit (Result 3) is deduced from it in
Section 4.3.2. Appendix A contains an example of a simple IPS that fails to be well-
posed. Appendix B contains auxiliary technical results related to canonical measurable
representatives of random (marked) graph isomorphism classes. Appendix C.1 presents
a generalization of our main well-posedness result (Theorem 4.3) to heterogeneous IPS,
while the examples of Section 3.2 are verified in Appendix C.2.
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2 Preliminaries and notation

Let R denote the reals, let Z denote the integers, and let N0 := {0, 1, . . .} denote the
nonnegative integers. For any set A, let |A| denote its cardinality.

2.1 Graph notation

Given an undirected graph G = (V,E) with vertex set V and edge set E, for v ∈ V ,
let Nv = Nv(G) := {u ∈ V : {u, v} ∈ E} denote the neighbors of v in G and let
clv = clv(G) := {v} ∪ Nv. For any U ⊆ V , set NU := ∪v∈U (Nv \ U) and clU := U ∪ NU .
For clarity, we may write clU (G) to emphasize that the closure is taken with respect to
edges in G. We define ΛG := {U ⊆ V : |U | < ∞} to be the set of finite subsets of the
vertices in G. Recall that the degree of a vertex v is equal to |Nv|. The graph G is said to
be locally finite if each of its vertices has a finite degree. We always assume graphs are
simple (i.e., they do not have self-loops or multi-edges) and locally finite.

A graph G = (V,E) equipped with a distinguished vertex o ∈ V , denoted the root,
is called a rooted graph and denoted by (G, o) := (V,E, o). When the root is clear from
context, we simply write G instead of (G, o). For U ⊆ V , we denote by G[U ] the induced
subgraph of G on U , that is, G[U ] = (U,E[U ]) where E[U ] = E ∩ {{x, y} : x, y ∈ U}.
For u, v ∈ V , a path between u and v in G is defined to be a sequence of vertices
Γ = (u = v0, v1, . . . , vn−1, vn = v) such that for all i ∈ {1, . . . , n}, {vi−1, vi} ∈ E and
vi 6= vj whenever i 6= j except possibly when {i, j} = {n, 0}, in which case the path is
said to be a cycle. A graph is said to be acyclic if it has no cycles. The length of the path,
denoted |Γ|, is the number of edges in the path. We let dG(u, v) denote the usual graph
distance, which is the length of the shortest path between u and v in G. When G is a
finite rooted graph, its radius is the maximum distance from any vertex to the root. Let
G̃∗,1 denote the set of rooted graphs of radius 1.

2.2 Configurations and path space notation

Given a Polish space Z and U ⊆ V , we define the configuration space

ZU = {(zv)v∈U : zv ∈ Z for all v ∈ U} (2.1)

and equip it with the product topology. For any z ∈ ZV , we write zU = (zv)v∈U ∈ ZU

to mean the restriction of z to ZU . Given two vertex sets V1 and V2, a map ϕ : V1 → V2,
a subset U ⊆ V1, and configurations x ∈ ZV1 , y ∈ ZV2 , we write xU = yϕ(U) to mean
xv = yϕ(v) for all v ∈ U . Vertex set indices are assumed to be ordered.

Let X denote the countable state space of the IPS, which we identify with a subset
of Z and equip with the discrete topology. For any U ⊆ V and t ∈ (0,∞], let DU

t :=

D([0, t];XU ) (respectively, DU
t− := D([0, t);XU )) be the space of càdlàg functions from

[0, t] (respectively, [0, t)) to XU , equipped with the product J1 topology, which makes
it a Polish space [49, Section 11.5]. Also, let DU := DU

∞− denote the space of càdlàg
functions from [0,∞) to XU , equipped with the topology such that xn converges to x
in DU if and only if for each t ∈ [0,∞), the restriction of xn to [0, t] converges to the
restriction of x to [0, t] in DU

t . When |U | = 1, we denote DU
t or DU simply by Dt or D,

respectively. If x ∈ DU and v ∈ U , then xv(t) denotes the value of the vth component of x
at time t. The restrictions of x to [0, t] and [0, t) are denoted by x[t] ∈ DU

t and x[t) ∈ DU
t−,

respectively. For 0 ≤ s ≤ t ≤ ∞, W ⊆ U ⊆ V , and x ∈ DU
t , let

Discs (xW ) := {s′ ∈ [0, s] : xW (s′) 6= xW (s′−)} (2.2)

denote the set of discontinuities of xW .
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2.3 Measure notation and point processes

Given a Polish space Z, let B(Z) be the Borel σ-algebra on Z, and let P(Z) be
the space of probability measures on (Z,B(Z)) equipped with the topology of weak
convergence, that is, µn converges to µ weakly if and only if limn→∞

∫
Z fdµn =

∫
Z fdµ

for every bounded, continuous function f on Z. Given any ζ ∈ P(Z) and Z-valued
random elements Z and Y , L(Z) is used to denote the distribution (equivalently, law) of

Z, the notation Z ∼ ζ means L(Z) = ζ, and Y
(d)
= Z denotes L(Y ) = L(Z). We additionally

define MN(Z) to be the space of locally finite, non-negative integer-valued measures on
(Z,B(Z)). We equip MN(Z) with the weak topology. As is well known, P(Z) and MN(Z)

are Polish spaces (see [9, Theorem 6.8] and [15, Proposition 9.1.IV (iii)], respectively,
as well as [37]). For any interval I ⊆ R, probability measure ζ ∈ P(I), and [a, b) ⊂ I or
(a, b) ⊂ I, we write ζ[a, b) and ζ(a, b) for ζ([a, b)) and ζ((a, b)), respectively.

A random element P taking values in MN(Z) is called a point process on Z. Given
any point process P on Z, for every compact set K ⊆ Z, there exists an almost surely
finite set of points {zi}Ni=1 ⊆ K, referred to as events, such that P ({zi}) > 0 for all
i = 1, . . . , N , and P (K \ {zi}Ni=1) = 0. In this paper, we assume all point processes are
simple, that is, supz∈Z P ({z}) ∈ {0, 1}. Given any measure ζ on Z that is finite on each
compact set K ∈ B(Z), a Poisson point process on Z with intensity measure ζ is a point
process P such that for any disjoint sets A,B ∈ B(Z), P (A) and P (B) are independent
and E [P (A)] = ζ(A).

We work with point processes equipped with a time component. Let Ẑ := I × Z,
where I ⊆ R is an interval and Z is a Polish space. We refer to a point process P on
Ẑ as a marked point process on I with marks in Z. If P has events {(ti, κi)}Ni=1, then
we call {κi}Ni=1 the marks of P . We say a marked point process P on I defined on the
filtered probability space (Ω,H,H = {Ht}t∈I ,P) is H-adapted if for every t ∈ I and
A ∈ B([0, t]∩ I×Z), P (A) is Ht-measurable. Furthermore, an H-adapted marked Poisson
point process P on I with marks in Z is said to be an H-Poisson marked point process
if for every t ∈ I and A ∈ B ((t,∞) ∩ I ×Z), P (A) is independent of Ht. Such point
processes are used to describe the noise driving the IPS.

2.4 Local convergence

2.4.1 Definitions

Since we represent our IPS as marked graphs we briefly review the notions of lo-
cal convergence of graphs and marked graphs, which were introduced in [6]. Let
Gi = (Vi, Ei), i = 1, 2, be (unrooted) graphs. A mapping ϕ : V1 → V2 is said to be
an isomorphism from G1 to G2 if it is a bijection and e = {u, v} ∈ E1 if and only if
ϕ(e) := {ϕ(u), ϕ(v)} ∈ E2. Given roots oi ∈ Vi, i = 1, 2, ϕ is an isomorphism from the
rooted graph (G1, o1) to the rooted graph (G2, o2) if, in addition, ϕ(o1) = o2. Recall that
when denoting the rooted graph, we often omit the explicit dependence on the root.
Given rooted graphs G1 and G2, let I(G1, G2) denote the collection of isomorphisms from
G1 to G2. If I(G1, G2) is non-empty, then G1 and G2 are said to be isomorphic, which is
denoted G1

∼= G2. Let G∗ be the space of isomorphism classes of connected, locally finite,
rooted graphs. Then, for any connected, locally finite rooted graph G, we let 〈G〉 ∈ G∗
denote the isomorphism class of G, namely 〈G〉 is the collection of connected locally
finite rooted graphs isomorphic to G. Conversely, we refer to G as a representative
graph of 〈G〉. Clearly, if H ∼= G then H ∈ 〈G〉. For each m ∈ N, let Bm(G) be the induced
subgraph of G consisting of all vertices within (graph) distance m of the root. We equip
G∗ with the topology of local convergence in which {〈Gn〉}n∈N ⊂ G∗ is said to converge
locally to 〈G〉 ∈ G∗ if for every m ∈ N, there exists nm <∞ such that Bm(Gn) ∼= Bm(G)

for all n ≥ nm, Gn ∈ 〈Gn〉, and G ∈ 〈G〉.
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Next, fix any two Polish spaces K and K that represent the edge and vertex mark
spaces, respectively, and consider a (not necessarily connected) marked rooted graph

G = (V,E, o, κ, κ), where (V,E, o) is a rooted graph, κ ∈ KE , and κ ∈ KV . Then G is a
[K,K]-graph. Unless explicitly mentioned otherwise, a [K,K]-graph is assumed to be
rooted. Also, let [G∗] = (V,E, o) denote the [K,K]-graph G with its marks removed, and
let [G] denote G with its root and marks removed. For m ∈ N, let Bm(G) be the induced
marked rooted subgraph of G consisting of all vertices within (graph) distance m of the
root, equipped with the same marks and root. We slightly abuse notation at times by
allowing Bm(G) to also denote the set of vertices within graph distance m of the root.
We say the marked graphs G := (V,E, o, κ, κ) and G′ := (V ′, E′, o′, κ′, κ′) with edge and
vertex marks in K and K, respectively, are isomorphic, and write G ∼= G′ if there exists
an isomorphism ϕ ∈ I([G∗], [G

′
∗]) such that κv = κ′ϕ(v) and κe = κ′ϕ(e) for all v ∈ V and

e ∈ E. We let I(G,G′) denote the set of isomorphisms between G and G′, and let G∗[K,K]

denote the collection of isomorphism classes of graphs with edge and vertex marks in K
and K, respectively. Once again, for any such marked graph G, 〈G〉 ∈ G∗[K,K] denotes
the isomorphism class of G. Likewise, for any 〈H〉 ∈ G∗[K,K], the marked graph H (with
edge and vertex marks in K and K, respectively) denotes an arbitrary representative of
〈H〉. Also, given a (possibly marked or rooted) graph G, we let VG and EG, respectively,
denote the vertex and edge sets of G. We also occasionally abuse notation by letting G
denote its own vertex set.

We equip G∗[K,K] with the topology of local convergence, defined as follows:

Definition 2.1 (Local convergence). The sequence 〈Gn〉 ∈ G∗[K,K], n ∈ N, is said
to converge locally to 〈G〉 ∈ G∗[K,K] if for every sequence of representatives Gn =

(Vn, En, on, κ
n, κn), n ∈ N, and G = (V,E, o, κ, κ), and for every m ∈ N there exists

nm < ∞ and a sequence ϕn,m ∈ I(Bm([G∗]), Bm([Gn,∗])), n > nm, n ∈ N, such that for
every v ∈ VBm([G∗]) and e ∈ EBm([G∗]), κ

n
ϕn,m(v) → κv and κ

n
ϕn,m(e) → κe as n→ ∞.

We also let G∗,1[K,K] ⊂ G∗[K,K] denote the (closed) space of isomorphism classes of

graphs in G̃∗,1 with edge and vertex marks in K and K, respectively, equipped with the
topology induced by G∗[K,K]. Note that one can also view G∗ = G∗[{1}, {1}] as a space of
(isomorphism class of) marked graphs with trivial marks, that is, when both mark spaces
are equal to the trivial Polish space {1}, in which case the local convergence defined
above coincides with the notion defined earlier on G∗. It is well known that G∗[K,K] and
hence, G∗,1[K,K] and G∗ (equipped with the topology of local convergence), are Polish
spaces (see [11, Lemma 3.4]).

Definition 2.2 (Local weak convergence). If {ζn}n ⊂ P(G∗[K,K]) converges in distribu-
tion to ζ, then it is said that ζn converges to ζ in distribution in the local weak sense,
denoted ζn ⇒ ζ. For notational conciseness, we often refer to this convergence as local
weak convergence, or alternatively, say that ζn converges to ζ locally weakly. Further-
more, if Gn ∼ ζn for every n ∈ N and G ∼ ζ, we also write Gn ⇒ G to denote that Gn
converges to G locally weakly. Lastly, we refer to the topology on P(G∗[K,K]) induced by
local weak convergence as the local weak topology.

We refer the reader to [11], [48], and [32, Appendix A] for general results on local
weak convergence and Section 2.4.2 below for examples.

Remark 2.3 (IPS on Directed graphs). While the above discussion focused on the local
convergence of undirected graphs, there exist several frameworks for working with the
local convergence of directed graphs. One possible approach is to define a space of
isomorphism classes of marked directed graphs in which all isomorphisms additionally
respect edge orientation (in the spirit of [48, Exercise 2.17]). Using an argument similar
to that used in the proof of [11, Lemma 3.4]), it is possible to then show that this space is
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Polish. Furthermore, one can construct a randommap that “lifts” marked directed graphs
from this new space to marked undirected graphs in a suitably continuous way. This
construction can be combined with the results of this paper to obtain convergence and
hydrodynamic limit results for a large class of IPS on directed sparse graphs, including
neuronal Hawkes processes [47]. A fully rigorous justification is somewhat technical,
and hence omitted from this work.

2.4.2 Examples of graphs that converge locally

We provide a few examples of random graphs that converge locally weakly. Many of
these random graph models converge to a unimodular Galton-Watson (UGW) tree, which
we now define.

Definition 2.4 (GW and UGW trees). Given a probability measure ρ ∈ P(N0), a random
rooted tree (T , o) is a GW tree if the numbers of offspring of all vertices in T are i.i.d.
ρ-distributed random variables. If ρ has a finite first moment, then the UGW tree (or
size-biased GW tree), denoted UGW(ρ), is defined in the same way, except that the
offspring distributions of all non-root vertices are now given by ρ̂ ∈ P(N0), where

ρ̂({k}) := (k + 1)ρ({k + 1})∑∞
n=0 nρ({n})

, k ∈ N0. (2.3)

We now present several examples of standard sequences of random graphs that
converge locally weakly.

Example 2.5 (Erdös-Rényi Graphs). Suppose thatGn is a sequence of Erdös-Rényi graphs
with n vertices and edge probability pn such that npn → θ ∈ (0,∞) as n → ∞. If each
Gn is equipped with a uniform random root vertex, and Poiss(θ) represents the Poisson
distribution with parameter θ, then 〈Gn〉 converges locally weakly to the UGW(Poiss(θ))
tree. See [11, Theorem 3.12] or [48, Theorem 2.18] for proofs.

Example 2.6 (Configuration Models). For each n ∈ N, let dn := (dn1 , . . . , d
n
n) ∈ {0, . . . , n−

1}n be a vector of non-negative integers such that
∑n
k=1 d

n
k is even. Let Gn be a uniformly

chosen random multigraph with self-loops on n edges with degree sequence dn and a
random root chosen uniformly at random from Gn. This can be encoded in our framework
by equipping each edge of Gn with a mark indicating the multiplicity of the edge and
equipping each vertex with a mark that represents the number of self-loops at that
vertex. Then Gn is said to be a configuration model with degree distribution dn. If the
degree distributions ρn := 1

n

∑n
k=1 δdnk converge weakly to some probability measure

ρ ∈ P(N0) with a finite first moment and if the first moments of ρn converge to the first
moment of ρ, then 〈Gn〉 converges locally weakly to the UGW(ρ) tree. See [11, Theorem
3.15] or [48, Theorem 4.1] for proofs.

Example 2.7 (Random Regular Graphs). Fix any d ∈ N. Let Gn be uniformly distributed
on the set of d-regular graphs with uniform degree d and a fixed vertex set of size n
(where we assume nd is even for Gn to be well defined). Let Gn be equipped with a root
chosen uniformly at random from its vertex set. Then 〈Gn〉 converges locally weakly to
the infinite regular d-tree, or equivalently, the UGW(δd) tree. See ([48, Theorem 2.17]
for a proof.

There are many other examples of random graph models that converge to random
trees, such as preferential attachment graphs that converge to the Pólya point tree [7].

Example 2.8 (Graphs with I.I.D. Marks). Suppose 〈Gn〉 ⇒ 〈G〉 locally weakly (respectively,
in probability) and (Gn, κ

n, κn) and (G, κ, κ) are equipped with i.i.d. edge and vertex
marks such that for any n ∈ N, v ∈ VGn , v

′ ∈ VG, e ∈ EGn , and e
′ ∈ EG,

κnv
(d)
= κv′ and κ

n
e

(d)
= κe′ .
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Then it is easily shown that 〈(Gn, κn, κn)〉 ⇒ 〈(G, κ, κ)〉 locally weakly (respectively, in
probability). This is proven in the case in which edge marks are trivial in [32, Corollary
2.16], but the inclusion of edge marks does not significantly alter the proof.

3 Model description

In Section 3.1, we introduce the IPS model and assumptions on the jump rates, and
in Section 3.2, we provide several examples that satisfy our assumptions. In Section 3.3,
we introduce the SDE, associated with the jump rates, that describes the IPS dynamics
on any given graph, and in Section 3.4, we introduce notions of well-posedness of the
SDE.

3.1 A standing assumption on the jump rates

We consider IPS in which each particle takes values in a countable state space X ,
which we identify with a subset of Z and equip with the discrete topology. We let
J ⊆ {i− j : i, j ∈ X , i 6= j} denote the set of transitions or jump sizes of any particle that
are allowable. Note that J may be a strict subset of {i− j : i, j ∈ X , i 6= j}. For instance,
in the SIR model from (1.1)-(1.2), X = {0, 1, 2} and J = {1} ( {−2,−1, 1, 2}. In addition,
let K and K be two Polish spaces that serve as state spaces for edge and vertex marks,
respectively. These specify static parameters of the model such as, for instance, random
environments, as in (1.2) (or Example 3.4), histories before time zero for non-Markovian
processes (see Example 3.5), or heterogeneities and other graph attributes. To describe
the model on any interaction graph, we need to specify the rate at which each particle
makes a jump of any given size. At any time, this depends only on the particle’s own state
or history, the states or histories of neighboring particles in the interaction graph, and
the environment marks on that vertex and the vertices and edges in its neighborhood. In
particular, this jump rate depends on the vertex v associated with the particle only via
its neighborhood structure. This structure can vary from vertex to vertex but is always
captured by a graph in the space G̃∗,1 of finite rooted graphs H = (VH , EH , oH) of radius
1 (introduced in Section 2.1). Thus, the IPS model is completely specified by a family of
local jump rates

r̄ := {r̄Hj : R+ ×DVH ×KEH ×KVH → R+,H = (VH , EH , oH) ∈ G̃∗,1, j ∈ J },

where recall from Section 2.2 that D is the space of càdlàg functions taking values in X .
Then given any marked [K,K]-graph G, the dynamics of that IPS model on G is governed
by the jump rates

rG := {rG,vj : R+ ×DVG → [0,∞); v ∈ VG, j ∈ J },

with the rate rG,vj (t, x) of a particle v having a jump of size j, at a time t when the
configuration of particle trajectories is x, given by

rG,vj (t, x) = r̄Hv
j (t, xHv , (κe)e∈EHv

, (κu)u∈VHv
), for every (t, x) ∈ R+ ×DV , (3.1)

where Hv := (G[clv], v) is the induced subgraph of G on the closure clv of v, with v as its
root.

Throughout, we require that the local jump rates satisfy some mild regularity condi-
tions specified in Definition 3.1 below. The first is a symmetry condition that essentially
says that the rates are invariant to labelings of the neighboring vertices and are thus
symmetric functions of the neighborhood states and marks. This ensures that solutions
to the IPS possess well defined isomorphism classes (see Remark 3.2). The second
condition ensures that the jump rates only depend on the past histories of the particles.
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This condition is trivially satisfied for Markovian IPS. Examples of IPS models with
regular local jump rates are given in Section 3.2.

Definition 3.1 (Regularity of local jump rates). Given j ∈ J , the family of functions

r̄Hj : R+ × DVH × KEH × KVH → R+, H = (VH , EH , oH) ∈ G̃∗,1, is said to be regular if

r̄Hj is Borel measurable for each H ∈ G̃∗,1 and additionally satisfies the following two
properties:

1. (Symmetry): for every t > 0, H 7→ r̄Hj (t, ·, ·, ·) is a class function in the sense that

for any (x, κ, κ) ∈ DVH × KEH × KVH , Ĥ ∈ G̃∗,1 with Ĥ ∼= H, and isomorphism

ϕ ∈ I(Ĥ,H),

r̄Hj (t, (xv)v∈VH
, (κe)e∈EH

, (κv)v∈VH
) = r̄Ĥj (t, (xϕ(v))v∈VĤ

, (κϕ(e))e∈EĤ
, (κϕ(v))v∈VĤ

);

2. (Predictability): for every H ∈ G̃∗,1, (κ, κ) ∈ KEH × KVH (t, x) 7→ r̄Hj (t, x, κ, κ) is
predictable in the sense that for every t > 0 and x, y ∈ DVH ,

x(s) = y(s) ∀s ∈ [0, t) ⇒ r̄Hj (t, x, κ, κ) = r̄Hj (t, y, κ, κ).

We now state our standing assumption on the IPS models we consider.

Standing Assumption. Given any [K,K]-graph G = (V,E, o, κ, κ), the jump rates rG for
the IPS dynamics on the graph G satisfy (3.1) for local jump rates r̄ = {r̄Hj : R+ ×DVH ×
KEH × KVH → R+}H=(VH ,EH ,oH)∈G̃∗,1

, j ∈ J , that are regular in the sense of Definition
3.1.

Remark 3.2 (Isomorphism invariance of jump rates). As a consequence of the class
function property of the IPS model or local jump rates r̄ specified in property 1 of
Definition 3.1, the associated jump rates for the IPS dynamics on any marked graph G
given by (3.1) satisfy the following analogous class property. Given any [K,K]-graphs
G,G′ with G ∼= G′ and isomorphism ϕ ∈ I(G′, G), for any v ∈ VG, t ∈ R+, and x ∈ DG,

rG,vj (t, (xu)u∈VG
) = r

G′,ϕ−1(v)
j (t, (xϕ(u))u∈VG′ ). (3.2)

3.2 Examples of interacting particle systems

We now provide several examples of IPS models, or equivalently local jump rates r̄,
that satisfy the regularity conditions imposed in our standing assumption.

Example 3.3 (Countable-state Markovian IPS). Suppose the mark spaces K and K are
trivial, and suppose that for every j ∈ J , there exist functions r̃Hj : [0,∞) × X VH →
R+,H ∈ G̃∗,1, such that the local jump rates r̄Hj ,H = (VH , EH , oH) ∈ G̃∗,1, satisfy

r̄Hj (t, x) = r̃Hj (t, x(t−)) ∀(t, x) ∈ R+ ×DVH . (3.3)

We present the form of r̃Hj , j ∈ J ,H ∈ G̃∗,1, for several classical IPS models below, in
all cases denoting oH simply by o for notational simplicity.

1. The contact process with measurable infectivity and recovery rates λ, ρ : [0,∞) 7→
(0,∞); the time-homogeneous version (with constant λ, ρ) was introduced in [26],
see also [36] and, for more recent studies on (locally) tree-like graphs, see [42],
[46], [8], and references therein. This model has X = {0, 1}, J = {−1, 1}, and

r̃H1 (t, z) = 1{zo=0}λ(t−)
∑

u∈No(H)

zu, r̃H−1(t, z) = ρ(t−)1{zo=1}.
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2. Branching random walk with branching rate λ; see [43, page 1564]. This model
has X = N0, J = {−1, 1}, and homogeneous rates r̃H1 (z) = r̃H1 (t, z) given by

r̃H1 (z) = λ
∑

u∈No(H)

zu, r̃H−1(z) = zo.

3. Voter models which model opinion dynamics and has homogeneous rates r̃Hj (z) =

r̃Hj (t, z); see [36] and [13, page 2]. The voter model has many variations; for
example, in the linear voter model, each particle updates its opinion at times
dictated by a unit Poisson process by copying the opinion of one of its neighbors
chosen uniformly at random. In this model. X = {0, 1}, J = {−1, 1}, and

r̃H1 (z) =
1{zo=0}

|No(H)|
∑

u∈No(H)

zu, r̃H−1(z) =
1{zo=1}

|No(H)|
∑

u∈No(H)

(1− zu),

In the majority process [2, page 443], each particle instead updates its opinion by
adopting the majority opinion of its neighbors (resolving ties randomly). In this
model, X = {−1, 1}, J = {−2, 2}, and

r̃Hj (z) = 1{
zo=− j

2

}(1{
j
∑

u∈No(H) zu>0
} +

1

2
1{∑

u∈No(H) zu=0
}) , j ∈ {−2, 2}.

4. Glauber dynamics for the Ising model with inverse temperature β ∈ R (see,
e.g., [38, Definition 2]) has X = {−1, 1}, J = {−2, 2}, and r̃Hj (z) = r̃Hj (t, z) with

r̃Hj (z) = 1{zo=−j/2}
exp

(
−βzo

∑
u∈No

zu
)

exp
(
−βzo

∑
u∈No

zu
)
+ exp

(
βzo

∑
u∈No

zu
) , j ∈ {−2, 2}.

Example 3.4 (SIR model in a heterogeneous environment). The SIR model introduced
in (1.2) with measurable infectivity and recovery rates λ, ρ : [0,∞) 7→ (0,∞) has X =

{0, 1, 2}, J = {1}, and for H = (VH , EH , oH) ∈ G̃∗,1, r̄H1 (t, x, κ, κ) = r̃H1 (t, x(t−), κ, κ),

where r̃H1 : R+ ×X VH ×KEH ×KVH → R is given by (once again writing o for oH)

r̃H1 (t, z, κ, κ) =

λ(t−)
∑

u∈No(H)

κ{u,o}zu

1{zo=0} + ρ(t−)κo1{zo=1}

See [29] and [14] for recent work on SIR models on locally tree-like graphs, with the
latter also considering heterogeneous environments. Clearly, heterogeneous versions of
the other examples can also be described in an analogous fashion.

Example 3.5 (Non-Markovian SIR model). We now introduce a class of non-Markovian
SIR models that fall within our framework. As before, we have X = {0, 1, 2} and J = {1}.
Let β : R+ → R+ and γ : R+ → R+ be functions for which β(s) and γ(s) are the rates
at which a particle that has been infected for s units of time infects a fixed neighboring
particle or recovers, respectively. A natural choice for β and γ would be the respective
hazard rate functions of the infection and recovery distributions. To define the local
jump rates, consider the functional τ : R+ ×D ×K → R+ given by

τ(t, x, κ) :=

{
t− sup{s ∈ [0, t) : x(s) = 0} if {s ∈ [0, t) : x(s) = 0} 6= ∅,
t+ κ if {s ∈ [0, t) : x(s) = 0} = ∅.

In other words, τ(t, x, κ) describes the amount of time a particle with trajectory x has
been infected at time t, assuming it had already been infected for κ units of time at
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time 0. Naturally, if xv(0) 6= 1, then it is assumed that κv = 0. Then the local jump rate
r̄H1 : R+ ×DVH ×KVH → R+ is given by

r̄H1 (t, x, κ) :=

 ∑
u∈No(H):
xu(t−)=1

β(τ(t, xu, κu))

1{xo(t−)=0} + γ(τ(t, xo, κo))1{xo(t−)=1}.

3.3 Dynamics and notions of solutions

While an IPS model can be intuitively specified through its jump rates, we need to
more rigorously describe the associated dynamics to verify whether it is well defined. Fix
an IPS model with regular local jump rates r in the sense of Definition 3.1. In addition, fix
a random, possibly unrooted, [K,K×X ]-graph (G, ξ), henceforth referred to as the initial
data, that encodes both the random [K,K]-graph describing the interaction structure
of the IPS as well as the X -valued initial conditions encoded by ξ. Also, equip J with
a finite measure ς ∈ P(J ) that assigns strictly positive mass to all elements of J and
satisfies

∑
j∈J |j|ς(j) <∞, where we write ς(j) for ς({j}). When J is finite, ς is usually

taken to be the counting measure on J ; when J is countable, ς specifies the probabilities
with which different jump sizes are considered. Then, the dynamics of the associated
IPS are described by the following jump SDE:

XG,ξ
v (t) = ξv +

∫
(0,t]×R+×J

j1{
r≤rG,v

j (s,XG,ξ)
} NG

v (ds, dr, dj), v ∈ V, t ∈ [0,∞), (3.4)

where NG is the so-called driving noise, comprised of a collection of i.i.d Poisson
processes described in Definition 3.7 below. Here, for each v ∈ V and j ∈ J , an event
(s, r) of the Poisson process NG

v (·, ·, j) on [0,∞)2 represents a potential jump of size j of
the particle at v at time s, where the particle actually realizes that jump at that time if
and only if the parameter r lies below the jump rate of the particle at that time.

Remark 3.6 (Generic Driving Noise Construction). When (G, ξ) is deterministic, the
driving noise NG = {NG

v }v∈VG
is simply a collection of i.i.d. adapted Poisson processes

on [0,∞)2 × J , and (3.4) reduces to a standard Poisson-driven SDE. When G is random
but nevertheless VG ⊆ V for some countable, deterministic set V (as is often the case),
then the driving noise can once again be easily specified as NG := {Nv}v∈VG

, where
{Nv}v∈V is a collection of i.i.d. adapted Poisson processes on [0,∞)2 × J .

For general random graphs (G, ξ), with no assumptions imposed on the vertex set
(e.g., if the initial data (G, ξ) is defined to be a general measurable representative graph
of the isomorphism class 〈(G, ξ)〉), more care has to be taken in clarifying notions of
solutions, and associated measurability conditions. In this case, the driving Poisson
processes are best represented as vertex marks on the graphs (analogous to how initial
conditions are treated), though now taking values in the measure space MN(R

2
+ × J ).

However, since the noises also have a temporal component, when the vertex set of the
graph is an arbitrary random set, the measurability and adaptedness properties of the
driving noises have to be described with more care. This is spelled out in Definition 3.7.

Definition 3.7 (Driving Noise for General Random Graphs). Given a complete, filtered
probability space (Ω,F ,F,P) such that F satisfies the usual conditions and a (possibly
random) F0-measurable [K,K × X ]-graph (G, ξ), referred to as the initial data, an F-
driving noise (compatible with G) is a [K,K ×MN(R

2
+ × J )]-random graph (G,NG) that

satisfies the following properties:

1. conditioned on F0, NG = {NG
v }v∈VG

is a collection of i.i.d. Poisson processes on
R2

+ × J with intensity measure Leb2 ⊗ ς, indexed by the vertex set VG of G;
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2. for any t > 0 and A ∈ B((t,∞) × R+ × J ), if NG(A) := {NG
v (A)}v∈VG

, then the
[K,K ×N0]-random graph (G,NG(A)) is conditionally independent of Ft given F0;

3. for any F0-measurable v ∈ VG, NG
v is an F-adapted point process in the sense

described in Section 2.3.

With a slight abuse of notation, we often denote the driving noise (G,NG) just by NG.

When (G, ξ) is random, analogous to what is done with initial conditions and the
driving noise, it is natural to also encode the trajectories of the IPS, or equivalently
any solution to (3.4), as additional vertex marks on the random graph. This leads to
the following definitions of weak and strong solutions to the SDE (3.4). Given a filtered
probability space (Ω,F ,F,P) that supports a [K,K ×X ×MN(R

2
+ × J )]-random graph

(G, ξ,NG), define Ht := σ((G, ξ,NG(A)) : A ∈ B([0, t] × R+ × J )) for t ≥ 0, and define
FG,ξ,N

G

to be the augmentation of the filtration H = {Ht}t∈R+ , that is, F
G,ξ,NG

is the

smallest complete, right-continuous filtration such that FG,ξ,NG

t ⊇ Ht for every t ≥ 0,

and FG,ξ,NG

0 contains all sets N ⊂ A ∈ F with P(A) = 0. When (G, ξ) is deterministic,

we denote FG,ξ,N
G

simply by FNG

.

Definition 3.8 (Weak and Strong Solutions). Given (possibly random) initial data (G, ξ),
a weak solution to (3.4) is a tuple ((G,XG,ξ,NG), (Ω,F ,F,P)) such that

1. (Ω,F ,F,P) is a complete, filtered probability space such that F satisfies the usual
conditions;

2. (G,NG) is an F-driving noise compatible with G in the sense of Definition 3.7;

3. (G,XG,ξ) is a random [K,K ×D]-graph with F-adapted vertex marks (i.e., for any
F0-measurable v ∈ VG, XG,ξ

v is an F-adapted process) such that XG,ξ satisfies (3.4)
P-a.s..

Given a complete probability space (Ω,F ,P) and an FG,ξ,NG

-driving noise (G,NG) com-
patible with G in the sense of Definition 3.7, an NG-strong solution (G,XG,ξ) is a
[K,K ×D]-random graph such that ((G,XG,ξ,NG), (Ω,F ,FG,ξ,NG

,P)) is a weak solution
to (3.4).

Remark 3.9 (Filtration-Poisson process pairs). For conciseness, we often omit mention
of the whole probability space (Ω,F ,F,P) and simply refer to (F,NG) as a filtration-
Poisson process pair, and say (G,XG,ξ) is an (F,NG)-weak solution to (3.4) if ((G,XG,ξ,
NG), (Ω,F ,F,P)) is a weak solution to (3.4). We also say that (G,XG,ξ) is a weak solution
to (3.4) if there exists a filtration-Poisson process pair (F,NG) such that (G,XG,ξ) is an
(F,NG)-weak solution to (3.4). We would also like to emphasize that if X and X ′ are both
(F,NG)-weak solutions, then they are implicitly defined on the same filtered probability
space with the same driving noise.

3.4 Notions of well-posedness

Given the definitions of weak and strong solutions in the previous section, we now
introduce the definitions of uniqueness and well-posedness, which are suitably modified
versions of the parallel concepts for SDEs on fixed deterministic vertex sets with a
deterministic interaction structure.

Definition 3.10 (Uniqueness notions). The SDE (3.4) is said to be unique in law for the
initial data (G, ξ) if for any (G′, ξ′), possibly defined on a different probability space, with

(G′, ξ′)
(d)
= (G, ξ), we have (G,X)

(d)
= (G′, X ′) for all weak solutions (G,X) and (G′, X ′) to

the SDE for the respective initial data (G, ξ) and (G′, ξ′). The SDE (3.4) is said to be
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pathwise unique for (G, ξ) if for any filtration-Poisson process pair (F,NG) and any two
(F,NG)-weak solutions (G,X1) and (G,X2) to (3.4), (G,X1) = (G,X2) a.s..

Definition 3.11 (Well-posedness). We say that the SDE (3.4) is well-posed for the initial
data (G, ξ) if there exists at least one weak solution to (3.4) and the SDE (3.4) is unique
in law for (G, ξ). We say the SDE (3.4) is strongly well-posed for the initial data (G, ξ) if
there exists at least one weak solution to (3.4) and the SDE (3.4) is pathwise unique for
(G, ξ).

The next lemma establishes an intuitive sufficient condition for strong well-posedness
of (3.4) for random initial data.

Lemma 3.12 (Strong well-posedness for random initial data). The SDE (3.4) is strongly
well-posed for the random initial data (G, ξ) if it is strongly well-posed for a.s. every
realization of (G, ξ).

Proof. This proof differs from the setting of standard SDEs because the driving noise,
being indexed by the vertices of the graph G, is not necessarily independent of the initial
data. So, one needs to show that conditioning on the initial data does not change the
driving noise structure (see [20, Appendix D] for full details).

Due to the standing assumption and Remark 3.2, it is easy to see that (strong) well-
posedness depends only on the isomorphism class of the initial data. This justifies the
following definition.

Definition 3.13 (Strong well-posedness for isomorphism classes). We say the SDE (3.4)
is (strongly) well-posed for the (possibly random) initial data 〈(G, ξ)〉 taking values in
G∗[K,K × X ] if there exists a (possibly random) [K,K × X ]-graph (G, ξ) with (G, ξ) ∈
〈(G, ξ)〉 a.s. such that (3.4) is (strongly) well-posed for (G, ξ). Furthermore, we say that
〈(G,XG,ξ)〉 is a strong (resp. weak) solution to (3.4) for 〈(G, ξ)〉 if there exists a (random)
representative (G, ξ) that lies in 〈(G, ξ)〉 a.s. and a strong (resp. weak) solution (G,XG,ξ)

to (3.4) for (G, ξ) such that (G,XG,ξ) ∈ 〈(G,XG,ξ)〉 a.s..
Remark 3.14 (Implications of Definition 3.13). It is worthwhile observing that if the
SDE (3.4) is (strongly) well-posed for initial data given in terms of an isomorphism class
〈(G, ξ)〉, as in Definition 3.13, it is also (strongly) well-posed, in the sense of Definition
3.11, for any F0-measurable representative graph (G, ξ) of 〈(G, ξ)〉. Indeed, fix (G, ξ)

and any filtration-Poisson process pair (F,NG). Consider any F0-measurable random
element (G′, ξ′) that is a.s. isomorphic to (G, ξ). Then there exists an F0-measurable
isomorphism ϕ ∈ I((G, ξ), (G′, ξ′)). Define the filtration-Poisson process pair (F,NG′

) by
setting NG′

ϕ(v) = NG
v a.s. for all v ∈ VG. Then, building on the isomorphism invariance of

jump rates mentioned in Remark 3.2, there exists a one-to-one correspondence between
(F,NG) weak solutions to (3.4) for the initial data (G, ξ) and (F,NG′

) weak solutions to
(3.4) for the initial data (G′, ξ).

We conclude this section with a Yamada-Watanabe type result.

Lemma 3.15 (Yamada-Watanabe type result). For the initial data 〈(G, ξ)〉, if the SDE
(3.4) is strongly well-posed, then it is also well-posed. Furthermore, (3.4) is strongly
well-posed for 〈(G, ξ)〉 if and only if the set of weak solutions to (3.4) for 〈(G, ξ)〉 is
non-empty and coincides with the set of strong solutions to (3.4).

Proof. Fix the σ(〈(G, ξ)〉)-measurable [K,K ×X ]-random graph (G, ξ) such that (G, ξ) ∈
〈(G, ξ)〉 a.s.. By Definition 3.13 and Lemma 3.12, it suffices to prove the lemma for any
deterministic [K,K × X ]-graph initial data (G, ξ) instead of 〈(G, ξ)〉. The lemma can be
deduced by showing that pathwise uniqueness as defined in Definition 3.10 matches
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the definition of pathwise uniqueness in [31]. Then by [31, Theorem 3.14], strong well-
posedness is equivalent to all weak solutions being strong as desired. The same theorem
also shows that strong well-posedness implies well-posedness.

Remark 3.16 (Consequences of strong well-posedness). Definition 3.8 and Lemma 3.15
imply that under strong well-posedness of the SDE, (G,XG,ξ) is characterized by the
initial data (G, ξ) and a compatible driving noise (G,NG). Hence, a coupling of the
initial data and driving noises of a sequence of IPS immediately yields a coupling of the
respective solutions to (3.4) (see Sections 6 and 7). It is worth emphasizing that strong
well-posedness is key to facilitating the construction of such couplings.

4 Statements of main results

We assume throughout that the IPS model satisfies the standing assumption from
Section 3.1. We first state our results on the strong well-posedness of the SDE (3.4)
governing the IPS dynamics in Section 4.1. We then state our local convergence and
hydrodynamic limit results in Section 4.2 and Section 4.3, respectively. These results
hold under some mild additional conditions (Assumption 1 and Assumption 2) on the
jump rates that are shown in Appendix C.2 to be satisfied by all the examples of Section
3.2.

4.1 Well-posedness results

We start by imposing a fairly mild degree-dependent boundedness condition on the
jump rates.

Assumption 1 (Bounds on the jump rates). There exists a family of constants

C := {Ck,T }k∈N,T∈R+
⊂ (0,∞)

with (k, T ) 7→ Ck,T being componentwise non-decreasing such that for any [K,K]-graph
G and T ∈ R+, the jump rates rG satisfy

rG,vj (t, x) ≤ C|clv(G)|,T , v ∈ VG, j ∈ J , t ∈ [0, T ], x ∈ DG. (4.1)

Remark 4.1 (Local jump rate formulation of Assumption 1). Assumption 1 can equiva-
lently be phrased as a condition on the local jump rates r̄. Indeed, in view of the relation
(3.1) between rG and r̄, it is clear that Assumption 1 holds with the family of constants
C if and only if for every H ∈ G̃∗,1 and T ∈ R+,

r̄H(t, x, κ, κ) ≤ C|VH |,T , for all t ∈ [0, T ], x ∈ DVH , κ ∈ KEH
, κ ∈ KVH .

We say that the local jump rates r̄ satisfy Assumption 1 for an associated family of
constants C when the above inequality holds.

We recall the notion of strong well-posedness introduced in Definition 3.13. In the
case of finite initial data, that is, when the initial data consists of a finite (possibly
unrooted) graph, Assumption 1 implies the rates are uniformly bounded and strong
well-posedness is easily established via a simple recursive construction [20, Appendix C].
For subsequent reference, we state this as a proposition.

Proposition 4.2 (Strong well-posedness for finite initial data). Suppose Assumption 1
holds. Then, the SDE (3.4) is strongly well-posed for all finite initial data.

We now turn to the main case of infinite graphs with possibly unbounded maximal
degrees. In this case, the well-posedness of even Markovian SDEs of the form (3.3) is
subtle and may fail to hold. Indeed, in Appendix A, we construct a simple Markovian IPS
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with uniformly bounded jump rates that admits multiple strong solutions (with different
laws) on certain graphs with super-exponential growth. Establishing well-posedness is
further complicated because the jump rates of many commonly studied IPS (on graphs
of unbounded maximal degree) are unbounded, as demonstrated by the examples in
Section 3.2. Nevertheless, the following main result of this section shows that strong
well-posedness does hold for IPS on a large subset of (random) graphs that satisfy an
(almost sure) finite dissociability condition. This condition is an (inhomogeneous) site
percolation condition, governed by the jump rates and driving noises on the graph and
expressed in terms of the family of constants C of Assumption 1. Roughly speaking, it
ensures that there exists a time interval such that the graph can be a.s. decomposed into
a collection of finite (random) subgraphs for which the driving noises on the boundary
exhibit no jumps on that interval. We show that this implies that on this time interval,
the dynamics of the IPS on each subgraph are not influenced by the dynamics outside of
it. Subsequently, in Section 5.4, we also show that finite dissociability implies a more
general spatial localization property that holds on all finite time intervals. The precise
definition of a finitely dissociable graph is deferred to Section 5.3, and the notion of
spatial localization is made precise in Definition 5.1.

Theorem 4.3 (Strong well-posedness on finitely dissociable graphs). Suppose Assumption
1 holds with the family of constants C. Then the SDE (3.4) is strongly well-posed for any
a.s. finitely dissociable G∗[K,K ×X ]-random element 〈(G, ξ)〉 with respect to C (in the
sense of Definition 5.12 and Remark 5.14).

Theorem 4.3 follows from two auxiliary results, Proposition 5.18 and Proposition 5.8.
Proposition 5.18 shows that the almost sure finite dissociability of a graph implies the
spatial localization property of the dynamics mentioned above. Proposition 5.8 shows that
when the IPS is well-posed for all finite initial data (as is guaranteed under Assumption
1 by Proposition 4.2), spatial localization on a graph G implies well-posedness of the IPS
on that graph. The latter result is of independent interest and can be used to establish
well-posedness in some situations where Assumption 1 does not hold.

Remark 4.4 (Strong well-posedness of Section 3.2 examples). When applied to the IPS
models listed in Section 3.2, Theorem 4.3 in conjunction with Appendix C.2 (which
contains verification of Assumption 1 for some constants C for these models) rigorously
justifies that each of these models is well defined on any finitely dissociable graph (with
respect to C). In Section 5.3.2, we show that such graphs include GW and UGW trees
whose respective offspring distributions have finite first and second moments and all
graphs of bounded maximal degree (which includes all finite graphs).

Remark 4.5 (Strong well-posedness without regular local jump rates). The standing
assumption, in particular the symmetry assumptions in Definition 3.1, may make it
appear that our framework is restricted to spatially homogeneous dynamics. However,
we show in Theorem C.4 that by adding marks to the graph to make the group of graph
automorphisms trivial, Theorem 4.3, in fact, implies well-posedness of a large class of
IPS that are highly spatially heterogeneous. This more general well-posedness result is
used in [21] to establish certain Markov random field properties of the IPS.

4.2 Local weak convergence of the dynamics

We now address the local weak convergence of processes. Given well-posedness,
this is equivalent to establishing continuity (in the local weak topology) of the law of
the isomorphism class 〈(G,XG,ξ)〉 of the graph marked with the trajectory of the unique
strong solution to the SDE (3.4) with respect to the G∗[K,K × X ]-valued initial data
〈(G, ξ)〉. This requires the following additional mild continuity assumption on the local
jump rates with respect to the “environment” marks. It holds trivially when the mark
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spaces K and K are discrete.

Assumption 2 (Weak continuity of jump rates with respect to marks). The initial data
〈(G, ξ)〉 and jump rate functions rG are such that if (G,XG,ξ) = (V,E, o, κ, κ,XG,ξ) is any
representative of a strong solution 〈(G,XG,ξ)〉 to (3.4) for the initial data 〈(G, ξ)〉, then
a.s. for every (j, v) ∈ J × VG and Lebesgue-a.e. t ∈ R+, (κ, κ) is a continuity point of the
map:

KEG ×KVG 3 (ϑ, ϑ) 7→ r
(VG,EG,o,ϑ,ϑ),v
j (t,XG,ξ).

Remark 4.6 (Why 〈(G,XG,ξ)〉 is well-defined in Assumption 2). Throughout the article,
we only apply Assumption 2 under conditions that also imply strong well-posedness of
(3.4), in which case we always denote the unique strong solution to (3.4) by 〈(G,XG,ξ)〉.
Thus, the reader may assume that 〈(G,XG,ξ)〉 in Assumption 2 has a well defined law.

Theorem 4.7 (Local weak convergence of IPS). Suppose Assumption 1 holds, and 〈(G, ξ)〉,
〈(Gn, ξn)〉, n ∈ N, are a.s. finitely dissociable G∗[K,K×X ]-random elements (in the sense
of Definition 5.12) such that 〈(G, ξ)〉 satisfies Assumption 2. If 〈(Gn, ξn)〉 ⇒ 〈(G, ξ)〉 in
G∗[K,K ×X ], then 〈(Gn, XGn,ξ

n

)〉 ⇒ 〈(G,XG,ξ)〉 in G∗[K,K ×D].

Theorem 4.7 follows from a more general almost sure version of this statement
proved in Proposition 6.11 under weaker assumptions that only require Assumption 1′, a
consistent spatial localization condition introduced in Section 5.1, and a weaker finite
convergence condition, Assumption 2′, in place of Assumption 2. The weaker Assumption
2′ is useful for some applications.

4.3 Hydrodynamic limit and correlation decay

Given a Polish space Z and a finite, unrooted [K,K]-graph G, define the (global)
empirical measure of the finite, unrooted [K,K ×Z]-graph (G, z) by

πG,z(·) := 1

|G|
∑
v∈VG

δzv (·),

where δzv (·) is the Dirac delta measure concentrated at zv. Also consider the more
general neighborhood empirical measure given by

πG,zo (·) := 1

|G|
∑
v∈VG

δ〈B1(Cv(G,z))〉(·), (4.2)

where Cv(G, z) denotes the rooted [K,K ×Z]-graph obtained by restricting (G, z) to the
connected component of v in [G], equipped with v as its root. Note that πG,z = πG

′,z′

and πG,zo = πG
′,z

o whenever (G′, z′) ∼= (G, z). In other words, both empirical measures
are determined only by the isomorphism class 〈(G, z)〉 of (G, z). In particular, πG,zo is a
P(G∗,1[K,K × Z])-valued random element that describes the empirical measure of the
isomorphism class of a uniformly distributed root in (G, κ, κ, z) and its neighborhood,
and the P(Z)-valued random element πG,z is the z-root mark marginal of πG,zo .

Since πG,z and πG,zo are global quantities, their asymptotic behavior cannot be de-
duced from the local convergence result established in Theorem 4.7. Moreover, as
discussed in the introduction, unlike in the case of IPS on dense graphs, states of
neighboring vertices of IPS on sequences of converging sparse graphs remain strongly
correlated and do not become asymptotically independent; that is, propagation of chaos
typically fails. Hence, the analysis of the convergence of πG,z is more subtle for IPS
on sparse (as opposed to dense) graph sequences, and due to this strong dependence
between neighboring vertices, more complex empirical quantities such as πG,zo are also
of interest. Nevertheless, we show that under a slightly stronger convergence condition
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on the initial data than that imposed in Theorem 4.7, these empirical quantities do have a
deterministic limit; see Theorem 4.11 and Corollary 4.12, which are presented in Section
4.3.2. A key ingredient of the proof is a certain asymptotic correlation decay property,
which is first stated in Section 4.3.1 (see Theorem 4.10).

4.3.1 An annealed correlation decay property

We start by introducing a slightly stronger notion of local convergence that applies to
graphs that are not necessarily connected and which, in a sense, has a more global
flavor.

Definition 4.8 (Local convergence in probability). Consider a sequence {Gn}n∈N of finite,
unrooted [K,K]-random graphs. Then Gn converges to a G∗[K,K]-random element 〈G〉
in probability in the local weak sense (abbreviated to locally in probability) if for every
bounded, L(〈G〉)-a.s. continuous mapping f : G∗[K,K] → R,

1

|Gn|
∑

v∈VGn

f(〈Cv(Gn)〉) → E [f(〈G〉)] in probability, (4.3)

as n→ ∞.

Most definitions of convergence in probability only require that (4.3) hold for bounded
and everywhere continuous functions f (e.g., [32, Definition 2.6]). However, it can be
shown that these definitions are equivalent. The version of the definition given above
is more convenient for direct application to certain examples where one has to use the
fact that (4.3) holds for the larger class of bounded, a.s. continuous functions f , such as
Examples A and C of Section 4.4.

Remark 4.9 (Examples of graphs converging locally in probability). All the examples of
sequences of finite random graphs provided in Section 2.4.2, equipped with roots chosen
uniformly at random, turn out to converge in this stronger sense (and not just locally in
distribution).

We now state an asymptotic correlation decay property.

Theorem 4.10 (Asymptotic correlation decay). Suppose Assumption 1 holds, and let
〈(G, ξ)〉 be a [K,K ×X ]-random element that satisfies Assumption 2, and is a.s. finitely
dissociable in the sense of Definition 5.12. Suppose there exists a countable deterministic
set S and a sequence {(Gn, ξn)}n∈N of finite, unrooted [K,K ×X ]-random graphs, each
of whose vertex sets a.s. lie in S. Also, for each n ∈ N, let (Gn, XGn,ξ

n

) denote the
strong solution to (3.4) for the initial data (Gn, ξ

n). Suppose that |Gn| → ∞ in probability,
and (Gn, ξ

n) converges locally in probability to 〈(G, ξ)〉. If oin, i = 1, 2, are independent,
uniformly distributed vertices of Gn for all n ∈ N, then for any bounded continuous
functions fi : G∗[K,K ×D] → R, i = 1, 2,

lim
n→∞

Cov
(
f1

(
〈Co1n(Gn, X

Gn,ξ
n

)〉
)
, f2

(
〈Co2n(Gn, X

Gn,ξ
n

)〉
))

= 0, (4.4)

where Cov represents the covariance functional.

The proof of Theorem 4.10 is given in Section 7. The assumption in the statement of
the theorem that the vertex sets of each Gn a.s. lie in a countable deterministic set is not
restrictive because it is satisfied by most common random graph sequences of interest
including Erdös-Rényi graphs, configuration models, and the Barabàsi-Albert model. It
is imposed merely for technical convenience. It enables the driving noises on the graph
sequence {Gn} to be coupled in a measurable way, thereby allowing the application of
the results of Section 6.1 in the proof (in particular, of the intermediate result stated in
Lemma 7.2).
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When the jump rates of the SDE (3.4) are strongly Lipschitz continuous in the sense
described in the introduction, then arguments similar to those used for diffusions in [32,
Lemma 5.2] can be applied to obtain stronger quantitative quenched (i.e., conditioned
on the graph) bounds on the decay of correlation of IPS that are uniform with respect to
graphs, and only depend on the cardinality of the sets of particles being compared and the
graph distance between the sets. Under Assumption 1, such a strong Lipschitz condition
holds for Markov IPS on graphs with bounded maximal degree but fails to hold for many
interesting IPS on graphs with unbounded maximal degree. In such situations, one does
not expect there to be a similar quenched correlation bound that is uniform over all
graphs (or even all finitely dissociable graphs), and thus, the arguments we use to prove
Theorem 4.10 are crucially different from those used in [32]. Specifically, to establish
the annealed asymptotic correlation decay property (4.4), which is averaged over the
randomness of the initial data, we first use the fact that the initial data satisfies an
analogous asymptotic correlation decay property (due to the assumed local convergence
in probability), then carefully construct an appropriate coupling and leverage Proposition
6.11, which establishes a stronger almost sure version of the local convergence result
from Theorem 4.7, to extend the correlation decay property to the solution process.

4.3.2 Hydrodynamic limits

The existence of the hydrodynamic limit follows as a simple consequence of well-
posedness of the limit, local convergence, and asymptotic correlation decay.

Theorem 4.11 (Local convergence in probability of IPS). Suppose Assumption 1 holds
and the sequence of finite, unrooted [K,K × X ]-random graphs {(Gn, ξn)}n∈N and the
G∗[K,K × X ]-random element 〈(G, ξ)〉 satisfy the conditions of Theorem 4.10. Let
(Gn, X

Gn,ξn), n ∈ N, and (G,XG,ξ) be weak solutions to (3.4) for (Gn, ξn), n ∈ N,
and (G, ξ), respectively defined on a common probability space. Then the sequence
{(G,XGn,ξ

n

)}n∈N converges locally in probability to 〈(G,XG,ξ)〉.

Proof. First note that, given any driving noise, 〈(G,XG,ξ)〉 and (Gn, X
Gn,ξ

n

), n ∈ N, are
well defined unique strong solutions to (3.4) by Theorem 4.3 and Lemma 3.15. For each
n ∈ N, let (o1n, o2n) be two i.i.d. uniformly distributed vertices in Gn. Then, by Theorem
4.10 and Theorem 4.7, for any bounded, continuous functions f1, f2 : G∗[K,K ×D] → R,

lim
n→∞

E

[
2∏
i=1

fi(〈Coin(Gn, X
Gn,ξ

n

)〉)

]
= lim
n→∞

2∏
i=1

E
[
fi(〈Coin(Gn, X

Gn,ξ
n

)〉)
]

=

2∏
i=1

E
[
fi(〈(G,XG,ξ)〉)

]
.

That this implies the desired result follows from [32, Lemma 2.8].

We now show that Theorem 4.11 implies the convergence in probability of both the
empirical measure and the empirical neighborhood measure to corresponding determin-
istic limits.

Corollary 4.12 (Hydrodynamic limit). Suppose Assumption 1 holds and the sequence of
finite, unrooted [K,K×X ]-random graphs {(Gn, ξn)}n∈N and the G∗[K,K×X ]-random ele-
ment 〈(G, ξ)〉 satisfy the conditions of Theorem 4.10. Also, let (Gn, XGn,ξn) and (G,XG,ξ)

be weak solutions to (3.4) for (Gn, ξn) and (G, ξ), respectively. Then the P(D)-valued ran-

dom empirical measure sequence {πGn,X
Gn,ξn }n∈N converges in probability to L(XG,ξ

o ) ∈
P(D), and the P(G∗,1[K,K × D])-valued random empirical neighborhood measure se-

quence {πGn,X
Gn,ξn

o }n∈N converges in probability to L(〈B1(G,X
G,ξ)〉) ∈ P(G∗,1[K,K×D]).
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Proof. By Theorem 4.11, the sequence {(Gn, XGn,ξ
n

)}n∈N converges locally in probability
to 〈(G,XG,ξ)〉. By [32, Lemma 2.7] (or rather its immediate extension to the setting with

edge marks), this directly implies that the sequence {πGn,X
Gn,ξn }n∈N of P(D)-valued

random measures satisfies

πGn,X
Gn,ξn

converges in probability to L(XG,ξ
o ). (4.5)

This proves the first assertion of the corollary.
Note that the map G∗[K,K ×D] 3 〈(G, x)〉 7→ 〈B1(G, x)〉 ∈ G∗[K,K ×D] is continuous.

Thus, for any bounded, continuous function f : G∗,1[K,K × D] → R, the function g :

G∗[K,K ×D] → R given by g(〈(G, x)〉) := f(〈B1(G, x)〉) is also bounded and continuous.

Hence, recalling the definition of πGn,X
Gn,ξn

o from (4.2), we have as n→ ∞,∫
G∗,1[K,K×D]

f(〈(G, x)〉)πGn,X
Gn,ξn

o (d〈(G, x)〉) =
1

|Gn|
∑

v∈VGn

f(〈B1(Cv((Gn, X
Gn,ξ

n

)〉)

=
1

|Gn|
∑

v∈VGn

g(〈Cv(Gn, XGn,ξ
n

)〉)

→ E
[
g(〈(G,XG,ξ)〉)

]
= E

[
f(〈B1(G,X

G,ξ)〉)
]
,

where the convergence → in the penultimate line is in probability and justified by (4.5)

and (4.3). Thus, πGn,X
Gn,ξn

o → L(〈B1(G,X
G,ξ)〉) in probability in P(G∗,1[K,K ×D]). This

proves the second assertion of the corollary.

As was already observed in [32, Theorem 6.4 and Proposition 7.7] in the context
of interacting diffusions, the stronger local convergence in probability is, in general,
necessary to obtain deterministic hydrodynamic limits that coincide with L(XG,ξ

o ) be-
cause if one only has local weak convergence of the initial data as in Theorem 4.7, the
hydrodynamic limit can fail to be deterministic or fail to coincide with L(XG,ξ

o ) even
when deterministic.

4.4 Illustrative example: Ramifications for the SIR model

In this section, we use our running example of the heterogeneous SIR model from
(1.2) to highlight some direct implications of Theorems 4.3, 4.7, 4.11, and Corollary 4.12.
Similar conclusions can be drawn for the other examples presented in Section 3.2 and
other IPS models that satisfy our assumptions.

Recall that X = {0, 1, 2} is the state space of the model, K = R+ is the vertex mark
space representing the recovery rates of different individuals, and K = R+ is the edge
mark space containing marks that capture the rate at which a vertex infects its neighbor.
Let νv and νe denote two probability distributions with bounded support on R+. Recall
that the (possibly time-varying) functions λ, ρ : R+ → R+ represent the respective rates
at which an infected particle infects its neighboring particles and at which a particle
recovers from infection. Assume that the two functions are bounded on compact sets:
supt∈[0,T ] max{λ(t), ρ(t)} <∞ for all T <∞. Let Gn be a sequence of Erdös-Rényi graphs
on n vertices with edge probability c/n ∧ 1 for some c ∈ (0,∞), and let on be uniformly
distributed in VGn . Also, let G be the UGW(Poiss(c)) tree, with o denoting its root. In
addition, let κ, κn, n ∈ N, be i.i.d distributed according to νe and let κ, κn, n ∈ N, be i.i.d.
distributed according to νv. Fix p ∈ (0, 1) and let ξn, n ∈ N, and ξ be vectors of i.i.d.
{0, 1} Bernoulli (p) random variables. This model is precisely that of Example 3.4, so it
follows from Appendix C.2 that Assumptions 1 and 2 hold, and from Examples 2.5 and
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2.8 that (Gn, ξn) converges both locally and in probability to (G, ξ). Then by Theorem 4.3,
〈(G,X)〉 is well defined. And by Theorem 4.7 (respectively, Theorem 4.11) 〈(Gn, on, Xn)〉
converges locally weakly (respectively, in probability) to 〈(G,X)〉.

We present examples of several macroscopic quantities of interest whose convergence
can be deduced from Corollary 4.12. When G is a UGW tree, a tractable characterization
of the limit can be found in [14].

A. Proportion of Infected Particles: We start with a macroscopic quantity that de-
pends only on time marginals. Fix t ∈ R+, and let Pn(t) be the proportion of
infected particles at time t for the SIR model on Gn. Then we claim that

Pn(t) =
1

|VGn
|
∑

v∈VGn

1{Xn
v (t)=1} → P(Xo(t) = 1) in probability.

Justification: Since discontinuities of the function f1 : D → X defined by f1(x) =
1{x(t)=1} lie in the L(Xo)-null set {x : t ∈ Disc∞ (x)}, f1 is a.s. continuous with
respect to L(Xo). Hence, applying Corollary 4.12, it follows that in probability,∫
f1(x)π

Gn,X
n

(dx) =
1

|VGn
|
∑

v∈VGn

1{Xn
v (t)=1} →

∫
f1(x)µ[{o}](dx) = P(Xo(t) = 1).

B. The Average Duration of Infection of Particles: We now look at a macroscopic
quantity that depends on the trajectories of particles. Fix 0 ≤ t1 < t2 <∞, and let
Tn(t) denote the average duration of the infection time of a particle in the interval
[t1, t2] for the SIR model on Gn. Then we claim that

Tn(t) =
1

|VGn
|
∑

v∈VGn

∫ t2

t1

1{Xn
v (t)=1} dt→

∫ t2

t1

P(Xo(t) = 1) dt in probability.

Justification: Note that the above display is equivalent to the statement that∫
f2(x)π

Gn,X
n

(dx) →
∫
f2(x) Law(Xo)(dx) in probability, where f2 : D → X is the

bounded, continuous function given by f2(x) :=
∫ t2
t1
1{x(t)=1} dt. The claim then

follows from Corollary 4.12, which ensures that πGn,X
n

converges to Law(Xo) in
probability.

C. The Average Proportion of Infected Neighbors of a Susceptible Particle: We

now look at a quantity that depends on the graph structure. Fix t ∈ R+, and let
An(t) denote the average proportion of neighbors of susceptible particles in the
graph Gn that are infected at time t (interpreted as equal to zero if no particle is
susceptible at time t). Then we claim that

An(t) =
1

|{v ∈ VGn
: Xn

v (t) = 0}|
∑

v:Xn
v (t)=0

1

|Nv(Gn)|
∑

u∈Nv(Gn)

1{Xn
u (t)=1}

converges in probability to

A(t) := E

 1

|No(G)|
∑

u∈No(G)

1{Xu(t)=1}

∣∣∣∣∣∣Xo(t) = 0


where 0/0 is assigned the value 0 (A(t) is well defined by the remark below). In
other words, the limit is the expected proportion of neighbors of the root o for the
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SIR model on G that are infected at time t, conditioned on the event that Xo is
susceptible at time t.

Justification: Recall that G∗,1[{1},D] ⊂ G∗[{1},D] is the space of isomorphism
classes of graphs of radius 1 with vertex marks in D. Fix t > 0, and let f3, f4 :

G∗,1[{1},D] → [0, 1] be defined by

f3(〈(H,x)〉) :=
1{xoH

(t)=0
}

|VH | − 1

∑
u∈VH\{oH}

1{xu(t)=1} and f4(〈(H,x)〉) := 1{xoH
(t)=0

}.
Also, recall from (4.2) that

πGn,X
n

o =
1

|Gn|
∑

v∈VGn

δ〈B1(Cv(G,z))〉,

and set µ := L(〈B1(G,X)〉). Then observe that

An(t) =

∫
f3(〈(H,x)〉)πGn,X

n

o (d〈(H,x)〉)∫
f4(〈(H,x)〉)πGn,Xn

o (d〈(H,x)〉)
and

A(t) =

∫
f3(〈(H,x)〉)µ[clo](d〈(H,x)〉)∫
f4(〈(H,x)〉)µ[clo](d〈(H,x)〉)

=
E
[
1{Xo(t)=0}
|No(G)|

∑
u∈No(G) 1{Xu(t)=1}

]
P(Xo(t) = 0)

,

once more assigning the value of 0 to 0/0. Since the dynamics are driven by i.i.d.
Poisson processes, it is not hard to see that the discontinuities of both f3 and f4 lie
in the µ[clo]-null set {〈(H,x)〉 ∈ G∗,1[K,K×D] : t ∈ Disc∞ (x)}, so both functions are
bounded and a.s. continuous with respect to µ. Hence, by Corollary 4.12 and the
continuous mapping theorem, 〈fj , πGn,X

n

o 〉 → 〈fj , µ[clo]〉 in probability for j = 3, 4.
Below, we show that the denominator of the limit is a.s. positive, so the claim
follows.

Remark. We claim that A(t) is well defined because P(Xo(t) = 0) > 0. To see why
this holds, note that because |No(G)| is an a.s. finite, non-negative (integer) random
variable, there must exist k ∈ N0 and q ∈ (0, 1] such that P(|No(G)| = k) = q.
Moreover, Xo(0) = 0 with probability p, which was assumed to lie in (0, 1). Lastly,
by assumption the distribution νe has bounded support, and so there exists a
constant κ∗ < ∞ such that max{κe, κne′} ≤ κ∗ a.s. for all n ∈ N, e ∈ EG, and
e′ ∈ EGn

. Finally, the maximal rate at which Xo(0) transitions to 1 is bounded from
above at each time s ∈ [0, t] by |No(G)|κ∗λ(s). It therefore follows that

P(Xo(t) = 0) ≥ pq exp

(
−kκ∗

∫ t

0

λ(s) ds

)
≥ pq exp

(
−ktκ∗

(
sup
s∈[0,t)

λ(s)

))
> 0,

thus proving the claim.

5 Spatial localization and the proof of well-posedness

Throughout this section, we assume, sometimes without explicit mention, that we
are given a family of regular local jump rates r̄ and that for any graph G, the jump rates
rG satisfy the standing assumption, that is, are given in terms of the local jump rates r̄
via (3.1). In Section 5.1, we introduce the notions of spatial localization and consistent
spatial localization (see Definitions 5.1 and 5.5) and in Section 5.2 show that the SDE
(3.4) is strongly well-posed for any marked graph that “spatially localizes” the IPS. In
Section 5.3, we define the class of finitely dissociable graphs and provide examples of
graphs in this class. In Section 5.4, we show that sequences of such graphs consistently
spatially localize the SDE (3.4).

EJP 29 (2024), paper 185.
Page 24/63

https://www.imstat.org/ejp

https://doi.org/10.1214/24-EJP1243
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Hydrodynamic limits of interacting particle systems on sparse graphs

5.1 Spatial localization and consistent spatial localization

Throughout this section, we assume the local jump rates r̄ satisfy the following mild
assumption, which is clearly weaker than Assumption 1 in light of Proposition 4.2.

Assumption 1′ (Strong well-posedness for finite initial data). The family of local jump
rates r̄ is such that for any finite initial data (G, ξ), the SDE (3.4) with jump rates rG

defined in terms of r̄ via (3.1) is strongly well-posed.

We now introduce the notion of spatial localization for a given rooted graph G (and
local jump rates r̄). Intuitively, we would like to say that a deterministic [K,K]-graph
G spatially localizes the SDE (3.4) if for any T > 0 and finite set O ⊆ VG, there exists
an (in general random) finite vertex subset U ⊆ VG that contains O with the property
that on the time interval [0, T ], the O-marginal of any weak solution to the IPS on G
coincides with the O-marginal of the IPS dynamics on the subgraph G[U ]. However, for
such a characterization to make sense, the IPS dynamics XG[U ],ξU on G[U ] must be well
defined, that is, the IPS must be well-posed for the initial data (G[U ], ξU ). Unfortunately,
the subtlety is that even though U is (almost surely) finite, Assumption 1′ does not
automatically guarantee this well-posedness. This is because if XG,ξ is an (F,NG)-weak
solution (in the sense of Remark 3.9) to the SDE (3.4) for the initial data (G, ξ), then
for any finite O, the corresponding random graph G[U ] will generally fail to be F0-
measurable. Thus (F,NG[U ]) := (F,NG

U ) need not be a valid driving noise compatible
with the IPS on G[U ] (in the sense of Definition 3.7).

However, this technical difficulty can be overcome by instead considering the se-
quence of deterministic graphs H` := B`(G), ` ∈ N, on each of which the IPS (with the
corresponding initial condition) is well-posed by Assumption 1′. One can then equiva-
lently define spatial localization of the SDE on G via the condition that for every T > 0

and finite set O ⊆ VG, almost surely the O-marginal dynamics of any weak solution
XG,ξ to the IPS on G coincides with the O-marginal dynamics of the IPS on H` for some

` ∈ N+, or in other words, the event
⋃
`∈N{X

G,ξ
O [T ] = X

H`,ξVH`

O [T ]} has full measure.
We now state the precise formulation, and subsequently provide further intuition into

the definition. Recall from Section 2.1 that

ΛG := {U ⊂ VG : |U | <∞}.

In what follows, we deal with deterministic initial data (G, ξ), recall the notion of
a filtration-Poisson process pair (F,NG) from Remark 3.9, and recall its associated
augmented filtration FNG

= {FNG

t }t≥0 introduced prior to Definition 3.8.

Definition 5.1 (Spatial localization). A deterministic [K,K]-graph G is said to spatially
localize the SDE (3.4) with local jump rates r̄ if for any filtration-Poisson process
pair (F,NG) defined on (Ω,F ,F,P) and T ∈ R+, there exists a (random) mapping
ST (·;G,NG) : ΛG × Ω → 2VG such that for every O, U ∈ ΛG,

{ST (O;G,NG) ⊆ U} := {ω ∈ Ω : ST (O;G,NG)(ω) ⊆ U} ∈ FNG

T , (5.1)

P(ST (O;G,NG) ∈ ΛG) = 1, (5.2)

and the following properties hold:

1. for each O ∈ ΛG, ST (O;G,NG)(ω) ⊇ O for every ω ∈ Ω;

2. given any ` ∈ N, ξ ∈ XG, and O, U ⊂ V such that O ⊆ B`(G) ⊆ U , every (F,NG)-
weak solution XG[U ],ξU to the SDE (3.4) (with local jump rates r̄) for the initial data
(G[U ], ξU ) satisfies

X
G[U ],ξU
O [T ] = X

B`(G),ξB`(G)

O [T ] a.s. on the event {ST (O;G,NG) ⊆ B`(G)}, (5.3)
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where XB`(G),ξB`(G) is the unique NG
B`(G)-strong solution to the SDE (3.4) (with local

jump rates r̄) for the initial data (B`(G), ξB`(G)). In this case ST (·;G,NG) is said to be a
localizing map for the SDE (3.4) with local jump rates r̄ on (G,NG).

Remark 5.2 (Definition 5.1 notation). In Definition 5.1, we may omit one or both of the
last two arguments of ST when the graph and/or Poisson processes are clear from the
context. We will also typically omit explicit mention of the local jump rates when clear
from context.

Condition (5.1) in Definition 5.1 ensures that the localizing set ST (O;G,NG) is
measurable (with respect to FNG

T ). Condition (5.2) encodes the first key property that
the localizing set must be almost surely finite. Next, property 1 simply states the obvious
fact that the set of particles, equivalently driving Poisson processes, that affect the
dynamics on any set O must clearly include those associated with the set O itself. Lastly,
property 2 captures the key intuitive property that the marginal dynamics on the set O
of the IPS on the graph G and the localizing set (almost surely) coincide on the interval
[0, T ]. Stated more precisely, property 2 requires the marginal dynamics on O over the
interval [0, T ] of the IPS on the graph G and of the IPS on the `-neighborhood of the root
to be (almost surely) identical on [0, T ] whenever the `-neighborhood is large enough to
include the spatially localizing set.

Remark 5.3 (Non-uniqueness of the localizing set). It should be clear from the above
discussion that when G spatially localizes the SDE (3.4), there may be many choices for
the localizing map ST (O;G,NG). Indeed, any almost surely finite, measurable set that
contains a localizing set is also a localizing set. One natural choice is to let ST (O;G,NG)

be minimal, that is, define it to be precisely the set of particles in G that influence the IPS
dynamics of the particles in O during the time interval [0, T ], as illustrated in Example
5.4 and Figure 1. An alternative construction of a (potentially non-minimal) localizing
set is used in the proof of Proposition 5.18 in Section 5.4.

Example 5.4 (Spatial localization of the 3-regular Tree). We now further illustrate prop-
erty 2 of Definition 5.1 via an example. Given a family of local jump rates r̄, suppose
the 3-regular tree T3 spatially localizes the corresponding SDE (3.4) in the sense of
Definition 5.1. Fix an arbitrary finite vertex set U ⊇ B3(T3), as depicted in Figure 1(a),
and another finite vertex set O ⊂ B2(T3), corresponding to the vertices inside the dashed
region in Figures 1(a)-(c). We are interested in determining when the O-marginal of the
SDE on T3 coincides with the O-marginal of the SDE on a finite subset of T3. Consider
the random set S := ST (O;T3,N

T3), where ST (O;T3,N
T3) is chosen to be the minimal

localizing set in the sense of Remark 5.3. Let ω ∈ Ω be any realization of the filtration-
Poisson process pair (F,NT3) such that B2(T3) ⊂ S(ω) ⊆ B3(T3). Then property (5.3) of

Definition 5.1 implies that XT3[U ]
v [T ](ω) = X

B3(T3)
v [T ](ω) for all v ∈ O [as indicated by

the fact that all vertices in O are marked in black in Figure 1(b)], but there exists u ∈ O
such that XT3[U ]

u [T ](ω) 6= X
B2(T3)
u [T ](ω), [as captured by the presence of a red vertex

in O in Figure 1(c)]. By Definition 5.1, this property will hold for any U ⊇ B3(T3), so
S intuitively describes the size of the (almost surely) finite (random) subtree of T3 on
which we need to run the IPS in order to completely capture the dynamics of XT3

O [T ].

Given a fixed IPS model (equivalently, a family of local jump rates r̄ satisfying Assump-
tion 1′) we now introduce the concept of consistent spatial localization of a sequence
of graphs. This notion is used in the proofs of local convergence and the hydrodynamic
limit in Sections 6 and 7, respectively.

Definition 5.5 (Consistent Spatial Localization). A sequence of [K,K]-graphs {Gn}n∈N
defined on some common probability space (Ω,F ,P) is said to consistently spatially
localize the SDE (3.4) with local jump rates r̄ if for every n ∈ N and correspond-

EJP 29 (2024), paper 185.
Page 26/63

https://www.imstat.org/ejp

https://doi.org/10.1214/24-EJP1243
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Hydrodynamic limits of interacting particle systems on sparse graphs

O

(a) T3[U ]

O

(b) B3(T3)

O

(c) B2(T3)

Figure 1: T3 is the infinite 3-regular tree, U is a deterministic subset of the vertices of
T3 with the induced sub-tree T3[U ] as depicted in (a); O is another finite set, delineated
as the set of vertices within the dashed region in (a)–(c) above. For a given realization ω,
the dynamics XT3[U ](ω) of the IPS on T3[U ] is compared with the dynamics XB3(T3)(ω)

of the IPS on B3[T3] in (b) and with the dynamics XB2(T3)(ω) of the IPS on B2[T3]

in (c). In both (b) and (c), if (the ω-realizations of) the trajectories of the two IPS
under comparison coincide at a vertex over the entire interval [0, T ], then the vertex is
marked black and if not, the vertex is marked red. As is consistent with property 2 of
Definition 5.1, figures (b)-(c) depict a scenario in which the minimal spatially localizing
set S := ST (O;T3,N

T3)(ω) satisfies S ⊆ B3[T3] but S 6⊆ B2(T3).

ing filtration-Poisson process pair (Fn,NGn) on (Ω,F ,P), there exists a mapping
ST (·;Gn,NGn) : ΛGn × Ω → 2VGn that satisfies the following properties:

1. for each n ∈ N, ST (·;Gn,NGn) is a localizing map for the SDE (3.4) with local jump
rates r̄ on (Gn,N

Gn) in the sense of Definition 5.1;

2. for every n, n′, ` ∈ N such that there exists an isomorphism ϕ ∈
I(B`([Gn′,∗], B`([Gn,∗])), the following property holds: for each pair of sets O ⊆
B`(Gn) and O′ := ϕ−1(O) ⊆ B`(Gn′),

ST (O;Gn,N
Gn) = ϕ(ST (O′;Gn′ ,NGn′ ))

a.s. on the event {ST (O;Gn,N
Gn) ⊆ B`(Gn)} ∩ Iϕ, where Iϕ is the FNG

n′

T ∨ FNGn

T

measurable event given by

Iϕ := {ϕ ∈ I(B`([Gn′,∗],N
Gn′ ), B`([Gn,∗],N

Gn))}.

In this case {ST (·;Gn,NGn)}n∈N is said to be a consistent sequence of localizing maps
for the SDE (3.4) with local jump rates r̄ on {(Gn,NGn)}n∈N.
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In Proposition 5.18, we show that any sequence of graphs that is a subset of the
class of so-called finitely dissociative graphs (see Definition 5.12) consistently spatially
localizes the SDE (3.4).

It is not hard to show that (consistent) spatial localization is a property of isomorphism
classes. We omit the proof as it follows easily from the definition.

Definition 5.6 (Spatial localization by isomorphism classes). An isomorphism class
〈G〉 ∈ G∗[K,K] is said to spatially localize the SDE (3.4) with local jump rates r̄ whenever
each representative [K,K]-graph G does the same. A sequence of isomorphism classes
{〈Gn〉}n∈N in G∗[K,K] is said to consistently spatially localize the SDE (3.4) with local
jump rates r̄ if every sequence of representative graphs Gn ∈ 〈Gn〉, n ∈ N, does the
same.

Note that while spatial localization is a class property, the notion of a localizing map
given in Definition 5.1 applies to a given graph and not its isomorphism class.

Remark 5.7 (Spatial localization for more general IPS). Definitions 5.1 and 5.5 are ab-
stract properties that easily extend to a more general class of graph-indexed jump
processes XG,ξ that satisfy a different Poisson-driven SDE from (3.4), as long as Assump-
tion 1′ still holds for that SDE. For instance, they could apply to IPS such as the exclusion
process in which particles may experience simultaneous jumps, where it would be more
natural to index NG by the edges, rather than the vertices, of G.

5.2 Well-posedness on spatially localizing graphs

We now show that strong well-posedness holds on spatially localizing graphs under
the rather mild Assumption 1′.

Proposition 5.8 (Well-posedness for IPS with spatially localizing initial data). Suppose
the local jump rates r̄ satisfy Assumption 1′ and that 〈(G, ξ)〉 is a G∗[K,K × X ]-valued
random element such that 〈G〉 a.s. spatially localizes the SDE (3.4) with local jump rates
r̄ in the sense of Definition 5.6. Then the SDE (3.4) is strongly well-posed for the initial
data 〈(G, ξ)〉.

Proof. By Lemma B.7, there exists a σ(〈(G, ξ)〉)-measurable [K,K × X ]-random graph
(G, ξ) such that (G, ξ) ∈ 〈(G, ξ)〉 a.s.. By Definition 3.13 and Lemma 3.12, it suffices to
prove that (3.4) is strongly well-posed for a.s. every realization of (G, ξ). Therefore,
for the remainder of the proof, we assume without loss of generality that (G, ξ) is a
deterministic [K,K ×X ]-graph where G spatially localizes the SDE (3.4).

We now explicitly construct a strong solution to the SDE (3.4) for (G, ξ). Let
NG = {NG

v }v∈VG
be a collection of i.i.d. Poisson processes on R2

+ × J with intensity

Leb2 ⊗ ς. Let F := {Ft} := FNG

be the associated filtration (as defined prior to Definition
3.8). It is clear from Definition 3.7 that (G,NG) is an F-driving noise. So by Remark
3.9, (F,NG) is a filtration-Poisson process pair. Fix T ∈ R+, and let ST (·) := ST (·;G,NG)

be a corresponding localizing map, which exists due to our assumption that G spatially
localizes the SDE. For notational conciseness, let Bm := Bm(G) for each m ∈ N, and
additionally fix ξ and omit the dependence on ξ from the superscript, with the under-
standing that the mark is always the restriction of ξ to the corresponding graph in the
superscript. Furthermore, for any ` ∈ N, recalling that by Assumption 1′ the SDE (3.4)
is strongly well-posed for the finite data (B`, ξB`

), we let XB` denote the corresponding
NG
B`
-strong solution to (3.4). By Definition 5.1, for each m ∈ N, there exists a random

finite set Um := ST (Bm) such that for any `, `′ ∈ N, `′ ≥ ` ≥ m, by (5.1) and applying
(5.3) with U = B`′ and O = Bm,

XB`

Bm
[T ] = X

B`′
Bm

[T ] on the event {Um ⊆ B`} ∈ FT .
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For m ∈ N, we define the DBm

T -valued random element Xm and the random integer
Mm as follows:

Xm[T ] := lim
`→∞

XB`

Bm
[T ] and Mm := inf{` ≥ m : Um ⊆ B`}. (5.4)

Since
⋃
`∈NB` = VG and Um is a.s. finite, Xm is well defined on a set of full measure

and Mm is a.s. finite. Moreover, since XB` is F-adapted for every ` ∈ N and F is
complete, it follows that Xm[T ] is also F-adapted. The last two displays together then
imply that a.s.,

Xm[T ] = lim
`→∞

XB`

Bm
[T ] = X

BMm

Bm
[T ]. (5.5)

Furthermore, clearly the sequence (Xm[T ])m∈N is consistent: for any m′ > m, a.s.,

Xm′

Bm
[T ] = lim

`→∞
(XB`

Bm′ )Bm [T ] = lim
`→∞

XB`

Bm
[T ] = Xm[T ] = Xm

Bm
[T ], (5.6)

where the first and third equalities invoke (5.5) and the remaining equalities hold trivially.
Now, for every v ∈ VG, there exists an integer mv ∈ N such that v ∈ Bmv , and the last
display shows that Xmv

v [T ] = Xm′

v [T ] a.s. when m′ ≥ mv. Because VG is countable and F
is complete, we can define the F-adapted DG

T -random element X[T ] by setting

Xv[T ] := lim
m→∞

Xm
v [T ] = Xmv

v [T ], v ∈ VG, (5.7)

on the set of measure one where the latter limits exist, and setting Xv[T ] ≡ ξv, v ∈ VG,
on the complement.

To show that the X[T ] thus constructed is an NG-strong solution to the SDE (3.4)
on [0, T ], fix v ∈ VG and define m̄v := max{mu : u ∈ clv}. Then clv ⊂ Bm̄v

and from
(5.5)–(5.7), it follows that for ` ∈ N,

Xclv [T ] = Xm̄v

clv
[T ] = XB`

clv
[T ] on A`(v) := {` ≥Mm̄v

}. (5.8)

Since XB` is a NG
B`
-strong solution to the SDE (3.4), we obtain a.s., for t ∈ [0, T ],

Xv(t)IA`(v) = XB`
v (t)IA`(v)

=

(
ξv +

∫
(0,t]×R+×J

j1{
r≤rG[B`],v

j (s,XB` )
} NG

v (ds, dr, dj)

)
IA`(v).

By (3.1) and (5.8), it follows that with H := G[clv],

r
G[B`],v
j (s,XB`) = r̄Hj

(
s,XB`

clv
, (κe)e∈EH

, (κu)u∈clv

)
= r̄Hj (s,Xclv , (κe)e∈EH

, (κu)u∈clv )

= rG,vj (s,X),

for every j ∈ J and s ∈ R+ on the event A`(v). Hence, we have

Xv(t)IA`(v) =

(
ξv +

∫
(0,t]×R+×J

j1{
r≤rG,v

j (s,X)
} NG

v (ds, dr, dj)

)
IA`(v).

Then, a.s., sinceMm̄v is finite, taking the limit as `→ ∞ shows that

Xv(t) = ξv +

∫
(0,t]×R+×J

j1{
r≤rG,v

j (s,X)
} NG

v (ds, dr, dj).

Thus, we have proved the existence of an NG-strong solution to (3.4) on any interval
[0, T ].
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We now turn to the proof of pathwise uniqueness. Suppose that X̃ and X̃ ′ are any
two (F,NG)-weak solutions to the SDE (3.4) for (G, ξ). Since G spatially localizes the
SDE, for any ` > m ∈ N and Mm defined as in (5.4), invoking (5.1) and applying (5.3),
with U = V and O = Bm, to both weak solutions X̃ and X̃ ′, we obtain a.s. on the event
{` ≥Mm} = {ST (O;G,NG) ⊆ B`(G)} ∈ FNG

T ,

X̃Bm
[T ] = X

B`(G)
Bm

[T ] = X̃ ′
Bm

[T ],

where recall from Remark 5.1 that XB`(G) is the unique NG
B`(G)-strong solution to (3.4)

for the initial data B`(G, ξ). Taking the limit as ` → ∞ and using the almost sure
finiteness ofMm, it follows that X̃Bm [T ] = XBm [T ] = X̃ ′

Bm
[T ] a.s. for everym ∈ N, which

in turn shows that X[T ] = X̃[T ] = X̃ ′[T ] a.s..

Since T is arbitrary for both existence and pathwise uniqueness, X[T ], T > 0, are
consistent. So there exists a.s. a unique pathwise extension X of the strong solution to
all of [0,∞). This concludes the proof.

Remark 5.9 (Well-posedness for more general IPS). Most of the proof of Proposition 5.8
also extends to more general IPS. For instance, if an IPS has simultaneous jumps, then
the proof will hold given Assumption 1′ and spatial localization (see Remark 5.7) except
for the verification that X := limm→∞Xm solves (3.4). Instead of the latter, one would
have to prove that if XB` satisfies the SDE defining the new model on the finite graph
B`(G), and Xm is as defined in (5.5), then the limit X = limm→∞Xm also satisfies that
SDE on the infinite graph G.

5.3 Finitely dissociable graphs

5.3.1 Definition of finitely dissociable graphs

We now introduce the class of finitely dissociable graphs, which are defined in terms of
an inhomogeneous site percolation on the graph. Recall the intuitive description of finite
dissociability given prior to Theorem 4.3, and also recall the definition of the measure
space MN(0, T ] from Section 2.3.

Definition 5.10 (Percolation). For any 0 < T <∞, let (G, ζ) be a [{1},MN(0, T ]]-random
graph. Fix 0 ≤ t1 < t2 ≤ T , and set Rv = Rv(t1, t2) := 1{ζv(t1,t2]>0} for v ∈ VG. Then the
percolated graph perct1,t2(G, ζ) is defined to be the (possibly disconnected and random)
subgraph of G induced by the vertex set {v ∈ VG : Rv = 1}. When t1 = 0, we write
perct2(G, ζ) := perc0,t2(G, ζ).

In the percolation, we refer to vertices v ∈ VG with Rv = 1 as active and those with
Rv = 0 as inactive. In our application of Definition 5.10, the vertex marks ζ of the graph
G are realizations of (Poisson) point processes.

Definition 5.11 (∆-dissociation). Given 0 < ∆ ≤ T <∞, we say a [{1},MN(0, T ]]-graph
(G, ζ) ∆-dissociates if all connected components of perc∆(G, ζ) are finite.

For any graph G, let (G,NG) be a driving noise in the sense of Definition 3.7. Also,
suppose we are given a family of constants C := {Ck,T }k∈N,T∈R+

. Then for T ∈ (0,∞),
let NG,T = (NG,T

v )v∈VG
be the collection of point processes on [0, T ] defined by

NG,T
v (t1, t2] := NG

v

(
(t1, t2]× (0, C|clv|,T ]× J

)
, for 0 < t1 < t2 ≤ T <∞, v ∈ VG, (5.9)

Note that the union of the events of NG,T
v , v ∈ VG, almost surely contains the set of

discontinuities of any weak solution XG,ξ[T ] of the SDE (3.4) with jump rates satisfying
Assumption 1 with the family of constants C.
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Definition 5.12 (Finite dissociability). A deterministic graph G is said to be finitely
dissociable with respect to the family of constants C := {Ck,T }k∈N,T∈R+

⊂ (0,∞) if
for any T ∈ (0,∞), there exists ∆ = ∆T > 0 such that the associated collection of
point processes NG,T defined in (5.9) is such that (G,NG,T ) ∆-dissociates a.s.. If G is
a marked graph, we say G is finitely dissociable (with respect to C) if and only if the
corresponding unmarked graph [G] is finitely dissociable.

Remark 5.13 (Vertex removal probabilities). In the percolated graph perc∆(G,N
G,T )

described in Definition 5.12, setting

C̄k,T := ς(J )Ck,T , ∀k ∈ N, T ∈ R+, (5.10)

each vertex v is removed from G independently with a probability exp
(
−C̄|clv|,T∆

)
, which

is decreasing in the degree of the vertex v.

Remark 5.14 (Finite dissociability of isomorphism classes). In view of Definitions 5.11
and 5.12, this shows that “finite dissociability” is invariant with respect to graph iso-
morphisms and thus the statement “〈G〉 ∈ G∗ is (or is not) finitely dissociable” is well
defined.

5.3.2 Examples of finitely dissociable graphs

We now show that the class of (almost surely) finitely dissociable graphs encompasses
several interesting classes of graphs of interest in applications, including lattices and
regular, GW and UGW trees.

We start by recalling that a rooted tree is a connected, rooted acyclic graph T =

(V,E, o). Any pair of vertices u, v ∈ V has a unique path connecting them. A vertex v ∈ V

is said to be in the `th generation of T if dT (o, v) = `. A finite tree T is said to be an
`-generation tree if maxv∈VT dT (o, v) = `. For v ∈ V \ {o}, the parent of v, denoted πv(T ),
is the unique neighbor u of v such that dT (o, u) < dT (o, v). Also, cv(T ) := Nv(T ) \ πv(T )

is said to be the children of v. For any vertex set U ⊆ V , let cU (T ) =
⋃
u∈U cu(T ) \ U . In

addition, given v, w ∈ V , w is said to be a descendant of v if there exists n ∈ N and a
path (v = u0, u1, . . . , un = w) in T such that for every i = 1, . . . , n, ui = cui−1

(T ).
Fix ρ ∈ P(N0). In view of Definition 2.4 and the notation above, a random tree

T is a GW(ρ) tree if for all ` ∈ N, {|cv(T )|}{v:dT (o,v)=`} is a collection of conditionally
i.i.d. ρ-distributed random variables given B`(T ) (the conditional independence arises
because the set of vertices {v : dT (o, v) = `} is itself random and σ(B`(T ))-measurable).

Proposition 5.15 (Finite dissociability of GW trees). If ρ ∈ P(N0) has a finite first
moment, that is,

∑
k∈N kρk <∞, then the GW tree T := GW (ρ) is a.s. finitely dissociable

with respect to any family of constants C.

Proof. Fix T < ∞, ∆ ∈ (0, T ), and let T ∆ := perc∆(T ,NT ,T ) and Rv = R∆
v :=

1{
NT ,T

v (0,∆]>0
}, v ∈ V , be as in Definition 5.10. Recall that T ∆ is precisely the sub-

graph of T induced by active vertices in V . Also, recall that for v ∈ VT ∆ , Cv(T ∆) denotes
the connected component of T ∆ containing v, with v as its root. With a small abuse
of notation, we extend the definition of Cv(T ∆) to all v ∈ V by setting Cv(T ∆) to be
the 1-vertex graph {v} for v ∈ V \ VT ∆ . In addition, for v ∈ V , let Tv and T ∆

v be the
restrictions of T and T ∆, respectively, to the set containing v and its descendants in T .
By the self-similarity of the GW tree, for each v ∈ V , L(T , (Rw)w∈V ) = L(Tv, (Rw)w∈VTv

),
and hence, L(T ∆

o |Ro = 1) = L(T ∆
v |Rv = 1). For v ∈ V , Rv = 0 implies Cv(T ∆

v ) consists of
a single isolated vertex. Hence, |Co(T ∆)| < ∞ a.s. if and only if |Cv(T ∆

v )| < ∞ a.s. for
all v ∈ V , in which case all connected components of T ∆ must be a.s. finite. Thus, it
suffices to prove that |Co(T ∆)| <∞ a.s..
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Since the percolation probability at a site or vertex depends on its degree via the
dependence on Ck,T in (5.9), to bound the size of Co(T ∆), we couple Co(T ∆) with a
larger set obtained from a simpler percolation that only removes vertices from the odd
generations of T . To this end, for any rooted tree T and n ∈ N, let Ln(T ) := {v ∈
V : dT (o, v) = n} denote the set of vertices in the nth generation. Define the half-
percolated forest T̂ ∆ := hperc∆(T ,NT ,T ) to be the subgraph of T induced by the vertex
set {v ∈ V : Rv = 1 or dT (o, v) is even}. Then let T̂ ∆

o := Co(T̂ ∆) be the subtree of T̂ ∆

that contains the root (note that the root always belongs to T̂ ∆). Clearly, |Co(T ∆)| ≤ |T̂ ∆
o |.

Thus, to prove the proposition, it suffices to show that for all sufficiently small ∆ > 0,

lim
n→∞

E
[∣∣∣L2n(T̂ ∆

o )
∣∣∣] = 0, (5.11)

since then

P(|T̂ ∆
o | = ∞) = P

(∣∣∣L2n(T̂ ∆
o )
∣∣∣ > 0 for all n ∈ N

)
≤ inf
n∈N

P
(∣∣∣L2n(T̂ ∆

o )
∣∣∣ > 0

)
= 0.

To prove (5.11), choose n ∈ N0 with L2n(T̂ ∆
o ) 6= ∅, and fix v ∈ L2n(T̂ ∆

o ). Recall that
for any tree T and v ∈ V , cv(T ) denotes the collection of children of v in T , and πv(T ) is
the parent of v in T whenever v 6= o. Moreover, since cv(T̂ ∆

o ) ⊆ L2n+1(T ), it follows that
cv(T̂ ∆

o ) = cv(T̂ ∆) = {u ∈ cv(T ) : Ru = 1}. Also, observe that

ccv(T̂ ∆
o )(T̂

∆
o ) :=

⋃
u∈cv(T̂ ∆

o )

cu(T̂ ∆
o ) = {w ∈ cu(T ) : u ∈ cv(T ) and Ru = 1}, (5.12)

where the equality uses the fact that the half-percolation does not remove any vertices
from even generations of the tree. For each w ∈ L2n(T ), note that w ∈ T̂ ∆, but it is
possible that w /∈ T̂ ∆

o . Define Z∆,w to be the number of grandchildren of w in T̂ ∆. Since

v ∈ L2n(T̂ ∆
o ), Z∆,v is also the number of grandchildren of v in T̂ ∆

o and hence, by (5.12),

Z∆,v :=
∣∣∣ccv(T̂ ∆

o )(T̂
∆
o )
∣∣∣ = ∣∣∣ccv(T̂ ∆

o )(T )
∣∣∣ is σ ({cu(T )}u∈{v}∪cv(T ), {Ru}u∈cv(T )

)
-measurable.

(5.13)

Furthermore, L2n(T ) and L2n(T̂ ∆
o ) are both measurable with respect to Hn :=

σ(B2n(T ), {Rw}w∈B2n−1(T )). Let A ∈ Hn be an atomic event, that is, A = {B2n(T ) =

T̃ , {Rw}w∈B2n−1(T ) = {rw}w∈B2n−1(T )} for some `-generation tree T̃ , with ` ≤ 2n and
some (rw)w∈B2n−1(T ) ∈ {0, 1}B2n−1(T ). Then, conditioned on A, the collection of random
variables (

{cu(T )}u∈{v}∪cv(T ), {Ru}u∈cv(T )

)
v∈L2n(T )

is equal in distribution to |L2n(T )| independent copies of(
{cu(T )}u∈{o}∪co(T ), {Ru}u∈co(T )

)
. Together with (5.12), this implies that

γ∆ = γ∆,v := L(Z∆,v|A) does not depend on A or the specific choice of v in
L2n(T ). Moreover, conditioned on A, (5.12) implies

Z∆,v =
∑

u∈cv(T )

Ru|cu(T )| (d)=
∑

u∈co(T )

Ru|cu(T )| = Z∆,o.

Thus, conditioned on Hn, {Z∆,v}v∈L2n(T ) is equal in distribution to L2n(T ) i.i.d. copies
of Z∆,o. Also, for v ∈ L2n(T ), by the assumption that ρ has finite mean

E [Z∆,v|Hn] = E [Z∆,o] ≤ E

 ∑
u∈co(T )

|cu(T )|

 =

( ∞∑
k=0

kρk

)2

<∞.
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Since L2n(T̂ ∆
o ) is Hn-measurable and γ∆,v = γ∆ for all v ∈ L2n(T̂ ∆

o ), a recursive calcula-
tion shows

E
[∣∣∣L2n+2(T̂ ∆

o )
∣∣∣] = E

 ∑
v∈L2n(T̂ ∆

o )

E [Z∆,v|Hn]

 = E
[
|L2n(T̂ ∆

o )|
]
E [Z∆,o] = E [Z∆,o]

n+1
.

Thus, to show (5.11), it suffices to prove that for sufficiently small ∆ > 0, E [Z∆,o] < 1.
However, note that for all ∆ > 0, E [Z∆,o] < ∞. Furthermore, the definition of ∆-
dissociation clearly implies lim∆→0 Z∆,o = 0 a.s., so the Lebesgue dominated conver-
gence theorem implies lim∆→0E [Z∆,o] = 0, which concludes the proof.

For ρ ∈ P(N0) that has a finite first moment, recall from Definition 2.4 that the
definition of a UGW(ρ) tree is nearly identical to a GW(ρ) tree, except that |co(T )| ∼ ρ

and cv(T ) ∼ ρ̂ for all v ∈ T \ {o}, where ρ̂ is defined in (2.3). In particular, the subtree
rooted at any child of the root of a UGW(ρ) tree is a GW(ρ̂) tree, where ρ̂ has a finite
first moment if ρ has finite variance. Thus, the following is an immediate corollary of
Proposition 5.15.

Corollary 5.16 (Finite dissociability of UGW trees). If T ∼ UGW(ρ), where ρ ∈ P(N0) has
a finite second moment, then T is a.s. finitely dissociable with respect to any family of
constants C.

Lastly, finite dissociability of graphs of bounded maximal degree is a simple con-
sequence of the well-known fact that the critical probability of such a graph (i.e., the
minimal probability that each vertex is inactive for which the graph G almost surely fails
to percolate under a standard site percolation) is strictly less than 1 [24, Equation (0.3)].
For a complete proof, see [20, Proposition 5.17].

Proposition 5.17 (Finite dissociability of bounded degree graphs). Let G = (V,E) be a
graph with finite maximum degree: d∗ := supv∈V |Nv| <∞. Then G is finitely dissociable
with respect to any family of constants C.

As demonstrated in Appendix A, even for Markovian IPS with very regular jump rate
functions, finite dissociability, and well-posedness can fail on some graphs.

5.4 Consistent spatial localization on finitely dissociative graph sequences

The main result of this section is the following:

Proposition 5.18 (Consistent spatial localization by finitely dissociable graphs). Suppose
r̄ is a family of regular local jump rates that satisfies Assumption 1 (in the sense of
Remark 4.1) with an associated family of constants C. If G is a deterministic graph that
is finitely dissociable with respect to C, then G spatially localizes the SDE (3.4) with
local jump rate r̄ in the sense of Definition 5.1. Moreover, any sequence of deterministic
finitely dissociable [K,K]-graphs {Gn}n∈N that are all finitely dissociable with respect to
the constants C consistently spatially localizes the SDE (3.4) with local jump rates r̄ in
the sense of Definition 5.5.

We first show why the proposition directly implies Theorem 4.3 and subsequently
present its proof.

Proof of Theorem 4.3 given Proposition 5.18: Given Assumption 1, Proposition 5.18,
and Definition 5.6 show that 〈G〉 a.s. spatially localizes (3.4), and Proposition 4.2
shows that Assumption 1′ holds. Therefore, the theorem follows from Proposition 5.8.

A key challenge in establishing Proposition 5.18 is to find an explicit and consistent
representation of the localizing map ST (·;Gn,NGn) on a sequence of finitely dissociative
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graphs Gn. To this end, given the family of constants C, for a fixed graph G and
T ∈ R+, we consider the associated processes NG,T = (NG,T

v )v∈VG
specified in (5.9),

and introduce the notion of a causal chain associated with (G,NG,T ). First, define the
event set of NG,T

v as follows:

Ev,T := {t ∈ (0, T ] : NG,T
v ({t}) = 1}. (5.14)

Definition 5.19 (Causal chains). Given T ∈ (0,∞), an interval I := [t1, t2] ⊆ [0, T ] and
vertices u, v ∈ VG, a (G,NG,T )-causal chain from v to u during I is either the singleton (u)

when v = u, or for some n ∈ N, a path Γ := (v = u0, u1, . . . , un = u) in G such that there
exists an increasing sequence t1 < s1 < · · · < sn ≤ t2 for which si ∈ Eui,T , i = 1, . . . , n.
We write v  t1,t2 u if there exists a (G,NG,T )-causal chain from v to u during I = [t1, t2],
and for any U ⊂ VG, we write v  t1,t2 U if v  t1,t2 u for some u ∈ U .

Intuitively, causal chains describe long-range interactions over the graph that can
develop over an interval I, even though the instantaneous evolution of the state of a
vertex is only influenced by the states of neighboring vertices. Specifically, given a graph
G, processes NG,T , T ∈ R+, O ∈ ΛG, and 0 ≤ t1 < t2 <∞, define

AG
t1,t2(O) := {v ∈ VG : v  t1,t2 O} and AG

t1(O) := AG
0,t1(O), (5.15)

where  t1,t2 indicates the existence of a (G,NG,T )-causal chain during [t1, t2]. Then
AG
t1,t2(O) represents the set of vertices in G that are “seen” by vertices in O through a

causal chain during some time interval [t1, t2]. The proof of Proposition 5.18 proceeds
by showing that the (random) map that takes O ∈ ΛG to AG

T (O) for finitely dissociable
graphs G defines a localizing map, and moreover, that given a sequence of finitely
dissociable graphs Gn, n ∈ N, the (random) maps that take O ∈ ΛGn to the closure
AGn

T (O) for all n ∈ N define a consistent family of localizing maps.

Proof of Proposition 5.18: We start with the proof of the first statement of the proposi-
tion. Fix a deterministic [K,K]-graphG and let (F,NG) be a filtration-Poisson process pair.
For each (not necessarily finite)W ⊆ VG, letXG[W ],ξW be an arbitrary (F,NG

W )-weak solu-
tion to (3.4) for (G[W ], ξW ) assuming one exists, which is always the case whenW is finite
by Proposition 4.2 and the fact that Assumption 1 holds. Fix the family of constants C
specified in the proposition, and consider the associated processes (NG,T

v )v∈VG
, T ∈ R+,

as in (5.9). Let O ∈ ΛG, and for T ∈ R+, set ST (O;G,NG) := AT (O) := AG
T (O), with

the latter defined as in (5.15) in terms of (G,NG,T ) causal chains. By Definition 5.19,
for any U ′ ∈ ΛG, {AT (O) ⊂ U ′} lies in FNG

T , and hence ST (·;G,NG) = AT satisfies
condition (5.1) of Definition 5.1. Moreover, since u  0,T u for all u ∈ O, AT (O) ⊇ O,
thus verifying that ST (·;G,NG) satisfies property 1 of Definition 5.1. To prove that any
finitely dissociable graph (with respect to C) spatially localizes (3.4), it only remains
to verify that AT (O) also satisfies condition (5.2) and property 2 of Definition 5.1. We
argue below that it suffices to establish the following claims for every T ∈ (0,∞):

Claim 1: If (G,NG,T ) T -dissociates in the sense of Definition 5.11, then |AT (O)| <∞
a.s. for every O ∈ ΛG.

Claim 2: If G is finitely dissociable, then |AT (O)| <∞ a.s. for every O ∈ ΛG.

Claim 3: Fix any ` ∈ N and (not necessarily finite) U ⊆ VG such that B`(G) ⊆ U and
a weak solution XG[U ],ξU to the SDE (3.4) with local jump rates r̄ exists. Then for
each O ∈ ΛG[U ],

X
B`(G),ξB`(G)

O [T ] = X
G[U ],ξU
O [T ] a.s. on {AT (O) ⊆ B`(G)}. (5.16)
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Claim 2 shows that ST (·;G,NG) satisfies (5.2) when G is finitely dissociable. Suppose
Claims 1-3 hold, and let U ⊇ B`(G) be any (not necessarily finite) vertex set for which
there exists a weak solutionXG[U ],ξU as stated in Claim 3. Then clearly B`(G[U ]) = B`(G),
so for O ∈ ΛG[U ] and on the event {AT (O) ⊆ B`(G)} = {AT (O) ⊆ B`(G[U ])}, the
(G[U ],NG,T

U )-causal chains ending at O at time T are the same as the (G,NG,T )-causal

chains ending at O at time T , that is, AG[U ]
T (O) = AG

T (O) = AT (O). Thus, by Claim
3, (5.16) holds, which verifies property 2 of Definition 5.1. Since we have verified all
properties of Definition 5.1 when G is dissociable (with respect to C), the first assertion
of the proposition follows.

We now turn to the proofs of the claims.

Proof of Claim 1. Fix O ∈ ΛG. Define Ĝ := percT (G,N
G,T ) as in Definition 5.10.

If (G,NG,T ) T -dissociates, then each of the connected components of Ĝ is a.s. finite,
and NG,T

w (0, T ] = 0 for all w ∈ NÔ, where Ô := O ∪
⋃
v∈O Cv(Ĝ). Since O is finite, Ô

is a.s. finite. Now suppose u ∈ O and v ∈ AT (u). Let (v = u0, u1, . . . , un = u) be a
(G,NG,T )-causal chain with respect to [0, T ]. Then, for any i = 1, . . . , n, ui must be active,
that is, NG,T

ui
(0, T ] > 0. Thus, for each i = 1, . . . , n, ui ∈ Ô, and so v ∈ clÔ(G). Hence,

AT (O) =
⋃
u∈O AT (u) ⊆ clÔ(G), which is a.s. finite since Ô is a.s. finite, and G is locally

finite.

Proof of Claim 2. Fix u ∈ O and v ∈ AT (O). Because G is finitely dissociable, there
must exist ∆ > 0 such that (G,NG,T ) ∆-dissociates. If ∆ ≥ T , the result follows from
Claim 1. If ∆ ∈ (0, T ), then Claim 1 implies that a.s.,

|A∆(O)| <∞ for every O ∈ ΛG. (5.17)

To complete the proof, for every t ∈ [0, T −∆], we show that if |At(O)| <∞ a.s. for every
O ∈ ΛG, then we also have |At+∆(O)| <∞ a.s. for every O ∈ ΛG.

To this end, fix t ∈ [0, T − ∆], and suppose |At(O)| < ∞ a.s. for all O ∈ ΛG.
Fix O ∈ ΛG, u ∈ O, and v ∈ At+∆(u). Then there exists a (G,NG,T )-causal chain
Γ = (v = u0, u1, . . . , un = u) during the interval [0, t + ∆], with the corresponding
sequence of times 0 = s0 < s1 < · · · < sn ≤ t + ∆. Let i∗ be the largest integer
i ∈ {0, . . . , n} such that si ≤ ∆. Then v ∈ A∆(ui∗). Furthermore, by considering the path
(u′0 = ui∗ , . . . , u

′
i = ui+i∗ , . . . , u

′
n−i∗ = u) with times s′0 = ∆ and s′i = si+i∗ , i = 1, . . . , n− i∗,

it follows that ui∗  ∆,t+∆ u. Thus, v ∈ A∆(A∆,t+∆(u)), which implies At+∆(O) ⊆ A∆(U),
where U := A∆,t+∆(O). In view of (5.17), it suffices to show that U is a.s. finite, but this

holds because by time homogeneity of Poisson processes, U
(d)
= At(O), which is a.s. finite

by assumption.

Proof of Claim 3. For notational conciseness, let H := G[U ], where we recall that U is
a deterministic vertex set such that B`(G) ⊆ U and a weak solution XH,ξU = XG[U ],ξU

exists. Additionally, let H` := B`(G), and note that H` = B`(H). Fix O ∈ ΛH with
|AH

T (O)| < ∞ and note that AH
T (O) = AG

T (O) = AT (O) on the event {H` ⊇ AH
T (O)}. To

prove Claim 3, we need to show that

XH,ξH
O [T ] = X

H`,ξH`

O [T ] a.s. on {AT (O) ⊆ VH`
}. (5.18)

Assume NG,T
U ({T}) = 0, which holds a.s. because NG,T

U is a countable collection of
homogeneous Poisson processes. We prove this claim in a recursive fashion by iterating
over events in the driving noise NG, and relating them to the dynamics of the SDE (3.4).
For each v ∈ U , let {tvi , i ∈ N} be an enumeration of the (a.s. finite) set Ev,T from (5.14)
of events of NG,T

v in [0, T ], arranged in increasing order. Below, we use the conventions
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that max ∅ = 0, inf ∅ = ∞, and [0) = {0}. Define U0 := O, τ0 := T , choose an arbitrary
vertex v0 ∈ O and for k ∈ N, recursively define

τk :=

{
max{tvi : v ∈ Uk−1, t

v
i < τk−1} if τk−1 > 0,

0 if τk−1 = 0,
(5.19)

vk :=

{
v ∈ Uk−1 s.t. NG,T

v ({τk}) = 1 if τk > 0,

vk−1 if τk = 0,
(5.20)

Uk :=

{
Uk−1 ∪ clvk if τk > 0,

Uk−1 if τk = 0,
(5.21)

where vk in (5.20) is a.s. well defined because the sets Ev,T , v ∈ Uk−1, are a.s. distinct.
Also, set

K := inf{k ∈ N : τk = 0}. (5.22)

Note that the above construction is well defined even if K = ∞, and furthermore, the
sequence {τk}k∈N is strictly decreasing and the sequence {Uk}k∈N is non-decreasing but
with possible repetitions (for instance, if vk lies in the interior of Uk−1).

As shown below, the set UK is specifically constructed so that UK ⊆ AT (O) and so

that XH,ξH
O [T ] = X

H`,ξH`

O [T ] on the event {VH`
⊇ UK}, which immediately implies (5.18)

and hence, Claim 3. In fact, we will show that the recursive construction (5.19)-(5.21) is
such that the following two claims are true.

Claim 3A: For every k ∈ N0, Uk ⊆ AT (O).
Claim 3B: For every k ∈ N0,

XH,ξH
Uk

[τk) = X
H`,ξH`

Uk
[τk) ⇒ XH,ξH

O [T ] = X
H`,ξH`

O [T ] a.s. on {Uk ⊆ VH`
}. (5.23)

We first show how Claim 3 follows from the auxiliary claims. Since {τvi } are events of
NG,T
v , (5.19)-(5.21) imply that the set {τk}k∈N\{0} is contained in the events ofNG,T

∪k∈N0
Uk
.

In view of Claim 3A, on the event {AT (O) ⊆ VH`
}, the set of events of NG,T

H`
contains

that of NG,T
∪k∈N0

Uk
and hence contains {τk}k∈N \ {0}. By the definition (5.22) of K, since

H` is finite, this implies K ≤ 1+
∑
v∈VH`

NG,T
v (0, T ] <∞ a.s.. Also, by (5.22), (5.19), and

(5.21) this implies that a.s. on the event {AT (O) ⊆ VH`
}, τK = 0, UK =

⋃
k∈N0

Uk, and
(applying Claim 3A with k = K) UK ⊆ AT (O) ⊆ VH`

⊆ U . Together, these properties

imply, XH,ξH
UK

[τK) = ξUK
= X

H`,ξH`

UK
[τK). Invoking Claim 3B with k = K, we see that a.s.

on {UK ⊆ VH`
} ⊇ {AT (O) ⊆ VH`

}, we have XH,ξH
O [T ] = X

H`,ξH`

O [T ]. This proves (5.18)
and hence, Claim 3 follows.

We first provide a rough idea of the proof of the auxiliary claims. When k = 0, Uk = O
and it is easy to see that claims 3A and 3B hold trivially (due to the stipulation that
O ⊆ AT (O) and the assumption that there is no jump at T ). If there is any jump in
the driving processes NG,T

O in [0, T ), then by the construction (5.19)-(5.21), the most
recent event before τ0 = T that could have influenced the value of the process XH,ξH at
τ0 occurs at τ1 corresponding to a transition at the vertex v1. The local nature of the
dynamics implies that this transition is influenced by the particles in clv1 so that the
trajectory of XH,ξH up to time τ1 is influenced by the trajectories of the particles in
O ∪ clv1 = U0 ∪ clv1 = U1 before time τ1. Any vertex u in U1 \ O belongs to Nv1 and so
(u, v1) forms a (G,NG,T ) causal chain on the interval [τ1, T ], showing that U1 ⊂ AT (O).
Claims 3A and 3B follow by proceeding inductively in this manner, tracing backward in
time the (G,NG,T )-causal chains that end in O. We now provide fully rigorous proofs of
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the auxiliary claims.

Proof of Claim 3A: We prove the following assertion using induction: For any k ∈ N0 and
v ∈ Uk, v  τk+1,T O. This is obviously true in the case k = 0, in which case U0 = O and
for any v ∈ O, trivially v  τ1,T v ∈ O by Definition 5.19 of a causal chain. Now suppose
that for some k ∈ N0, we have v  τk,T O for all v ∈ Uk−1. Then because τk+1 ≤ τk,
it follows that v  τk+1,T O. There are now two cases to consider. In the first case,
Uk = Uk−1 in which case the conclusion v  τk+1,T O for all v ∈ Uk holds trivially. In the
second case, by (5.20) and (5.21), Uk \ Uk−1 ⊂ Nvk , where vk ∈ Uk−1, and furthermore,
τk > 0 and NG,T

vk
({τk}) = 1. Since vk ∈ Uk−1, the induction assumption implies there

exists a (G,NG,T )-causal chain Γ = (vk := u0, u1, . . . , un ∈ O) from vk to O contained in
the time interval [τk, T ] with corresponding times τk := θ0 < θ1 < · · · < θn ≤ T . Then
because NG,T

vk
({τk}) = 1, it follows that (τk+1 = θ < θ0 < · · · < θn) is a sequence of times

such that for all i = 0, . . . , n, NG,T
ui

({θi}) = 1, and for any w ∈ Uk \Uk−1, (w, vk, u1, . . . , un)
is a (G,NG,T )-causal chain ending in O. Thus, w  τk+1,T O for all w ∈ Uk. By induction,
we may conclude that for any k ∈ N0 and v ∈ Uk, v  τk+1,T O, which proves the
assertion. Now, by Definition 5.19, the assertion in turn implies v  0,T O. By (5.15),
this implies that Uk ⊆ AT (O) for all k ∈ N0, concluding the proof of claim 3A.

Proof of Claim 3B: We will again use an argument by induction. First, note that the

base case k = 0 in (5.23) is true because U0 = O, τ0 = T , and both XH,ξH
O and X

H`,ξH`

O
a.s. do not have a jump at T because NG,T

O ({T}) = 0 a.s.. Now, suppose (5.23) holds for
k = m− 1, for some m ∈ N. To show it holds for k = m, we first argue that it suffices to
show that

XH,ξH
Um

[τm) = X
H`,ξH`

Um
[τm) ⇒ XH,ξH

Um−1
[τm−1) = X

H`,ξH`

Um−1
[τm−1) a.s. on {Um ⊆ VH`

}.
(5.24)

Indeed, Um−1 ⊆ Um implies Um−1 ⊆ VH`
on the event {Um ⊆ VH`

}, and so (5.24) and
(5.23), the latter with k = m − 1, shows that (5.23) holds for k = m. Claim 3B then
follows by induction.

To establish (5.24), assume Um ⊆ VH`
and XH,ξH

Um
[τm) = X

H`,ξH`

Um
[τm). Since Um−1 ⊂

Um, this implies XH,ξH
Um−1

[τm) = X
H`,ξH`

Um−1
[τm). Moreover, from (5.19) note that τm is the

largest time prior to τm−1 that there is an event for any of the Poisson processes in Um−1

and hence,
∑
v∈Um−1

NG,T
v (τm, τm−1) = 0. The form of the SDE (3.4) then implies that

both XH,ξH
Um−1

and X
H`,ξH`

Um−1
are constant on (τm, τm−1). Thus, to establish (5.24), it suffices

to show that XH,ξH
Um−1

(τm) = X
H`,ξH`

Um−1
(τm) a.s.. Now, by (5.19)-(5.20), vm is the only vertex

in Um−1 such that NG,T
vm ({τm}) = 1. Thus,

XH,ξH
Um−1\{vm}(τm) = XH,ξH

Um−1\{vm}(τm−) = X
H`,ξH`

Um−1\{vm}(τm−) = X
H`,ξH`

Um−1\{vm}(τm), (5.25)

and so it only remains to show that XH,ξH
vm (τm) = X

H`,ξH`
vm (τm) a.s.. Since for m ∈ N,

clvm(G) ⊂ Um by (5.21), and Um ⊆ VH`
⊆ U by assumption, clvm(H`) = clvm(G) =: clvm .

Then the assumptionXH,ξH
Um

[τm) = X
H`,ξH`

Um
[τm) impliesXH,ξH

clvm
[τm) = X

H`,ξH`

clvm
[τm) a.s. The

locality and predictability (see Definition 3.1) of the jump rates stated in the standing
assumption then imply that for j ∈ J , denoting by (κ, κ) the marks of G[clvm ] we have

rH,vmj (s,XH,ξH ) = r̄
H[clvm ]
j (s,XH,ξH

clvm
, κ, κ) = rH`,vm

j (s,XH`,ξH` ), s ∈ [0, τm].

Due to the form of the SDE (3.4), this shows XH,ξH
vm (τm) = X

H`,ξH`
vm (τm), as desired. This

completes the proof of Claim 3B, and therefore of the first assertion of the proposition.
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We now turn to the proof of the second assertion of the proposition. Let {Gn}
be a sequence of deterministic finitely dissociable [K,K]-graphs, and for each n ∈ N,
let NGn be a driving noise compatible with Gn. Then define An

t1,t2 analogously to
At1,t2 , but with G and NG replaced by Gn and NGn , respectively, but using the same
family of constants C to define NG,T and NGn,T , T ∈ R+. By the first assertion of the
proposition just established above, for each n, An

T is a localizing map of the SDE (3.4) on
(Gn,N

Gn). It follows (e.g., by Remark 5.3) that ST (·;Gn,NGn) := clAn
T (·)(Gn) is likewise

a localizing map of the SDE (3.4) on (Gn,N
Gn). Note that ST (·;Gn,NGn) satisfies (5.1)

as a consequence of the fact that {An
T (O) ⊂ U} lies in FNGn

T for every O, U ∈ ΛGn
. With

this choice of localizing maps ST (·;Gn,NGn), clearly property 1 of Definition 5.5 holds.
It only remains to show that property 2 of Definition 5.5 is also satisfied. Fix n, n′, ` ∈

N such that there exists an isomorphism ϕ ∈ I(B`([Gn′,∗]), B`([Gn,∗])). Define the F0-
measurable event

Iϕ := {ϕ ∈ I(B`([Gn′,∗],N
Gn′ ), B`([Gn,∗],N

Gn))},

and for notational conciseness, set U := B`−1(Gn) and U ′ := B`−1(Gn′). Let On ⊂ VGn

and On′ ⊂ VGn′ be any pair of sets such that ϕ(On′) = On. Then it suffices to prove
that on the event Iϕ ∩ {U ⊇ An

T (On)} = Iϕ ∩ {B`(Gn) ⊇ ST (On;Gn,N
Gn)}, An

T (On) =

ϕ(An′

T (On′)) a.s..
For any m ∈ N, and any (Gm,N

Gm,T )-causal chain Γ up to time T ending in Om,
we refer to Γ as a Gm-causal chain. We now claim that ϕ induces a bijection be-
tween Gn-causal chains and Gn′ -causal chains. By the definition of An

T (On), it fol-
lows that Γ ⊆ U on the event Iϕ ∩ {U ⊇ An

T (On)}. Moreover, on the event Iϕ,
ϕ−1|U ∈ I(([Gn,∗[U ]],NGn

U ), ([Gn′,∗[U
′]],N

Gn′
U ′ )) so ϕ−1(Γ) is a Gn′ -causal chain (noting

that on this event, N
Gn′ ,T
U ′ = (NGn,T

ϕ(v) )v∈U ′ as a consequence of the fact that NGn′ ,T and

NGn,T are constructed using the same family of constants C). In the other direction,
suppose Γ′ := (v′ = u′0, u

′
1, . . . , u

′
m ∈ On′) is a Gn′ -causal chain. If Γ′ ⊆ U ′, then by the

same argument, ϕ(Γ′) is a Gn-causal chain. On the other hand, suppose there exists
k ∈ {0, 1, . . . ,m} such that u′k /∈ U ′. Note that u′m ∈ On′ ⊆ U ′, so k < m. Choose the
maximal k such that u′k /∈ U ′ and note that then {u′k+1, . . . , u

′
m} ⊆ U ′. It immediately

follows that Γ
′
:= (u′k, . . . , u

′
m) is also a Gn′ -causal chain. Furthermore, u′k ∈ NU ′(Gn′),

so on the event Iϕ, ϕ(Γ
′
) is a Gn-causal chain and ϕ(Γ

′
) * U , which contradicts our

assumption that An
T (On) ⊆ U . Thus, for any Gn′ -causal chain Γ′ ending in On′ , ϕ(Γ′) is a

Gn-causal chain ending in On. This proves the claim.
Because ϕ a.s. induces a bijection between causal chains in Gn and Gn′ that end

in On and On′ respectively, it follows that An
T (On) = ϕ(An′

T (On′)) on the event Iϕ ∩
{An

T (On) ⊆ U}. Equivalently, ST (On;Gn,N
Gn) = ϕ(ST (On′ ;Gn′ ,NGn′ )) on the event

{ST (On;Gn,N
Gn) ⊆ B`(Gn)} ∩ Iϕ. It follows that property 2 of Definition 5.5 also holds

for the sequence {Gn}n∈N.
This proves the second assertion and, hence, concludes the proof of the proposition.

6 Local convergence of the IPS

The main goal of this section is to prove the local convergence result of Theorem 4.7.
First, consider the case when the initial data 〈(Gn, κn, κn, ξn)〉, n ∈ N, and 〈(G, κ, κ, ξ)〉 are
finite and have deterministic and equal unmarked representatives, and thus differ only in
their vertex and edge marks and initial states. Suppose also that the corresponding SDEs
in (3.4) are coupled so that they are driven by the same Poisson processes for different
n. Then Theorem 4.7 follows from pathwise continuity of the dynamics of the SDE (3.4)
with respect to the vertex and edge marks of the initial data, which is essentially a
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consequence of the continuity condition in Assumption 2. In the more general case
when the unmarked graphs need not coincide but each IPS in the sequence and the
limit IPS, all still have finite initial data, the proof entails carefully constructed couplings
involving graph isomorphism (see Assumption 2′ and Lemma 6.9 below). In the fully
general setting, when the limit graph could be infinite, the proof proceeds by first using
consistent spatial localization to reduce the analysis to the finite initial data setting and
then invoking the finite initial data results. While the localizing maps associated with
consistent spatial localization (see Definition 5.5) only make sense on graphs rather than
their equivalence classes, local convergence results are defined in terms of equivalence
classes. To bridge this gap, we need to carefully select suitable representatives of
equivalence classes, as well as establish correspondences between statements about the
convergence of equivalence classes and statements about representative graphs. This
necessitates some technicalities related to representative graphs and associated driving
noises, which we introduce in Section 6.1. But it is not hard to see from our arguments
that if one specializes to the case of convergent graphs whose vertex sets are subsets
of a fixed countable set (see the space Ĝ∗[Z,Z] defined in (6.1) below), then we can do
away with many of these technicalities.

Section 6.1 defines canonical representatives with a view to constructing suitable
couplings. These are then used in Section 6.2 to establish a more general almost sure
local convergence result in Proposition 6.11. The latter result is used in Section 6.3 to
prove the local convergence result (Theorem 4.7), and also in Section 7 in the proof of
the hydrodynamic limit (Theorems 4.11 and 4.12).

6.1 Canonical representative graphs and consistent extensions

Let Z,Z be Polish spaces. We begin by defining a space of [Z,Z]-graphs:

Ĝ∗[Z,Z] = {[Z,Z]-graphs G := (V,E, o, ϑ, ϑ) s.t. V ⊆ N}. (6.1)

Properties of this space are elucidated in Appendix B. In particular, it follows from
Lemmas B.5, B.6, and B.7 that Ĝ∗[Z,Z] can be equipped with a Polish topology that is
compatible with the topology of G∗[Z,Z], and that for any G∗[Z,Z]-random element 〈G〉,
there exists a σ(〈G〉)-measurable Ĝ∗[Z,Z]-random element G such that G ∈ 〈G〉 almost

surely. In the latter case, G is referred to as a Ĝ∗[K,K]-random representative of 〈G〉, and
thus, Ĝ∗[Z,Z] can be viewed as a canonical space of measurable representative graphs
compatible with the local topology. We begin with the definition of a representative
convergent sequence.

Definition 6.1 (Representative convergent sequences). Let 〈(Gn, ξn)〉 be a random
sequence converging a.s. to 〈(G, ξ)〉 in G∗[K,K × X ] on some complete probability
space. Then a representative convergent sequence (henceforth abbreviated to rep-con
sequence) of ({〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉) is a σ({〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉)-measurable tuple
({(Gn, ξn),Mn}n∈N, (G, ξ), {ϕn,m}n∈N,m≤Mn

), defined on the same probability space, that
satisfies the following properties:

1. for each n ∈ N, (Gn, ξn) = (Vn, En, on, κ
n, κn, ξn) is a Ĝ∗[K,K × X ]-random represen-

tative of 〈(Gn, ξn)〉;

2. (G, ξ) = (V,E, o, κ, κ, ξ) is a Ĝ∗[K,K ×X ]-random representative of 〈(G, ξ)〉;

3. limn→∞Mn = ∞ a.s. and Bm([G∗], ξ) ∼= Bm([Gn,∗], ξ
n) on the event {m ≤Mn};

4. for each n ∈ N,m ≤ m′ ≤ Mn, ϕn,m lies in I(Bm([G∗], ξ), Bm([Gn,∗], ξ
n)), and

ϕn,m′ |Bm(G) = ϕn,m;

EJP 29 (2024), paper 185.
Page 39/63

https://www.imstat.org/ejp

https://doi.org/10.1214/24-EJP1243
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Hydrodynamic limits of interacting particle systems on sparse graphs

5. for every n′,m ∈ N such that m ≤Mn′ and e ∈ EBm(G), limn→∞,n>n′ κnϕn,m(e) = κe;

6. for every n′,m ∈ N such that m ≤Mn′ and v ∈ Bm(G), limn→∞,n>n′ κnϕn,m(v) = κv.

In Definition 6.1, Mn represents the size of a random neighborhood of the root for
which the unmarked versions ofGn andG are isomorphic (in the notation of Definition 2.1
of local convergence,Mn is any random integer bounded from above by sup{m : n ≥ nm}).
Likewise ϕn,m is a random isomorphism of the m-neighborhoods of the roots of Gn and
G (analogous to the deterministic isomorphisms ϕn,m introduced in Definition 2.1), and
property 4 imposes a consistency property on the sequence of random isomorphisms.

The next lemma shows that there is a canonical way to identify rep-con sequences.
A constructive proof of the lemma, which leverages the existence of suitably measur-
able representative graph sequences, isomorphisms, and driving maps, is deferred to
Appendix B.2.

Lemma 6.2 (Existence of rep-con sequences). Fix a complete probability space (Ω̂, F̂ , P̂)
that supports the random sequence 〈(Gn, ξn)〉 converging a.s. to 〈(G, ξ)〉 in G∗[K,K ×
X ]. Then there exists an F̂ -measurable sequence of Ĝ∗[K,K × X ]-random elements
{(Gn, ξ

n
)}n∈N, (G, ξ) satisfying Properties 1 and 2 of Definition 6.1. In addition, given any

sequence {(Gn, ξn)}n∈N, (G, ξ) satisfying Properties 1 and 2 of Definition 6.1, the proba-
bility space (Ω̂, F̂ , P̂) also supports a rep-con sequence ({(Gn, ξn),Mn}, (G, ξ), {ϕn,m}).

To extend the notion of rep-con sequences from initial data consisting of Ĝ∗[K,K ×
X ]-random elements to the corresponding IPS characterized by Ĝ∗[K,K × D]-random
elements, we will need a common probability space on which we can define both the
driving noise and a rep-con sequence. As mentioned in Remark 3.16, this driving noise is
a key element of the coupling we later construct to prove local convergence of the IPS.

Definition 6.3 (Consistent representative convergent extensions). Given a complete
probability space (Ω̂, F̂ , P̂) that supports a sequence 〈(Gn, ξn)〉 converging a.s. to 〈(G, ξ)〉
in G∗[K,K ×X ], a consistent representative convergent extension (henceforth abbrevi-
ated to consistent rep-con extension) of ((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉) is a 4-tuple
((Ω,F ,F,P), {(Gn, ξn,NGn),Mn}n∈N, (G, ξ,NG), {ϕn,m}n∈N,m≤Mn

) such that

1. ({(Gn, ξn),Mn}, (G, ξ), {ϕn,m}) is a rep-con sequence of ({〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉);

2. (Ω,F ,F,P) is a complete extension of the probability space (Ω̂, F̂ , P̂) such that F
satisfies the usual conditions and (Gn,N

Gn), n ∈ N, and (G,NG), respectively, are
F-driving noises that are compatible with Gn, n ∈ N, and G, as defined in Definition
3.7;

3. for each n ∈ N and v ∈ BMn
(G), NGn

ϕn,Mn (v) = NG
v a.s..

The construction of consistent rep-con extensions is facilitated by the use of so-called
driving maps defined below. Let W be the space of maps from subspaces W ⊆ N to N,
which can be equipped with a Polish topology by Remark B.8.

Definition 6.4 (Driving maps). Given a Ĝ∗[K,K × X ]-random element (G, ξ) :=

(V,E, o, κ, κ, ξ), a driving map is a random injective map ψ : V → N, that is, ψ is a
σ(G, ξ)-measurable random element taking values in W. Suppose (Ω,F ,F,P) is a fil-
tered probability space supporting a collection of i.i.d. F-Poisson processes {Nk}k∈N on
R2

+ × J with intensity Leb2 ⊗ ς. Suppose also that F satisfies the usual conditions and
(G, ξ) is F0-measurable. Then the [K,K ×MN(R

2
+ × J )]-random graph (G,NG) defined

by NG
v = Nψ(v) is said to be an F-driving noise generated by ψ.

Remark 6.5 (Driving maps generate driving noise). It is straightforward to verify that
on any complete, filtered probability space (Ω,F ,F,P) with F satisfying the usual
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conditions, given F0-measurable initial data (G, ξ) and F-Poisson processes {Nk}k∈N, the
pair (G,NG) generated by a driving map ψ in the sense of Definition 6.4 is an F-driving
noise in the sense of Definition 3.7, thus justifying the terminology used in Definition 6.4.

The following lemma shows that there always exists a consistent rep-con extension of
any convergent sequence of random elements in G∗[K,K × X ]. We prove this at the end
of Appendix B.

Lemma 6.6 (Existence of consistent rep-con extensions). Let {〈(Gn, ξn)〉}n∈N
be a random sequence on (Ω̂, F̂ , P̂) that converges a.s. to
〈(G, ξ)〉 in G∗[K,K]. Then there exists a consistent rep-con exten-
sion ((Ω,F ,F,P), {(Gn, ξn,NGn),Mn}n∈N, (G, ξ,NG), {ϕn,m}n∈N,m≤Mn

) of

((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉) such that (Ω,F ,F,P) supports a collection of
i.i.d. F-Poisson processes N := {Nk}k∈N and driving maps ψn, n ∈ N, and ψ that
generate the respective F-driving maps NGn , n ∈ N, and NG.

Consistent rep-con extensions are useful because, as shown in Proposition 6.11 of
the next section, under the conditions of Theorem 4.7, a sequence of IPS will converge
almost surely if it is generated by a consistent rep-con extension in the following sense.

Definition 6.7 (IPS sequences generated by consistent rep-con sequences). A sequence
of IPS {(Gn, XGn,ξ

n

)}n∈N, (G,XG,ξ) is said to be generated by a consistent rep-con
extension ((Ω,F ,F,P), {(Gn, ξn,NGn),Mn}n∈N, (G, ξ,NG), {ϕn,m}n∈N,m≤Mn) if for each
n ∈ N, (G,XGn,ξ

n

) is an NGn -strong solution to (3.4) for (Gn, ξn) and, likewise, (G,XG,ξ)

is an NG-strong solution to (3.4) for (G, ξ).

Remark 6.8 (Reduction from random to deterministic initial data). If
{(Gn, XGn,ξ

n

)}n∈N, (G,XG,ξ), are IPS generated by a consistent rep-con extension of
((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉), then for almost every ω ∈ Ω, L({(Gn, XGn,ξ

n

)}n∈N,
(G,XG,ξ)|F0)(ω) describes the law of a sequence of IPS generated by a consistent
rep-con extension of a tuple that contains the terms {〈(Gn, ξn)〉(ω)}n∈N and 〈(G, ξ)〉(ω).
A rigorous justification of this would follow along the same lines as Lemma 3.12 and is
thus omitted.

6.2 Proof of local convergence in the almost sure setting

As outlined at the beginning of Section 6, we start by proving convergence for
sequences and limits with finite initial data (or, to be more precise, initial data whose
underlying graphs have a uniformly bounded radius).

Lemma 6.9 (The convergence of IPS on graphs of uniformly bounded size). Suppose the
family of local jump rates r̄ satisfies Assumption 1, and 〈(G, ξ)〉 satisfies Assumption 2. If
〈(Gn, ξn)〉 → 〈(G, ξ)〉 a.s., then the tuple ((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉) satisfies the
following:
Finite Convergence Property: given any consistent rep-con exten-
sion ((Ω,F ,F,P), {(Gn, ξn,NGn),Mn}n∈N, (G, ξ,NG), {ϕn,m}n∈N,m≤Mn

) of

((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉), T ∈ R+, and m ∈ N, there exists an a.s. fi-
nite, FT -measurable random variable Nm := Nm,T such that for every n ∈ N,

(Bm([Gn,∗]), X
m,n[T ]) ∼= (Bm([G∗]), X

m,∞[T ]) a.s. on the event {n ≥ Nm} ∩ {m ≤Mn},
(6.2)

where Xm,n and Xm,∞ are the respective NGn

Bm(Gn)
- and NG

Bm(G)-strong solutions to (3.4)

for the initial data Bm(Gn, ξ
n) and Bm(G, ξ).

We defer the proof of Lemma 6.9 to the end of the section, and instead first establish
local convergence for IPS on graphs with general (possibly infinite) initial data given the
conclusion of Lemma 6.9. To do so, the only consequence of Assumption 2 that we need
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is the finite convergence property. With that in mind, we encode the latter property in
the following weaker assumption.

Assumption 2′ (Generalization of Assumption 2). The tuple ((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N,
〈(G, ξ)〉) is such that the finite convergence property of Lemma 6.9 holds.

Remark 6.10 (Reduction from random to deterministic initial data). Given Assump-
tion 1′, as a consequence of Remark 6.8, if Assumption 2′ holds for a tuple
((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}, 〈(G, ξ)〉) then it holds for a.s. every realization of the isomor-
phism classes {〈(Gn, ξn)〉}, 〈(G, ξ)〉 when they are random.

We now state our general almost sure local convergence result, which holds under
the weaker conditions of Assumptions 1′ and 2′ (which are implied by Assumptions 1 and
2, respectively). Thus, our convergence results are applicable in more general situations
where Assumptions 1 and 2 may fail, but Assumptions 1′ and 2′ still hold.

Proposition 6.11 (Almost sure local convergence). Suppose that the local jump rates r̄
satisfy Assumption 1′, the tuple ((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉) satisfies Assumption
2′ and {〈Gn〉}n∈N, 〈G〉 a.s. consistently spatially localizes the SDE (3.4) with local jump
rates r̄. Also, let {(Gn, XGn,ξ

n

)}n∈N, (G,XG,ξ) be a collection of IPS generated by a
consistent rep-con extension of the tuple in the sense of Definiton 6.7. If 〈(Gn, ξn)〉 →
〈(G, ξ)〉 a.s. in G∗[K,K ×X ], then 〈(Gn, XGn,ξ

n

)〉 → 〈(G,XG,ξ)〉 a.s. in G∗[K,K ×D].

Proof. Let N∞ := N ∪ {∞} and let 〈(G∞, ξ
∞)〉 := 〈(G, ξ)〉, and (G∞, X

G∞,ξ∞) :=

(G,XG,ξ) respectively. We first prove the proposition under the addi-
tional assumption that {(Gn, ξn)}n∈N∞ are deterministic. In this case, let
((Ω,F ,F,P), {(Gn, ξn,NGn),Mn}n∈N, (G, ξ,NG), {ϕn,m}n∈N,m≤Mn

) be a consistent rep-

con extension of ((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N∞), where (G∞, ξ
∞) := (G, ξ). In addition, let

NG∞ := NG. Due to Assumption 1′ and the assumption of consistent spatial localization,
there exists a consistent sequence of localizing maps {ST (·;Gn,NGn)}n∈N∞ for the SDE
(3.4) on {(Gn,NGn)}n∈N∞ , and by Proposition 5.8, for each n ∈ N∞, the SDE (3.4) is
strongly well-posed for (Gn, ξn). Hence, the NGn -strong solution XGn,ξ

n

to (3.4) for the
initial data (Gn, ξ

n) is well defined.
Fix n′,m,M ∈ N such that m ≤M ≤Mn′ . By property 3 of Definition 6.3, for every

n ∈ N, m ≤ Mn, and v ∈ Bm(G), NGn

ϕn,m(v) = NG
v . We now apply property 2 of the

consistent spatial localization property in Definition 5.5, with O = Bm(G), ` =M , n = ∞,
n′ = n′, ϕ = ϕ−1

n′,M . Then, noting that Iϕ = {M ≤Mn′} = Ω, we see that

ST (O;G,NG) = ϕ(ST (ϕ−1(O);Gn′ ,NGn′ )),

which implies that

ST (ϕn′,M (O);Gn′ ,NGn′ ) = ϕn′,M (ST (O;G,NG))

a.s. on the event {ST (O;G,NG) ⊆ BM (G)}. Because ST (O;G,NG) is a.s. finite, there
must exist an FT -measurable a.s. finite random variableMm such that ST (O;G,NG) ⊆
BMm

(G) a.s.. Furthermore, by (5.3) this implies that

XG,ξ
O [T ] = X

BM (G),ξBM (G)

O [T ] and X
Gn′ ,ξn

′

ϕn′,M (O)[T ] = X
BM (Gn′ ),ξn

′
BM (G

n′ )

ϕn′,M (O) [T ]

a.s. on the event {M ≥ Mm}. By (6.2) of Assumption 2′, there exists an a.s. finite,
FT -measurable random variable NM such that

X
BM (G),ξBM (G)

O [T ] = X
BM (Gn′ ),ξn

′
BM (G

n′ )

ϕn′,M (O) [T ] a.s. on the event {n′ ≥ NM}.
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The last two displays together show that a.s. on the event {M ≥Mm} ∩ {n′ ≥ NM},

XG,ξ
O [T ] = X

BM (G),ξBM (G)

O [T ] = X
BM (Gn′ ),ξn

′
BM (G

n′ )

ϕn′,M (O) [T ] = X
Gn′ ,ξn

′

ϕn′,M (O)[T ].

Applying the last display for eachM satisfying m ≤M ≤Mn′ and noting by property 1
of Definition 5.1 thatMm ≥ m, it follows that

XG,ξ
O [T ] = X

Gn′ ,ξn
′

ϕn′,Mm
(O)[T ] a.s. on the event {Mm ≤Mn′} ∩ {n′ ≥ NMm

}.

Sending n′ → ∞ and noting that thenMn′ → ∞ by property 3 of Definition 6.1, andMm

is a.s. finite, it follows that

lim
n′→∞

X
Gn′ ,ξn

′

ϕn′,Mm
(O)[T ] = XG,ξ

O [T ] a.s..

This concludes the proof for deterministic sequences.
The random case can be obtained by conditioning on the initial data. More

precisely, suppose {〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉 is random and let {(Gn, XGn,ξ
n

)}n∈N,
(G,XG,ξ) be the sequence of IPS generated by a consistent rep-con extension of
the tuple ((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉). Then by Remark 6.8, for almost ev-
ery ω ∈ Ω, L({(Gn, XGn,ξ

n

)}, (G,XG,ξ)|F0)(ω) describes the law of a sequence of
IPS generated by a consistent rep-con extension of a tuple that contains the terms
{〈(Gn, ξn)〉(ω)}n∈N, 〈(G, ξ)〉(ω). Moreover, by Remark 6.10, Assumption 2′ holds a.s. con-
ditioned on F0. Therefore, by the proof of the proposition for deterministic initial data,
P(〈(Gn, XGn,ξ

n

)〉 → 〈(G,XG,ξ)〉|F0) = 1 a.s.. Therefore, 〈(Gn, XGn,ξ
n

)〉 → 〈(G,XG,ξ)〉
a.s., as desired.

We finish the section with a proof of Lemma 6.9.

Proof of Lemma 6.9: Fix a consistent rep-con extension of the given tuple, write G =

(V,E, o, κ, κ), Gn = (Vn, En, on, κ
n, κn), n ∈ N, and set M := maxv∈V dG(v, o). We first

consider the case when {Gn}n∈N and G are a.s. finite graphs and additionally assume
that maxv∈Vn dGn(v, on) ≤ M for all n ∈ N, and show that for any T ∈ R+, there exists
an a.s. finite, FT -measurable random variable N := NM,T such that,(

[Gn,∗], X
Gn,ξ

n

[T ]
)
∼=
(
[G∗], X

G,ξ[T ]
)
a.s. on the event {n ≥ N} ∩ {M ≤Mn}. (6.3)

Note that on the event An := {M ≤ Mn}, ([Gn,∗], ξn) ∼= ([G∗], ξ
n). To show (6.3),

fix T ∈ R+ and for each n ∈ N, let ϕn : V → Vn be the F0-measurable map given by
ϕn := ϕn,M on the event An (on Acn, we may define ϕn to be any measurable function
with the appropriate domain and range, for instance, the function that maps all vertices
of G to the root of Gn). For each n ∈ N and v ∈ VG, recall from property 3 of Definition
6.3 that NGn

ϕn(v)
= NG

v on the event An. In terms of the family of constants {Ck,T }k∈N,T>0

from Assumption 1, define

E = ET :=
{
(v, t, r, j) ∈ V × [0, T ]× (0, C|clv(G)|,T ]× J : NG

v ({(t, r, j)}) = 1
}
.

Since |E| < ∞ a.s., we can a.s. order the elements {(vk, τk, rk, jk)}|E|k=1 of E such
that {τk}k∈N is strictly increasing. Note that {τk}k∈N is the sequence of points in a
time-homogeneous Poisson process and, therefore, a sequence of absolutely continuous

random variables. Let R := inf
{
|rk − rG,vkjk

(τk, X
G,ξ)| : k = 1, . . . , |E|

}
. By the predictabil-

ity of the jump rates rG,vkjk
, the random variables rk and r

G,vk
jk

(τk, X
G,ξ) are independent
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and therefore rk 6= rG,vkjk
(τk, X

G,ξ) a.s. which implies that R > 0 a.s.. On the event An,
let

Rn := sup
{∣∣∣rG,vkjk

(τk, X
G,ξ)− r

Gn,ϕn(vk)
jk

(τk, X
G,ξ

ϕ−1
n (Vn)

)
∣∣∣ : k = 1, . . . , |E|

}
,

where XG,ξ

ϕ−1
n (Vn)

= (XG,ξ

ϕ−1
n (v)

)v∈Vn
. By property 3 of Definition 6.1, Mn a.s. diverges

to infinity, so {An}n∈N is a sequence of events such that P(∩n′≥nAn′) → 1 so that
limn→∞ 1{An} = 1 a.s.. By Properties 5 and 6 of Definition 6.1, it follows that for each
v ∈ V and e ∈ E,

lim
n→∞

1An(κ
n
ϕn(e)

, κnϕn(v)
) = (κe, κv) a.s.. (6.4)

Let κnϕn(E) = (κnϕn(e)
)e∈E and κnϕn(V ) = (κnϕn(v)

)v∈V . Then using the fact that the
local jump rates are class functions (specifically, applying Remark 3.2 with G1 =

(V,E, o, κnϕn(E), κ
n
ϕn(V )), G2 = Gn, and ϕ = ϕ−1

n ) in the first equality below, and com-
bining (6.4) with the absolute continuity of τk and the fact that 〈(G, ξ)〉 and r̄ satisfy
Assumption 2, and the jump rates satisfy (3.1) we have for every k ∈ N,

lim
n→∞

r
Gn,ϕn(vk)
jk

(
τk, X

G,ξ

ϕ−1
n (Vn)

)
1An

= lim
n→∞

r
(V,E,o,κn

ϕn(E),κ
n
ϕn(V )),vk

jk

(
τk, X

G,ξ
)
1An

= rG,vkjk

(
τk, X

G,ξ
)

a.s. on the event {k ≤ |E|}. Because |E| is a.s. finite, it follows that limn→∞Rn = 0 a.s..
Moreover, the fact that R > 0 a.s. implies the existence of an a.s. finite random variable
N such that,

Rn <
R

2
on the event {n ≥ N} ∩An. (6.5)

We now argue that XG,ξ[T ] = XGn,ξ
n

[T ] on the event {n ≥ N} ∩An by making use of
the fact that for each n ∈ N and v ∈ V , XG,ξ

v and XGn,ξ
n

ϕn(v)
are driven by the same Poisson

processes on the event An. Fix n ∈ N and note that by the SDE (3.4), XG,ξ and XGn,ξ
n

are both a.s. continuous on the random set {t ∈ [0,∞) \ {τk}k∈N} ∩ An. Furthermore,
at time τk, the processes XG,ξ and XGn,ξ

n

may either remain constant or experience a
jump of size jk at the respective vertices vk and ϕn(vk). It follows from the SDE (3.4)
that the processes will either simultaneously jump or fail to jump if and only if

sgn
(
rk − rG,vkjk

(τk, X
G,ξ)

)
= sgn

(
rk − r

Gn,ϕn(vk)
jk

(τk, X
Gn,ξ

n

)
)
,

where sgn : R→ R is the càdlàg function given by sgn(a) = 1{a≥0} − 1{a<0}. Suppose

that XG,ξ[τk) = XGn,ξ
n

ϕn(V )[τk). Then, using the predictability of the jump rates (by the
standing assumption and Definition 3.1) in the first equality below, we have

sgn
(
rk − r

Gn,ϕn(vk)
jk

(τk, X
Gn,ξ

n

)
)

= sgn
(
rk − r

Gn,ϕn(vk)
jk

(τk, X
G,ξ

ϕ−1
n (Vn)

)
)

= sgn
(
rk − rG,vkjk

(τk, X
G,ξ) + rG,vkjk

(τk, X
G,ξ)− r

Gn,ϕn(vk)
jk

(τk, X
G,ξ

ϕ−1
n (Vn)

)
)
.

However, the last line of the above display is a.s. equal to sgn
(
rk − rG,vkjk

(τk, X
G,ξ)

)
on

the event {n ≥ N} by (6.5). Thus, XG,ξ[τk] = XGn,ξ
n

ϕn(V )[τk] a.s. on the event {n ≥ N} ∩An.
It follows that XG,ξ[τk+1) = XGn,ξ

n

ϕn(V )[tk+1) a.s. if |E| > k and XG,ξ
V [T ] = XGn,ξ

n

ϕn(V )[T ] a.s.

if |E| = k. Applying induction, we see that XG,ξ[T ] = XGn,ξ
n

ϕn(V )[T ] a.s. on the event

{n ≥ N} ∩An, and so (6.3) follows.
To see why this implies Lemma 6.9 in the general case of possibly infinite graphs,

note that (6.3) implies that for any m ∈ N and any sequence {〈Gn〉}n∈N, 〈G〉 we may
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replace (Gn, ξ
n), n ∈ N by Bm(Gn, ξ

n), n ∈ N, (G, ξ) by Bm(G, ξ), Nm by N , andM by m
in (6.3) to get (6.2), ((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉) satisfies the finite convergence
property. This concludes the proof of the lemma.

6.3 Proof of Theorem 4.7

We now show how Theorem 4.7 follows from Proposition 6.11. The proof uses a
simple argument involving the Skorokhod representation theorem and Proposition 5.18.

Proof of Theorem 4.7. Set 〈(G∞, ξ
∞)〉 := 〈(G, ξ)〉 and N∞ := N∪{∞}. Since Assumption

1 holds with associated constants C, and each 〈Gn〉, n ∈ N∞, is a.s. finitely dissociable
with respect to C, the conditions of Proposition 5.18 are satisfied a.s.. Hence, the
collection {〈Gn〉}n∈N∞ a.s. consistently spatially localizes the SDE (3.4). Assumption
1, Proposition 4.2, and Proposition 5.8 then imply that the SDE (3.4) is strongly well-
posed for all initial data in {〈(Gn, ξn)〉}n∈N∞ . Moreover, since 〈(Gn, ξn)〉 ⇒ 〈(G, ξ)〉
in G∗[K,K × X ], by the Skorokhod representation theorem there exists a (complete)

probability space (Ω̃, F̃ , P̃) that supports random elements 〈(G̃n, ξ̃n)〉
(d)
= 〈(Gn, ξn)〉, n ∈

N∞, such that 〈(G̃n, ξ̃n)〉 → 〈(G̃, ξ̃)〉 := 〈(G̃∞, ξ̃
∞)〉 P̃-a.s..

By Lemma 6.6 there exists a consistent rep-con extension of
((Ω̂, F̂ , P̂), {〈(G̃n, ξ̃n)〉}n∈N∞) given by ((Ω,F ,F,P), {(G̃n, ξ̃n,NG̃n), M̃n}n∈N, (G̃, ξ̃,NG̃),

{ϕ̃n,m}n∈N,m≤Mn). For each n ∈ N∞, let (Gn, X
G̃n,ξ̃

n

) be the resulting NG̃n -strong

solution to (3.4) for (G̃n, ξ̃
n), where (G̃∞, ξ̃

∞) = (G̃, ξ̃) and let 〈(G̃n, XG̃n,ξ̃
n

)〉 denote
its isomorphism class. Such strong solutions are well defined by Lemma 3.15 (which
establishes the existence of a pathwise unique strong solution for the initial data
〈(G̃n, ξ̃n)〉, n ∈ N∞). Because {G̃n}n∈N∞ spatially localizes the SDE (3.4), by Assumption
1 and the fact that 〈(G, ξ)〉 (and therefore 〈(G̃, ξ̃)〉) satisfies Assumption 2, Lemma
6.9 implies that the tuple ((Ω̂, F̂ , P̂), {〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉) satisfies Assumption 2′.
Proposition 6.11 then implies

lim
n→∞

〈(G̃n, XG̃n,ξ̃
n

)〉 = 〈(G̃∞, X
G̃∞,ξ̃∞)〉 a.s..

By well-posedness of (3.4), 〈(G̃n, XG̃n,ξ̃
n

)〉 (d)
= 〈(Gn, XGn,ξ

n

)〉 for every n ∈ N∞. Thus,

〈(Gn, XGn,ξ
n

)〉 (d)
= 〈(G̃n, XG̃n,ξ̃

n

)〉 ⇒ 〈(G̃,XG̃,ξ̃)〉 (d)
= 〈(G,XG,ξ)〉 in G∗[K,K ×D].

7 Proof of asymptotic correlation decay

This section is devoted to the proof of Theorem 4.10. Recall that for an unrooted
[K,K]-graph G and a vertex v ∈ VG, Cv(G) is the connected component of G equipped
with v as its root. For the remainder of the section, we fix a sequence of finite, (possibly
disconnected) unrooted [K,K × X ]-random graphs (Gn, ξ

n), n ∈ N, and a G∗[K,K × X ]-
random element 〈Co(G, ξ)〉 (henceforth, denoted just 〈(G, ξ)〉), all defined on a common
complete probability space (Ω̂, F̂ , P̂). We additionally assume that, by extending the
probability space if necessary, (Ω̂, F̂ , P̂) also supports an i.i.d. pair of vertices (o1n, o

2
n),

with each vertex uniformly distributed on Gn, for all n ∈ N. The proof of Theorem 4.10
is comprised of two steps. The first step is to establish an asymptotic independence
property stated in Lemma 7.1 below, which is a consequence of [32, Lemma 2.8], the
fact that G∗[K,K ×X ] is a metric space and [18, Theorem 3.4.5(b)].

Lemma 7.1 (Asymptotic independence of initial data). Suppose (Gn, ξn) converges locally
in probability to 〈(G, ξ)〉. Then

(〈Co1n(Gn, ξ
n)〉, 〈Co2n(Gn, ξ

n)〉) ⇒ (〈(G(1), ξ(1))〉, 〈(G(2), ξ(2))〉), (7.1)
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where ⇒ represents convergence in distribution in (G∗[K,K ×X ])2 and 〈(G(i), ξ(i))〉, i =
1, 2, are two independent copies of 〈(G, ξ)〉.

Invoking the Skorokhod representation theorem, the second and main step of the
proof assumes joint local convergence of the initial data {〈Co1n(Gn, ξ

n)〉, 〈Co2n(Gn, ξ
n)〉}n∈N

to the i.i.d. pair (〈(G(1), ξ(1)〉, 〈(G(2), ξ(2))〉) and proves convergence in probability of the
corresponding pairs of strong solutions {〈Co1n(Gn, X

Gn,ξ
n

)〉, 〈Co2n(Gn, X
Gn,ξ

n

)〉}n∈N to

(〈(G(1), XG(1),ξ(1))〉, 〈(G(2), XG(2),ξ(2))〉). The coupling proof proceeds as follows. For each
i = 1, 2, we first construct a sequence of driving noises {(G,Nn,i)}n∈N such that the
isomorphism class of the corresponding {Nn,i}-strong solution {〈Coin(Gn, X

n,i)〉} for the
initial data 〈Coin(Gn, ξ

n)〉 converges a.s. as n → ∞ to 〈(G(i), XG(i),ξ(i))〉. From this, we
construct a single sequence of common driving noises {(Gn,NGn)}n∈N such that for
each i = 1, 2, the corresponding {NGn}n∈N-strong solutions Coin(Gn, X

Gn,ξ
n

), n ∈ N, and
(G(i), XG(i),ξ(i)) satisfy

〈Coin(Gn, X
Gn,ξ

n

)〉 → 〈(G(i), XG(i),ξ(i))〉 in probability.

By the independence of {〈(G(i), XG(i),ξ(i))〉}i=1,2, this would imply the desired correlation
decay result.

Lemma 7.2 (Asymptotic independence of IPS on independently rooted components).
Given {(Gn, ξn)}n∈N, suppose there exists a countable set S such that for P-a.s. every
ω ∈ Ω, VGn(ω) ⊂ S for all n ∈ N. Suppose also that Assumption 1′ holds and that the
collection of isomorphism classes {〈Coin(Gn)〉, 〈G

(i)〉}n∈N,i=1,2 a.s. consistently spatially
localizes the SDE (3.4). In addition, assume that for each i = 1, 2,

〈Coin(Gn, ξ
n)〉 → 〈(G(i), ξ(i))〉 (7.2)

and the tuple ({〈Coin(Gn, ξ
n)〉}n∈N, 〈(G(i), ξ(i))〉) satisfies Assumption 2′. Then it

is possible to define a filtered probability space (Ω,F ,F,P) supporting solutions

(Gn, X
Gn,ξ

n

), n ∈ N, and 〈(G(i), XG(i),ξ(i))〉, i = 1, 2, to the SDE (3.4) for the respec-
tive initial data (Gn, ξ

n), n ∈ N, and 〈(G(i), ξ(i))〉, i = 1, 2, such that as n→ ∞,

〈Coin(Gn, X
Gn,ξ

n

)〉 → 〈(G(i), XG(i),ξ(i))〉, i = 1, 2, in probability. (7.3)

Proof. Fix any deterministic injection ψ̂ : S → N. For each n ∈ N, let (G̃n, ξ̃
n) be

the unique Ĝ∗[K,K × X ]-random element such that ψ̂|VGn
∈ I((Gn, ξ

n), (G̃n, ξ̃
n)). To be

precise, if for each n ∈ N, (Gn, ξn) = (Vn, En, on, κ
n, κn, ξn), then

(G̃n, ξ̃
n) := (Ṽn, Ẽn, õn, κ̃

n
, κ̃n, ξ̃n) = (ψ̂(Vn), ψ̂(En), ψ̂(on), (κ

n
ψ̂(e)

)e∈Ẽn
, (κn

ψ̂(v)
, ξn
ψ̂(v)

)v∈Ṽn
).

Noting that all the remaining statements of the lemma depend only on 〈Coin(Gn, ξ
n)〉 =

〈Cψ̂(oin)(G̃n, ξ̃
n)〉, we may assume without loss of generality that S ⊆ N and therefore

that Coin(Gn, ξ
n) is a Ĝ∗[K,K ×X ]-random element for each n ∈ N and i = 1, 2.

Now, by Assumption 1′ and the spatial localization assumption, Proposition
5.8 implies that the SDE (3.4) is strongly well-posed for all initial data in the
collection of marked graph representatives {Coin(Gn, ξ

n), (G(i), ξ(i))}n∈N,i=1,2, where

for i = 1, 2 (G(i), ξ(i)) is a random representative of 〈(G(i), ξ(i))〉 (whose exis-
tence is guaranteed by Lemma B.7). Also, by assumption, the collection of
Ĝ∗[K,K × X ]-random elements {Coin(Gn, ξ

n)}n∈N,i=1,2 is F̂ -measurable. For each
i = 1, 2, Lemma 6.6 implies the existence of an associated consistent rep-con ex-
tension ((Ωi,F i,Fi,Pi), {Coin(Gn, ξ

n,Nn,i),M
(i)
n }n∈N, (G(i), ξ(i),NG(i)

), {ϕ(i)
n,m}n∈N,m≤Mn

)
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where (Ωi,F i,Fi,Pi) supports a collection of i.i.d. Fi-Poisson processes N
i
:= {Ni

k}k∈N
which together with the driving maps ψ

n,i
, n ∈ N, and ψ

(i)
generate the respec-

tive Fi-driving noises Nn,i, n ∈ N, and NG(i)

. We may also identify (Ω,F ,F,P) :=

(Ω1,F1,F1,P1) = (Ω2,F2,F2,P2) and assume that N
1
is independent of N

2
so that both

collections consist of F-Poisson processes. On this space, define for each k ∈ N and

i = 1, 2, N2k−2+i := N
i

k. Then for each n ∈ N and i = 1, 2, Nn,i and NG(i)

are generated

from {Nk}k∈N by the driving maps ψn,i(·) := 2ψ
n,i

(·)− 2 + i and ψ(i)(·) := 2ψ
(i)
(·)− 2 + i,

respectively.
For each n, let Ln := dGn(o

1
n, o

2
n) and letMn be the maximal F0-measurable random

variable such thatMn <
Ln

2 andMn ≤ mini=1,2M
(i)
n a.s.. Define the mapping ψn : Vn →

N by

ψn(v) :=

{
ψn,1(v) on the event {dGn(v, o

1
n) ≤Mn},

ψn,2(v) otherwise.

Since for i = 1, 2, the driving maps ψn,i have disjoint images andMn <
1
2dGn

(o1n, o
2
n), it

follows that ψn is F0-measurable and injective and is therefore also a driving map. For
each n ∈ N, let NGn be the F-driving noise generated by the driving map ψn. Then NGn

is compatible with Coin(Gn), i = 1, 2. BecauseMn ≤M
(i)
n , i = 1, 2, it follows that for any

i = 1, 2, n ∈ N, and v ∈ Bm(Coin(Gn)),

NGn
v = Nn,i

v = NG(i)

(ϕ
(i)
n,m)−1(v)

on the event {m ≤Mn}. (7.4)

Let {nk}k∈N be any deterministic sequence such that Lnk
(and therefore Mnk

) di-
verges to infinity a.s. as k → ∞. Such a sequence exists because Ln → ∞ in probability.
Fix i ∈ {1, 2} and consider the tuple Ti := ((Ω,F ,F,P), {Coink

(Gnk
, ξnk ,NGnk ),Mnk

}k∈N,

(G(i), ξ(i),NG(i)

), {ϕ(i)
nk,m}k∈N,m≤Mnk

). Using (7.4), the definition of Mn and directly
checking the three properties of Definition 6.3, it is easy to see that this tuple is a
consistent rep-con extension of Ri := ((Ω̂, F̂ , P̂), {〈Coink

(Gnk
, ξnk)〉}, 〈(G(i), ξ(i))〉). Thus,

by Proposition 6.11,

〈Coink
(Gnk

, XGnk
,ξnk

)〉 → 〈(G(i), ξ(i))〉 a.s..

Lastly, note that for any deterministic subsequence {nk}k∈N ⊆ N, there exists a further
deterministic subsequence {nk`}`∈N such that lim`→∞ Lnk`

= ∞ a.s.. By the above result,
this implies that

lim
`→∞

〈Coink`

(Gnk`
, X

Gnk`
,ξ

nk`

)〉 = 〈(G(i), ξ(i))〉 a.s.,

which immediately implies (7.3) and completes the proof.

Remark 7.3 (Asymptotic independence for more general IPS). Note that the proof of
Lemma 7.2 does not make direct use of the specific form of the SDE (3.4) but only relies
on spatial localization of the SDE, Assumptions 1′ and 2′, and Proposition 6.11, all of
which could potentially be verified for solutions XG,ξ of more general Poisson-driven
SDEs.

Applying Lemmas 7.1 and 7.2, we now prove Theorem 4.10.

Proof of Theorem 4.10: Lemma 7.1 implies that

(〈Co1n(Gn, ξ
n)〉, 〈Co2n(Gn, ξ

n)〉) ⇒ (〈(G(1), ξ(1))〉, 〈(G(2), ξ(2))〉),
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where 〈(G(i), ξ(i))〉, i = 1, 2, are i.i.d. copies of 〈(G, ξ)〉. By the Skorokhod representation

theorem and Lemma B.7, there exist {〈(G̃(i), ξ̃(i))〉}i=1,2
(d)
= {〈(G(i), ξ(i))〉}i=1,2, and finite,

Ĝ∗[K,K ×X ]-random elements {(G̃n, õin, ξ̃n)}n∈N,i=1,2
(d)
= {(Gn, oin, ξn)}n∈N,i=1,2 such that

〈Cõin(G̃n, ξ̃
n)〉 → 〈(G̃(i), ξ̃(i))〉, i = 1, 2, a.s..

By assumption, G̃n
(d)
= Gn and G̃(i) (d)

= G are a.s. finitely dissociable for i = 1, 2, and n ∈ N.
So by Assumption 1 and Proposition 5.18, {(G̃n, õin, ξ̃n), (G̃(i), ξ̃(i))}n∈N,i=1,2 consistently
spatially localizes the SDE (3.4). Assumptions 1 and 2 imply by Lemma 6.9 that the tuple
((Ω̂, F̂ , P̂), {〈Coin(G̃n, ξ̃

n)〉}n∈N, 〈(G̃(i), ξ̃(i))〉) satisfies Assumption 2′ for each i. Thus, by

Lemma 7.2, it is possible to construct a collection of driving noises {NG̃n ,NG̃(i)}n∈N,i=1,2

such that for each n ∈ N and i = 1, 2, the respective NG̃n and NG̃(i)

-solutions XG̃n,ξ̃n and
XG̃(i),ξ̃(i) satisfy

〈Cõni (G̃n, X
G̃n,ξ̃

n

)〉 → 〈(G̃(i), XG̃(i),ξ̃(i))〉 in probability as n→ ∞.

By the bounded convergence theorem, for any bounded, continuous function f :

(G∗[K,K ×D])2 → R,

lim
n→∞

E

[
f

((
〈Cõni (G̃n, X

G̃n,ξ̃
n

)〉
)
i=1,2

)]
= E

[
f

((
〈(G̃(i), XG̃(i),ξ̃(i))〉

)
i=1,2

)]
. (7.5)

By well-posedness of the SDE (3.4) on each of the graphs (G̃n, ξ̃
n), n ∈ N, and (G̃, ξ̃),

which holds by Theorem 4.3, it follows that for every n ∈ N,
(
〈Cõni (G̃n, X

G̃n,ξ̃
n

)〉
)
i=1,2

(d)
=(

〈Coin(Gn, X
Gn,ξ

n

)〉
)
i=1,2

and (G̃(1), XG(1),ξ(1))
(d)
= (G̃(2), XG(2),ξ(2))

(d)
= (G,XG,ξ). Together

with (7.5) and the independence of 〈(G̃(1), XG̃(1),ξ̃(1))〉 and 〈(G̃(2), XG̃(2),ξ̃(2))〉, for any
bounded, continuous functions f1, f2 : G∗[K,K ×D] → R, it follows that

limn→∞E
[
f1(〈Co1n(Gn, X

Gn,ξ
n

)〉)f2(〈Co2n(Gn, X
Gn,ξ

n

)〉)
]

= limn→∞E
[
f1(〈Cõn1 (G̃n, X

G̃n,ξ̃
n

)〉)f2(〈Cõn2 (G̃n, X
G̃n,ξ̃

n

)〉)
]

= E
[
f1(〈(G̃(1), XG̃(1),ξ̃(1))〉)f2(〈(G̃(2), XG̃(2),ξ̃(2))〉)

]
= E

[
f1(〈(G̃(1), XG̃(1),ξ̃(1))〉)

]
E
[
f2(〈(G̃(2), XG̃(2),ξ̃(2))〉)

]
= E

[
f1(〈(G,XG,ξ)〉)

]
E
[
f2(〈(G,XG,ξ)〉)

]
.

This implies the desired asymptotic correlation decay in (4.4).

Remark 7.4 (Correlation decay for more general IPS). From the proof of Theorem 4.10, it
is not hard to see that, in fact, the conclusion of Theorem 4.10 holds under Assumptions
1′ and 2′ and the spatial localization property in place of Assumptions 1 and 2 and the
finite dissociability property respectively.

A Counterexample: When the SDE is not well-posed

There are two ways in which the SDE (3.4) can fail to be well-posed. The IPS may
either admit no solution, or it may admit multiple solutions. It is easy to construct a time-
inhomogeneous IPS that does not admit any solution by simply specifying unbounded
jump rates that increase sufficiently fast with time such that any stochastic process
X := XG,ξ for which (3.4) holds almost surely, must with positive probability explode
(i.e., have infinitely many discontinuities on some compact interval in R+). However,
in this section, we show that well-posedness may fail even if we restrict ourselves to

EJP 29 (2024), paper 185.
Page 48/63

https://www.imstat.org/ejp

https://doi.org/10.1214/24-EJP1243
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Hydrodynamic limits of interacting particle systems on sparse graphs

time-homogeneous Markov processes with uniformly bounded jump rates (which is even
stronger than Assumption 1). More precisely, we identify a graph G and an associated
family of jump rates rG for which the SDE (3.4) has multiple strong solutions with
different laws.

Proposition A.1 (An IPS that is not well-posed). Let T be a rooted tree such that for
every k ∈ N, all vertices v in the kth generation of T (i.e., those that are at a distance k
from the root) have 4k children. Consider the Markovian IPS with state space X = {0, 1},
allowable jump set J = {1}, and for v ∈ T , t ∈ R+, and x ∈ DT , let

rT ,v1 (t, x) =

{
1 if xv(t−) = 0 and

∑
u∈Nv

xu(t−) > 0,

0 otherwise.
(A.1)

Then the corresponding SDE (3.4) with G = T and initial state ξv = 0, v ∈ T , has multiple
strong solutions with different laws.

Note that for the SDE (3.4) with G = T , the driving noises NT are simply the
collection of i.i.d. Poisson processes (NT

v )v∈T on [0,∞)2 × {1} with intensity measure
Leb2 ⊗ δ1. Also observe that the family of jump rates rT in Proposition A.1 satisfy
Assumption 1 with constants Ck,T = 1 for all k ∈ N and T ∈ R+.

To prove Proposition A.1, we first establish a certain property of the tree T . We start
with a definition that generalizes the notion of causal chains given in Definition 5.19, for
the above example.

Definition A.2 (Infinite causal chains). Fix T ∈ [0,∞), and let {Nv}v∈T be a collection of
i.i.d. rate 1 Poisson processes on [0, T ]. Then an infinite path Γ = {u0, u1, . . .} with ui ∈ T ,
i ∈ N0, is said to be a (T ,N)-infinite causal chain ending at u0 during [0, T ] if there exists
a decreasing sequence T > s0 > s1 > · · · > 0 such that si ∈ {t ∈ [0, T ] : Nui({t}) = 1} for
all i ∈ N0. Moreover, we say a (T ,N)-infinite causal chain exists if there exists some
T ∈ R+, u0 ∈ T , and a (T ,N)-infinite causal chain ending at u0 during [0, T ].

Lemma A.3 (Existence of infinite causal chains). There exists a (T ,N)-infinite causal
chain with probability 1.

Proof. Fix T ∈ [0,∞). Define the infinite path Γ′ := {u′0, u′1, . . . } using the following
recursive construction. Set u′0 = o and for n ∈ N0, first check if there exists v ∈ cu′

n
(T )

such that Nv(2
−n−2T, 2−n−1T ) > 0. If this condition is satisfied, then set u′n+1 = v (if

multiple children satisfy this then we choose one arbitrarily from amongst them). If not,
then we set u′n+1 to be any child of u′n.

Next, set I := {n ∈ N0 : Nu′
n
(2−n−1T, 2−nT ) > 0}, and define U := {u′n, n ∈ I} ⊆ Γ′.

We now claim that U contains an infinite path a.s.. To see why, we prove the equivalent
claim that U a.s. contains all but finitely many vertices in Γ′. Let αn := P(u′n+1 /∈ U).
Note that for each n ∈ N0 and v ∈ cu′

n
(T ),

P
(
NT ,T
v (2−n−2T, 2−n−1T ) = 0

)
= e−2−n−2T .

The independence of the Poisson processes (Nv)v∈T then implies that

αn =
∏

v∈cu′
n
(T )

P
(
Nv(2

−n−2T, 2−n−1T ) = 0
)
≤
(
e−2−n−2T

)4n
= e−2n−2T .

Because αn decreases super-exponentially fast,
∑∞
n=0 αn < ∞. By the Borel-

Cantelli lemma, it follows that with probability 1, there exists m = m(ω) such that
{u′n}n∈N0,n≥m ⊆ U , thus proving the claim. In turn, setting uk := u′m+k, k = N0,
the claim implies that the infinite path Γ := (u0, u1, . . .) ⊂ U and thus, a.s. there ex-
ists a decreasing sequence of times {tk ∈ (2−(m+k+1)T, 2−(m+k)T )}, k ∈ N0, such that
Nuk

({tk}) = Nu′
m+k

({tk}) = 1. The lemma follows on setting sk = tk.
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Remark A.4 (Infinite causal chains). The notion of an infinite causal chain can be
extended in a natural way to the general class of IPS considered in this article with
rates that satisfy Assumption 1 with a family of constants C, by simply replacing T by
a general graph G in Definition A.2 and, for each T ∈ R+, the point process family N

by the family NG,T defined via (5.9). Note that this is consistent with the choice of N in
Definition A.2 because the IPS from Proposition A.1 is such that J = {1} and Assumption
1 holds with Ck,T := 1 for all k ∈ N, T ∈ R+. From the proof of Proposition 5.18, it is
easy to see that for any IPS, the non-existence of infinite causal chains implies spatial
localization. By Proposition 5.8, spatial localization and Assumption 1′ imply strong
well-posedness of the SDE (3.4). Therefore, if Assumption 1′ holds, then to construct a
graph G and jump rates rG for which (3.4) is ill-posed, it is necessary to ensure that an
infinite causal chain exists.

For the particular IPS from Proposition A.1, we now show that the existence of an
infinite causal chain is also sufficient to conclude that the IPS is not well-posed.

Proof of Proposition A.1: Although there are infinitely many strong solutions to the SDE
(3.4) for the initial data (T , ξ) with ξ ≡ 0 and family of jump rates {rT ,v1 }v∈T as given in
(A.1), we explicitly construct two of them. First, note that the process XT ,ξ

v (t) = 0 for all
v ∈ V and t ∈ R+ is clearly one strong solution.

Next, note that the driving noises NT
v , v ∈ T , of the SDE are i.i.d. Poisson process

on [0,∞)2 ⊗ {1}, and Nv(A) := NT
v (A × (0, 1] × {1}), v ∈ T , are i.i.d. unit rate Poisson

processes. Then, for (v, t) ∈ T × (0, T ), we say (v, t) has an infinite causal chain if there
exists an infinite (T ,N)-causal chain ending at v on the interval [0, t], in the sense of
Remark A.4. Then for v ∈ V and t ∈ [0, T ], define

X̃T ,ξ
v (t) :=

{
1 if (v, t) has an infinite causal chain,

0 otherwise.
(A.2)

We claim X̃T ,ξ is also a solution to the same SDE. To see why the claim is true, define

X̂v(t) :=

∫
(0,t]×R+×J

1{
r≤rT ,v

1 (s,(X̂v,X̃
T ,ξ
T \{v}))

} NT
v (ds, dr, dj), t ∈ R+. (A.3)

If (v, t) ∈ T ×R+ has no infinite causal chain, then by definition, for any s ∈ [0, t], either
Nv([s, t]) = NT

v ([s, t]× (0, 1]× {1}) = 0, or there does not exist any u ∈ Nv(T ) for which
(u, s) has an infinite causal chain. Since, from the form given in (A.1), rT ,v1 (s, (X̂v, X̃

T ,ξ
T \{v}))

depends on X̃T ,ξ
T \{v} only via X̃

T ,ξ
Nv(T )(s−), it immediately follows that for every event σ in

Nv that lies in the interval (0, t], rT ,v1 (σ, X̂v, X̃
T ,ξ
T \{v}) = 0, and hence, X̂v(t) = X̃T ,ξ

v (t) = 0.

If (v, t) has an infinite causal chain then X̃v(t) = 1 by (A.2) and Definition A.2, there
exists an infinite path Γ = {v = u0, u1, . . . } and a sequence t ≥ s0 > s1 > · · · > 0 for
which Nui({si}) = 1 for all i ∈ N0. This naturally implies that for any s0 > s ≥ s1, (u1, s)
also has an infinite causal chain, so X̃T ,ξ

u1
(s) = 1 by (A.2). On the other hand, invoking

(A.1) and the fact that u1 ∼ v, it follows that for all s > s1 such that X̂v(s) = 0, we have

rT ,v1

(
s, (X̂v, X̃

T ,ξ
T \{v})

)
= 1.

Also, note that by (A.1) and (A.3), for any s > 0,

X̂v(s−) = 1 ⇒ rT ,v1

(
s, (X̂v, X̃

T ,ξ
T \{v})

)
= 0 ⇒ X̂v(s) = 1,

which shows that 1 is an absorbing state of X̂v. Together, the last two displays imply
that X̂v(s0) = 1. Indeed, because either X̂v(s0−) = 1, in which case X̂v(s0) = 1 by
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the last display, or X̂v(s0−) = 0 in which case by the form of the SDE (A.3), X̂v(s0) =

X̂v(s0−) +NT
v ({s0} × [0, 1]× {1}) = Nv({s0}) = 1, with the last equality holding by the

definition of the infinite causal chain and the fact that u0 = v. Because s0 ≤ t and 1 is an
absorbing state of X̂v, it follows that X̂v(t) = 1 = X̃v(t).

Thus, we have shown that X̂v = X̃T ,ξ
v . Because v and t were chosen arbitrarily,

it follows that X̃T ,ξ satisfies (3.4). Finally, because (T ,N)-causal chains are FT ,ξ,NT
-

adapted, X̃T ,ξ must also be FT ,ξ,NT
-adapted by (A.2). Thus, X̃T ,ξ is also a strong solution

to (3.4), and by Lemma A.3, XT ,ξ 6= X̃T ,ξ a.s..

B Measurable representatives of graph isomorphism classes

In this section, we establish the measurability of marked graph representatives
of random isomorphism classes, culminating in the proofs of Lemmas 6.2 and 6.6.
Along the way, we introduce a Polish space of canonical representative graphs that is
compatible with local convergence, which may be of independent interest. We start with
preliminaries in Appendix B.1 and then establish the main measurable selection results
in Appendix B.2.

Throughout the section, we let Z and Z be Polish spaces denoting the respective
spaces in which edge and vertex marks lie, and let dZ̄ and dZ be associated metrics that
induce the respective topologies. Let � be an arbitrary point not lying in Z∪Z, define the
spaces Z� := Z∪{�} and Z� := Z∪{�}, and endow them with the corresponding Polish
topologies from Z and Z, respectively, with � being an isolated point. Throughout the
section, we often implicitly denote (possibly random) [Z,Z]-graphs by G := (V,E, o, ϑ, ϑ)

and Gn := (Vn, En, on, ϑ
n
, ϑn).

Definition B.1 (Random closed subsets). Given a Polish space Z ′, let clo(Z ′) denote the
set of closed subsets of Z ′. Given in addition a measurable space (Ω,F), a mapping
F : Ω 7→ clo(Z ′) is said to be an F -random closed subset of Z ′ if it is weakly measurable
in the following sense: for every open set U ⊆ Z ′, the set {ω ∈ Ω : U ∩ F (ω) 6= ∅} lies in
F . Moreover, F is said to be non-empty if F (ω) 6= ∅ for every ω ∈ Ω.

Several results in this appendix make use of the following measurable selection
theorem.

Theorem B.2 (Kuratowski & Ryll-Nardzewski Measurable Selection Theorem). Suppose
Z ′ is a Polish space, (Ω,F) is a measurable space and F : Ω 7→ clo(Z ′) is a non-empty
F -random closed subset of Z ′. Then there exists an F -measurable function Z : Ω → Z ′

such that Z(ω) ∈ F (ω) for all ω ∈ Ω.

Proof. This is simply a restatement of [10, Theorem 6.9.3] in our notation, in particular
with X,B, and Ψ in [10] replaced by Z ′, F , and F , respectively.

B.1 A canonical subspace of rooted graphs and its properties

In this section, we construct a canonical subspace of the space of [Z,Z]-graphs
introduced in Section 2.4 and equip it with a topology that is compatible with the
topology of G∗[Z,Z]. In the ensuing definition, we use the following standard notion of
convergence of subsets of N. Given Sn ⊆ N, n ∈ N, and S ⊆ N, we write Sn → S if and
only if

S =
⋃
n∈N

⋂
n′>n

Sn′ =
⋂
n∈N

⋃
n′>n

Sn′ .

Equivalently, Sn → S if and only if for every k ∈ S, there exist only finitely many n ∈ N
such that k /∈ Sn and for every k′ /∈ S there exist only finitely n′ ∈ N such that k′ ∈ Sn′ .
In addition, we equip N with the discrete topology. Lastly, recall the definition of clv(G)
from Section 2.1.
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Definition B.3 (Canonical space of representative graphs). We equip the canonical space
Ĝ∗[Z,Z] of rooted [Z,Z]-graphs

Ĝ∗[Z,Z] := {[Z,Z]-graphs G = (V,E, o, ϑ, ϑ) s.t. V ⊆ N}, (B.1)

with the following notion of convergence: Gn → G in Ĝ∗[Z,Z] if and only if

1. limn→∞ Vn = V ;

2. limn→∞En = E;

3. limn→∞ on = o;

4. limn→∞ ϑ
n

e1{e∈En} = ϑe for all e ∈ E;

5. limn→∞ ϑnv1{v∈Vn} = ϑv for all v ∈ V ;

6. limn→∞
[
max{u ∈ clv(Gn)}1{v∈Vn}

]
= max{u ∈ clv(G)} for each v ∈ V .

For G,G′ ∈ Ĝ∗[Z,Z], notions such as graph distance dG(·, ·), truncations Bm(G), sets of
isomorphisms I(G,G′) and isomorphism classes 〈G〉 are all defined as in Sections 2.1
and 2.4.

Remark B.4 (Definition B.3.6). Given a convergent sequence of marked graphs Gn → G

in Ĝ∗[Z,Z], condition 6 in Definition B.3 is necessary to ensure that 〈Gn〉 → 〈G〉 in
G∗[Z,Z]. See [20, Remark B.4] for an explicit counterexample, which is constructed by
allowing the vertex label of a neighbor of the root to diverge to infinity.

In order to apply Theorem B.2 to find measurable representatives of isomorphism
classes, it is necessary to prove that the space Ĝ∗[Z,Z] is Polish. This can be done

by constructing an explicit homeomorphism between Ĝ∗[Z,Z] and the space R :=(
N×Z� × (Z�)

N
)N ×N equipped with the product topology, which is Polish. We simply

state the result here and omit the details of the proof, referring instead to [20, Appendix
B.1].

Lemma B.5. The space Ĝ∗[Z,Z] is Polish.

Next, in Lemma B.6 below, we show that the map G 7→ 〈G〉 is continuous and its

set-valued inverse map 〈G〉 7→ {G ∈ Ĝ∗[Z,Z] : G ∈ 〈G〉} is lower semicontinuous in the
sense of [4, Definition 1.4.2].

Lemma B.6 (Equivalence with the local topology). If Gn → G in Ĝ∗[Z,Z], then the
isomorphism classes also converge locally, that is, 〈Gn〉 → 〈G〉 in G∗[Z,Z]. Moreover,
given the limit 〈Gn〉 → 〈G〉 in G∗[Z,Z] and any representative G ∈ 〈G〉 such that

G ∈ Ĝ∗[Z,Z], there exists a sequence of representatives Gn ∈ 〈Gn〉, n ∈ N, such that

Gn → G in Ĝ∗[Z,Z]. In other words, the correspondence G∗[Z,Z] 3 〈G〉 7→ {G ∈
Ĝ∗[Z,Z] : G ∈ 〈G〉} is lower semicontinuous.

Proof. The proof of the first assertion follows by directly verifying the conditions of
local convergence in Definition 2.1 using the properties of convergence in Definition
B.3. We omit the details. To prove the second statement, first consider the case
when the representative G ∈ 〈G〉 has a vertex set that is canonical in the sense that
V = {1, . . . , |V |} where we interpret {1, . . . ,∞} as N. It is easy to see that one can always

choose representatives G′
n = (V ′

n, E
′
n, o

′
n, ϑ

′,n
, ϑ′,n) of 〈Gn〉, n ∈ N, such that

V ′
n = {1, . . . , |V ′

n|} for n ∈ N. (B.2)
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Then by Definition 2.1, for each m ∈ N0, there exist nm < ∞ and a collection of
isomorphisms ϕn,m ∈ I(Bm([G∗]), Bm([G′

n,∗])), m ∈ N0, n > nm, such that for each
m ∈ N, the inclusions v ∈ Bm(G) and e ∈ EBm(G) imply

lim
n→∞
n>nm

dZ(ϑ
′,n
ϕn,m(e), ϑe) = 0 and lim

n→∞
n>nm

dZ(ϑ
′,n
ϕn,m(v), ϑv) = 0. (B.3)

Hence, there exists a sequence of non-decreasing integers Mn, n ∈ N, converging to
infinity such that for each n ∈ N, the inclusions v ∈ BMn

(G) and e ∈ EBMn (G) imply

dZ(ϑ
′,n
ϕn,Mn (v), ϑv) < 2−Mn and dZ(ϑ

′,n
ϕn,Mn (e), ϑe) < 2−Mn when Mn > 0. Set ϕn := ϕn,Mn ,

and for each n ∈ N, define ϕn : N→ N by

ϕn(v) =

{
ϕn(v) if v ∈ BMn(G),

wnv otherwise,

where if v is the kth smallest element of N \BMn
(G), then wnv is the kth smallest element

of N \BMn
(G′

n). Now for each n ∈ N, define

Gn := (Vn, En, on, ϑ
n
, ϑn) :=

(
ϕ−1
n (V ′

n), ϕ
−1
n (E′

n), ϕ
−1
n (o′n), (ϑ

′,n
ϕn(e)

)e∈En
, (ϑ′,nϕn(v)

)v∈Vn

)
.

Then, by direct verification of the conditions in Definition B.3, it is straightforward to
show that Gn → G in Ĝ∗[Z,Z].

We finish the proof of the second assertion by considering the general case in which
G is an arbitrary representative of 〈G〉 with no restriction on the vertex set. In this case,

there exists G′ := (V ′, E′, o′, ϑ
′
, ϑ′) ∼= G whose vertex set V ′ := VG′ is in canonical form.

Using the argument above, construct the sequence {G′
n} whose vertex sets V ′

n := VG′
n

are in canonical form and such that G′
n → G′ in Ĝ∗[Z,Z]. Given any isomorphism

ϕ ∈ I(G′, G), define

ϕ(v) :=

{
ϕ(v) if v ∈ VG′ ,

wv otherwise,

where if v is the kth smallest element of N \ V ′, then wv is the kth smallest element of
N \ V . Then ϕ : N→ N is a bijection, so for each n ∈ N,

Gn := ϕ(Gn) := (ϕ(V ′
n), ϕ(E

′
n), ϕ(o

′
n), (ϑ

′n

ϕ−1(e))e∈ϕ(E′
n)
, (ϑ

′n
ϕ−1(v))v∈ϕ(V ′

n)
),

is isomorphic to G′
n and Gn → G. Thus, the correspondence 〈G〉 7→ {G′ ∈ Ĝ∗[Z,Z] : G′ ∈

〈G〉} is lower semicontinuous by [4, Definition 1.4.2].

B.2 Existence of measurable selections

The goal of this section is to establish Lemmas 6.2 and 6.6. We begin this section
by showing that every random isomorphism class of rooted graphs has a measurable
random representative.

Lemma B.7 (Measurable selection of representative graphs). Given any G∗[Z,Z]-random
element 〈G〉, there exists a σ(〈G〉)-measurable representative [Z,Z]-random graph G in

Ĝ∗[Z,Z].

Proof. For every 〈H〉 ∈ G∗[Z,Z], define

Ψ∗(〈H〉) := {H ′ ∈ Ĝ∗[Z,Z] : H ′ ∈ 〈H〉}. (B.4)

Then the set Ψ∗(〈H〉) is non-empty since it contains H and is also closed due to the con-
tinuity of the map H 7→ 〈H〉 established in Lemma B.6. Thus Ψ∗ maps any isomorphism
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class in G∗[Z,Z] to the closed set in clo(Ĝ∗[Z,Z]) that contains all graphs in Ĝ∗[Z,Z] that
lie in that isomorphism class. Given the G∗[Z,Z]-random element 〈G〉, we first argue that
to prove the lemma it suffices to prove the claim that for every open set U ⊆ Ĝ∗[Z,Z],
the following set is open in G∗[Z,Z]:

ΛU∗ := {〈H〉 ∈ G∗[Z,Z] : Ψ∗(〈H〉) ∩ U 6= ∅} =
⋃
H∈U

{〈H〉}.

Indeed, since 〈G〉 is a G∗[Z,Z]-random element, the claim implies that ψ∗(〈G〉) is a

non-empty σ(〈G〉)-random closed subset of Ĝ∗[Z,Z] in the sense of Definition B.1, and

the lemma follows on applying Theorem B.2 with Z ′ = Ĝ∗[Z,Z], F = ψ∗(〈G〉), and
F = σ(〈G〉).

We now turn to the proof of the claim. If U is empty then so is ΛU∗ . Now, fix

U ⊆ Ĝ∗[Z,Z] non-empty. Then ΛU∗ is trivially non-empty as well. For 〈H〉 ∈ ΛU∗ , suppose
there exists a sequence {〈Hn〉}n∈N of (deterministic) elements of G∗[Z,Z] converging to
〈H〉. Select H ′ ∈ Ψ∗(〈H〉) ∩ U (which is non-empty since ΛU∗ 6= ∅). By Lemma B.6, there
exists a sequence of representative graphs H ′

n ∈ 〈Hn〉, n ∈ N, that converges to H ′ in
Z ′. Because H ′ ∈ U and U is open, H ′

n ∈ U for all but finitely many n. By the definition
of ΛU∗ , this implies 〈Hn〉 ∈ ΛU∗ for all but finitely many n. Because this is true for any
sequence converging to an element in ΛU∗ , and because G∗[Z,Z] is a Polish space (in
which convergence is equivalent to sequential convergence) ΛU∗ is open. This concludes
the proof.

Remark B.8 (A Polish space of maps). For W1,W2 ⊆ N, let W(W1,W2) be the space
of mappings from W1 to W2, and define W :=

⋃
W1,W2⊆NW(W1,W2). Then any map

f ∈ W(W1,W2) ⊂ W can be embedded in NN0 (equipped with the discrete product
topology) via the bijective map

β(f) := (βn(f))n∈N where

{
f(n) if n ∈W1,

0 otherwise.
for f ∈ W(W1,W2). (B.5)

We equip W with the topology induced by β; that is, we define a subset U ⊆ W to
be open if and only if β(U) ⊆ NN0 is open. With this definition, β is automatically a
homeomorphism, and W is a Polish space. We now apply Theorem B.2 to select the
isomorphisms in Lemma 6.2 in a measurable manner.

Applying Theorem B.2, it is possible to establish Lemma B.9, which shows that the
isomorphisms in Lemma 6.2 can be chosen in a measurable manner, and Lemma B.10,
which shows that driving maps on different random graphs can be constructed so as to
be consistent with random isomorphisms between those graphs. The latter property is
used to construct the driving noise in Lemma 6.6 in a measurable manner.

Lemma B.9 (Measurable selection of isomorphisms). Fix a probability space (Ω,F ,P)
that supports finite, F -measurable Ĝ∗[Z,Z]-random elements Gi, i = 1, 2, that satisfy
P(G1

∼= G2) > 0. Then given any F -random closed subset A of W such that A is a
non-empty subset of I(G1, G2) on the event {G1

∼= G2}, there exists an F -measurable
map ϕ ∈ W(V1, V2) such that ϕ ∈ A on the event {G1

∼= G2}.

Proof. Given any F -random closed subset A of M such that A ⊆ I(G1, G2), consider the
set-valued mapping B(ω) := W(V1, V2) if G1 � G2 and B(ω) := A otherwise. Note that by
finiteness of G1 and G2, B is also finite because B ⊆ W(V1, V2), and thus B(ω) is closed
for all ω ∈ Ω. Let B = {β(f) : f ∈ B}, with β as in (B.5), and note that B(ω) is similarly
finite and therefore closed and non-empty for all ω ∈ Ω. We claim that B(ω) is weakly
F -measurable. That is, for every open U ⊆ NN0 , the set {B ∩ U 6= ∅} is F -measurable.
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If the claim holds, then B is a non-empty F -random closed subset, so by Theorem B.2
with Z ′ = NN0 and F = B, there exists an F -measurable random variable b such that
b(ω) ∈ B(ω) for every ω ∈ Ω. The lemma follows on setting ϕ = β−1(b).

To prove the claim, first note that the set {ω : G1
∼= G2} is F -measurable by assump-

tion. Moreover, fixing any open set U ⊆ NN0 , note that {G1
∼= G2} ∩ {B ∩U 6= ∅} = {G1

∼=
G2} ∩ {A ∩ β−1(U) 6= ∅}, and also that U ′ := β−1(U) ⊂ W is open since β is continuous.
Because A is an F -random closed subset, this implies {G1

∼= G2} ∩ {B ∩ U 6= ∅} is
F -measurable. Next, observe that {G1 � G2} ∩ {B ∩ U 6= ∅} = {G1 � G2} ∩ {W(V1, V2) ∩
β−1(U) 6= ∅} = {G1 � G2} ∩ {W(V1, V2) ∩ U ′ 6= ∅}. However, note that

{W(V1, V2) ∩ U ′ 6= ∅} =
⋃

finiteW1,W2⊂N
{Vi(ω) =Wi, i = 1, 2} ∩ {U ′ ∩W(W1,W2) 6= ∅},

which is a countable union of F -measurable sets since U ′ is open. Thus, {B ∩ U 6= ∅} is
F -measurable for every open U , and the claim follows.

The following lemma ensures driving maps on different graphs can be constructed
so as to be consistent with isomorphisms between those graphs, which is required in
Sections 6 and 7.

Lemma B.10 (Existence of consistent driving maps). Fix a probability space (Ω,F ,P)
that supports the F -measurable Ĝ∗[Z,Z]-random elements Gi, i = 1, 2. Let M be an
F -measurable random variable such that M(ω) ∈ {m ∈ N0 : Bm(G1(ω)) ∼= Bm(G2(ω))}
for every ω ∈ Ω. Then for any F -measurable isomorphism ϕ ∈ I(BM (G1), BM (G2)) and
F -measurable driving map ψ1 : V1 → N such that N \ ψ1(V1) is infinite, there exists an
F -measurable driving map ψ2 : V2 → N such that ψ1(v) = ψ2(ϕ(v)) for every v ∈ BM (G1)

and ψ1(G1) ∩ ψ2(G2 \BM (G2)) = ∅.

Proof. Fix an F -measurable random variable M and F -measurable isomorphism ϕ ∈
I(BM (G1), BM (G2)) as in the statement of the lemma. Let Z̃ := (NN0 )

2, equipped with
the product topology, and consider the Z̃-random element b = (b1, b2) with bi = (bi,k)k∈N
given, for i = 1, 2 and k ∈ N, by

bi,k =


0 if k /∈ Gi,

ψ1(k) if k ∈ VG1 ,

ψ1(ϕ
−1(k)) if k ∈ BM (G2) and i = 2,

α(k) if k ∈ V2 \BM (G2) and i = 2,

where α : N → N is an injection mapping each k to the kth smallest element of N \
ψ1(V1). Observe that α is well defined because N \ ψ1(V1) is infinite and is also an
F -measurable element of W because ψ1 is F -measurable. Thus, b is clearly also F -
measurable. Define ψi := β−1(bi), i = 1, 2, with β as in (B.5), and note that since β−1 is
Borel measurable, each ψi is also F -measurable. Because ψ1(V1) and α(N) are disjoint,
ψ2 is also injective and therefore a driving map. Furthermore, for each k ∈ BM (G1),
ψ1(k) = ψ1(ϕ

−1(ϕ(k))) = ψ2(ϕ(k)), and ψ1(G1) ⊆ ψ1(V1) and ψ2(G2 \ BM (G2)) ⊆ α(N),
so ψ1(G1) and ψ2(G2 \BM (G2)) are disjoint. This completes the proof.

We finish the appendix with proofs of Lemmas 6.2 and 6.6.

Proof of Lemma 6.2. The first assertion follows from Lemma B.7 and the fact that
σ(〈(Gn, ξ

n
)〉) ⊆ F̂ . For the second assertion, let {(Gn, ξn)}n∈N, (G, ξ) be any sequence of

measurable representatives satisfying Properties 1 and 2 of Definition 6.1. By Definition
2.1, the convergence of 〈(Gn, ξn)〉 to 〈(G, ξ)〉 in G∗[K,K×X ] implies that for everym ∈ N,
Bm([G∗]) ∼= Bm([Gn,∗]) for sufficiently large n. Since X is discrete, this further implies
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that there exists an a.s. finite random variable Nm such that Bm([G∗], ξ) ∼= Bm([Gn,∗], ξ
n)

for all n ≥ Nm and Nm is F̂ -measurable. Then for any ϕ ∈ W, define the following
random variable:

Ψn,m(ϕ) :=

{∑
v∈Bm(G) dK(κ

n
ϕ(v), κv) +

∑
e∈EBm(G)

dK(κ
n
ϕ(e), κe) if ϕ ∈ In,m,

∞ otherwise,

where In,m := I(Bm([G∗], ξ), Bm([Gn,∗], ξ
n)). Let MΨ

n,m = argminϕ∈WΨn,m(ϕ), where

we define MΨ
n,m to be empty if Ψn,m(ϕ) = ∞ for all ϕ ∈ W. On the F̂ -measurable set

{n ≥ Nm}, In,m is non-empty and finite, and so MΨ
n,m is also non-empty and finite. We

first show that to prove the following claim:

Key claim: MΨ
n,m is a F̂ -random closed subset of W that is non-empty on the event

{In,m 6= ∅}.

Deferring the proof of the claim, first note that given the claim, applying Lemma
B.9, with G1 = Bm([G∗], ξ), G2 = Bm([Gn,∗], ξ

n), and A = MΨ
n,m, there exists a sequence

of F̂ -measurable maps {ϕn,m}n,m∈N such that ϕn,m ∈ MΨ
n,m for every n,m ∈ N on the

event {n ≥ Nm}. Hence, by the definition of MΨ
n,m, the fact that ϕn,m ∈ In.m and by

Definition 2.1, for any m ∈ N,

lim
n→∞,n>Nm

min
ϕ∈In,m

Ψn,m(ϕ) = lim
n→∞,n>Nm

Ψn,m(ϕn,m) = 0.

This implies that for every m ∈ N there exists a F̂ -measurable integer N̂m such that
Ψn,m(ϕn,m) < 2−m for all n ≥ N̂m. Moreover, N̂m is non-decreasing and a.s. finite and

so Mn := max{m ∈ N : n ≥ N̂m} is F̂ -measurable and increases to infinity. Therefore,
property 3 of Definition 6.1 is satisfied. For each n ∈ N and m ≤ Mn, define ϕn,m :=

ϕn,Mn
|Bm(G). It follows that {ϕn,m}n∈N,m≤Mn is also an F̂ -measurable sequence and

satisfies property 4 of Definition 6.1. Furthermore, Properties 5 and 6 follow directly
from the fact that for v ∈ Bm(G) and e ∈ EBm(G),

max{dK(κnϕn,m(v), κv), dK(κ
n
ϕn,m(e), κe)) ≤ Ψn,Mn

(ϕn,Mn
) < 2−Mn → 0 as n→ ∞.

We now turn to the proof of the key claim. Fix n,m ∈ N. We first prove the following:

Sub-Claim 1: For each ϕ ∈ W, Ψn,m(ϕ) is F̂ -measurable.
Proof of Sub-Claim 1: Fix ϕ ∈ W. Define Aϕ

m := Am,1 ∩ Aϕ
m,2, where

Am,1 :=

{
(H1,H2) ∈ Ĝ∗[K,K ×X ]2 : max

i=1,2,v∈VHi

dHi
(o, v) ≤ m

}
,

Aϕ
m,2 :=

{
(H1,H2) ∈ Ĝ∗[K,K ×X ]2 : ϕ ∈ I(θ(H1), θ(H2))

}
,

with θ : Ĝ∗[K,K × X ] → Ĝ∗[1,X ] being the mapping that takes H =

(VH , EH , oH , κ
H , κH , ξH) ∈ Ĝ∗[K,K×X ] to (VH , EH , oH , ξ

H) ∈ Ĝ∗[1,X ], which is the rooted
representative graph H with only the X -valued vertex marks retained. Then consider
the mapping Θϕm : (Ĝ∗[K,K ×X ])2 → R+ ∪ {∞} given by

Θϕm(H1,H2) :=

{∑
v∈VH1

dK(κ
H2

ϕ(v), κ
H1
v ) +

∑
e∈EH1

dK(κ
H2

ϕ(e), κ
H1
e ) if (H1,H2) ∈ Aϕ

m,

∞ otherwise.
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Since Ψn,m(ϕ) = Θϕm(Bm(G, ξ), Bm(Gn, ξ
n)), to prove Sub-Claim 1, it suffices to show

the following:

Sub-Claim 2: The map Θϕm is continuous.
Proof of Sub-Claim 2: Fix ϕ ∈ W(W1,W2) and m ∈ N. If W1 is infinite, Θϕm ≡ ∞, and so
is trivially continuous. Next, suppose |W1| <∞. Then, since θ and H 7→ maxv∈VH

dH(o, v)

are continuous and {(H1,H2) ∈ (Ĝ∗[1,X ])2 : ϕ ∈ I(H1,H2)} is closed, it follows that Am,1

and Aϕ
m,2 are closed, so Aϕ

m is likewise closed. Let {(Hn
1 ,H

n
2 )}n∈N ⊆ Ĝ∗[K,K] ⊂ Aϕ

m be

any sequence that is convergent in Ĝ∗[K,K], and let (H∞
1 ,H∞

2 ) denote its limit. Then
(H∞

1 ,H∞
2 ) ∈ Aϕ

m since Aϕ
m is closed. Moreover, by conditions 1 and 2 of Definition B.3,

VHn
1
= VH∞

1
= W1 and EHn

1
= EH∞

1
for all sufficiently large n. Then the convergence

of Θϕm(Hn
1 ,H

n
2 ) to Θϕm(H∞

1 ,H∞
2 ) is an immediate consequence of the definition of Θϕm

and conditions 4 and 5 of Definition B.3. Lastly note that the map θ2 : (Ĝ∗[K,K ×X ])2 →
(Ĝ∗[1,X ])2 defined by θ2(H1,H2) := (θ(H1), θ(H1)) is continuous and that Aϕm = θ−1

2 (A
ϕ

m)

where A
ϕ ⊆ (Ĝ∗[1,X ])2 consists entirely of pairs of graphs with radius at most m.

However, it is easily verified by Definition B.3 that (since X is a discrete space) any finite
graph is an isolated point in Ĝ∗[1,X ], which implies that A

ϕ

m, and therefore Aϕm, must
also be open. Sub-Claim 2 then follows on noting that Θϕm is identically equal to infinity
and thus trivially continuous on the closed set (Aϕ

m)c.

Next, define Ψmin
n,m := minϕ∈W Ψn,m(ϕ) where Ψmin

n,m = ∞ when In,m = ∅. Then Ψmin
n,m

always exists because In,m is finite. Note that since |Bm(G)|+ |Bm(Gn)| <∞, it follows
that

Ψmin
n,m = min

ϕ∈W(W1,W2):
|W1|+|W2|<∞

Ψn,m(ϕ),

is a minimum over a countable collection of F̂ -measurable random variables. Sub-Claim
1 then shows that Ψmin

n,m is also F̂ -measurable. For any open U ⊆ W,

{MΨ
n,m ∩ U 6= ∅} =

⋃
ϕ∈W(W1,W2)∩U :
|W1|+|W2|<∞

{Ψn,m(ϕ) = Ψmin
n,m} ∩ {Ψmin

n,m <∞}.

Since this is a countable union of F̂ -measurable sets, the key claim follows from Definition
B.1.

Proof of Lemma 6.6: Let {〈(Gn, ξn)〉}n∈N be a random sequence on (Ω̂, F̂ , P̂) that con-
verges a.s. to 〈(G, ξ)〉 in G∗[K,K]. By Lemma 6.2, there exists a rep-con sequence
({(Gn, ξn),Mn}n∈N, (G, ξ), {ϕn,m}n∈N,m≤Mn

) of ({〈(Gn, ξn)〉}n∈N, 〈(G, ξ)〉) defined on the

same probability space (Ω̂, F̂ , P̂). Let ψ be a F̂ -measurable driving map ψ : VG → N such
that N \ ψ(G) is infinite (e.g., consider the map ψ(k) = 2k). Then, invoking Properties 3
and 4 of Definition 6.1 and repeatedly applying Lemma B.10 withM =Mn, G1 = ([G∗], ξ),
G2 = ([Gn,∗], ξ

n), F = F̂ , ϕ = ϕn,Mn
, and ψ1 = ψ, for each n ∈ N we can construct a

F̂ -measurable driving map ψn : Gn → N such that for every m ≤ Mn and v ∈ Bm(G),
ψn(ϕn,m(v)) = ψ(v). Then extending the space (Ω̂, F̂ , P̂) to add a countable sequence
of i.i.d. Poisson processes {Nk}k∈N and using the driving maps ψn, n ∈ N, and ψ to
generate the respective F-driving noise (Gn,N

Gn), n ∈ N, and (G,NG) as in Definition
6.4, we obtain a consistent rep-con extension.
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C Verification of assumptions

C.1 Well-posedness under spatially heterogeneous dynamics

In this section, we extend our well-posedness results to spatially heterogeneous
dynamics as mentioned in Remark 4.5. Consider IPS with local jump rates that are
parameterized by jumps j ∈ J and graphs H whose vertex labels lie in N (one can
trivially replace N by any countable, deterministic set) rather than the slightly more
general space G̃∗,1 of rooted graphs of radius one considered in Section 3.1; see Remark

C.1 below for the reason for this restriction. Recalling the Polish spaces Ĝ∗ and Ĝ∗[K,K]

from Definition B.3, let Ĝ∗,1 := Ĝ∗ ∩ G̃∗,1 ⊂ Ĝ∗ be the space of rooted (unmarked) graphs
with vertex labels in N and with radius one. In this framework, we denote the local jump
rates as follows:

̂̄r := {̂̄rHj : R+ ×DVH ×KEH ×KVH → R+,H = (VH , EH , oH) ∈ Ĝ∗,1, j ∈ J }.

Then, just as in the homogeneous case, the jump rates rG are derived from the local
jump rates in a manner analogous to (3.1):

rG,vj (t, x) = ̂̄rHv

j (t, xHv , (κe)e∈EHv
, (κv)v∈VHv

), for all (t, x) ∈ R+ ×DVG , (C.1)

where Hv := (G[clv], v). Note that the jump rates rG are now only well defined for

G ∈ Ĝ∗[K,K], and the SDE (3.4) is likewise also only well defined when the initial data

(G, ξ) is a Ĝ∗[K,K × ξ]-random element.

Remark C.1 (Vertex labels). Considering only graphs with vertex labels in N is not
very restrictive in practice and is done for the purely technical reason of simplifying
measurability considerations. This restriction allows us to parameterize the dynamics of
particles by their labels in N, in which case the space Ĝ∗,1 is countable and discrete (all
points are isolated), and the local jump rates are trivially measurable as a function of
their inputs and the underlying graph that parameterizes them.

We now define the notion of quasi-regular local jump rates:

Definition C.2 (Quasi-regularity of local jump rates). Given j ∈ J , the family of local

jump rates ̂̄rHj : R+ × DVH × KEH × KVH → R+, H = (VH , EH , oH) ∈ Ĝ∗,1, is said to be

quasi-regular if for each H ∈ Ĝ∗,1, j ∈ J , and (κ, κ) ∈ KEH ×KVH , ̂̄rHj is Borel measurable

and the map (t, x) 7→ ̂̄rHj (t, x, κ, κ) is predictable in the sense that for every t > 0 and
x, y ∈ DVH ,

x(s) = y(s) for all s ∈ [0, t) ⇒ ̂̄rHj (t, x, κ, κ) = ̂̄rHj (t, y, κ, κ).

Definition C.2 only differs from Definition 3.1 in that the symmetry condition is
removed. Thus, we replace the standing assumption with the condition that the local
jump rates are quasi-regular.

Assumption C.3 (A weaker standing assumption). Given any G = (V,E, o, κ, κ) ∈
Ĝ∗[K,K], the jump rates rG for the IPS dynamics on the graph G satisfy (C.1) for local

jump rates ̂̄r = {̂̄rHj : R+ × DVH × KEH × KVH → R+}H=(VH ,EH ,oH)∈Ĝ∗,1
, j ∈ J , that are

quasi-regular in the sense of Definition C.2.

The definitions of weak/strong solutions to the SDE (3.4), and weak/strong well-
posedness of (3.4) are identical to those given in Definition 3.8 and Definition 3.11,
respectively, with the driving noises (G,NG) being a simple sub-collection of i.i.d. Poisson
processes, as specified in Remark 3.6.

We now introduce the analog of Assumption 1 in the spatially heterogeneous setting.
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Assumption 1̂ (Bounds on the heterogenous local jump rates). There exists a family
of constants C := {Ck,T }k∈N,T∈R+

⊂ (0,∞) with (k, T ) 7→ Ck,T being componentwise

non-decreasing such that for every H ∈ Ĝ∗ and T ∈ R+,

̂̄rHj (t, x, κ, κ) ≤ C|VH |,T , for all t ∈ [0, T ], x ∈ DVH , κ ∈ KEH
, κ ∈ KVH .

Recalling Remark 4.1, note that the assumption remains essentially unchanged, with
the only difference being that the (degree-dependent) bound on the local jump rates now
needs to hold uniformly only over the smaller set Ĝ∗ instead of over G̃∗,1.

Combined with (C.1), Assumption C.3 implies that the jump rate rG,vj may depend on
v arbitrarily with no need to respect graph isomorphisms as in the homogeneous case.
As noted in Remark 3.2, removal of the symmetry condition implies that the jump rates
do not necessarily satisfy the class property (3.2). Therefore, we now state the main
result of the section, noting that well-posedness is now framed as a property of a marked
graph rather than an isomorphism class as in Theorem 4.3.

Theorem C.4 (Strong well-posedness of heterogeneous IPS). Fix a complete, filtered
probability space (Ω,F ,F,P). Let (G, ξ) be an F0-measurable Ĝ∗[K,K × ξ]-random
element. If Assumption 1̂ holds for a family of constants C and G is a.s. finitely
dissociable with respect to C, then the SDE (3.4) is strongly well-posed for the initial
data (G, ξ).

Proof. Define the mapping ψ : Ĝ∗[K,K] → Ĝ∗[K,K ×N] as follows:

ψ((G, κ, κ)) := (G, κ, κ, w) where wv = v for v ∈ V.

We slightly abuse notation by defining ψ as in the display above for all choices of (K,K).

Note that for any H ∈ Ĝ∗[K,K], the marked graph ψ(H) has a trivial automorphism
group. The key steps of the proof are as follows. We first use this fact to construct from
the quasi-regular local jump rates ̂̄r, a collection of regular local jump rates r̄ (in the
sense of Definition 3.1) that act on marks that have been augmented by ψ. Next, we
consider an auxiliary SDE (3.4) with jump rates rψ(G) defined in terms of the local jump
rates r̄ via (3.1), and observe that this is strongly well-posed by Theorem 4.3. Then we
establish a one-to-one correspondence between weak solutions to the SDE (3.4) with
jump rates rG for the initial data (G, ξ), stated in the theorem, and weak solutions to the
auxiliary SDE with jump rates rψ(G) for the initial data ψ(G, ξ).

Step 1: Construction of regular local jump rates on an augmented graph. Fix H =

(VH , EH , oH) ∈ G̃∗,1 and (κ, κ, w) ∈ KEH × (K × N)VH . Then define ϕw : VH → N by
ϕw(v) = wv, and by some abuse of notation, define ϕw : EH → {{i, j} : i, j ∈ N} by
ϕw({u, v}) = {ϕw(u), ϕw(v)} for {u, v} ∈ EH , with the obvious definition for ϕw(A) when
A is a subset of VH or EH . Also, when ϕw is injective, we define

Hw := (ϕw(VH), ϕw(EH), ϕw(oH)). (C.2)

Observe that Hw is the unique element of Ĝ∗,1 such that ϕw ∈ I(H,Hw) or, in other
words, Hw is the unique graph that is isomorphic to H and has vertex labels in N that
are compatible with w in the sense made explicit by (C.2). Note that Hw may fail to be
well defined when ϕw is not injective, but we consider this case separately. Then for
(t, x) ∈ [0,∞)×DVH , and j ∈ J , define the auxiliary local jump rates

r̄Hj (t, x, κ, κ, w)

:=

{̂̄r[Hw]
j (t, (xϕ−1

w (v))v∈ϕw(VH), (κϕ−1
w (e))e∈ϕw(EH), (κϕ−1

w (v))v∈ϕw(VH)) if ϕw is injective,

0 otherwise.
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We now show that this auxiliary family of local jump rates satisfies the symmetry
property in Definition 3.1. Suppose that Ĥ ∼= H, and fix some ϕ̂ ∈ I(Ĥ,H). For w ∈ NVH

(chosen such that ϕw is injective), define

ŵv := wϕ̂(v) for all v ∈ VĤ . (C.3)

We claim that Hw = Ĥŵ, where Ĥŵ is defined as in (C.2), but with H and w replaced by
Ĥ and ŵ, respectively. To see why, note that for any v ∈ VĤ , by the definition of ϕŵ given
above, (C.3), and the choice of ϕ̂, ϕŵ(v) = ŵv = wϕ̂(v) = ϕw(ϕ̂(v)). Thus, we have shown

that ϕŵ = ϕw ◦ ϕ̂. Together with the definition of Ĥŵ from (C.2), this implies that

VHw
= ϕw(VH) = ϕw ◦ ϕ̂(ϕ̂−1(VH)) = ϕŵ(VĤ) = VĤŵ

.

Likewise, EHw
= EĤŵ

and oHw
= oĤŵ

, and so Hw = Ĥŵ as claimed.

Fix t > 0, j ∈ J , Ĥ ∼= H ∈ G̃∗,1, ϕ̂ ∈ I(Ĥ,H), and (x, κ, κ, w) ∈ DVH ×KEH ×(K×N)VH .

Again, define ŵ as in (C.3). If ϕw is injective, applying the definitions of r̄H and r̄Ĥ in the
first and last equalities, respectively, and using ϕ̂ ∈ I(Ĥ,H) and (Ĥŵ, ϕŵ) = (Hw, ϕw ◦ ϕ̂)
in the second and third equalities, respectively, we conclude that

r̄Hj (t,(xv)v∈VH
, (κe)e∈EH

, (κv, wv)v∈VH
)

= ̂̄r[Hw]
j (t, (xϕ−1

w (v))v∈ϕw(VH), (κϕ−1
w (e))e∈ϕw(EH), (κϕ−1

w (v))v∈ϕw(VH))

= ̂̄r[Hw]
j (t, (x(ϕw◦ϕ̂)−1(v))v∈ϕw◦ϕ̂(V

Ĥ
), (κ(ϕw◦ϕ̂)−1(e))e∈ϕw◦ϕ̂(E

Ĥ
), (κ(ϕw◦ϕ̂)−1(v))v∈ϕw◦ϕ̂(V

Ĥ
))

= ̂̄r[Ĥŵ]
j (t, (x(ϕŵ)−1(v))v∈ϕŵ(V

Ĥ
), (κ(ϕŵ)−1(e))e∈ϕŵ(E

Ĥ
), (κ(ϕŵ)−1(v))v∈ϕŵ(V

Ĥ
))

= r̄Ĥj (t, (xϕ̂(v))v∈VĤ
, (κϕ̂(e))e∈EĤ

, (κϕ̂(v), wϕ̂(v))v∈VĤ
),

where we make use of the fact that the map ϕw ◦ ϕ̂ : VĤ → N satisfies ϕw ◦ ϕ̂(v) = wϕ̂(v)
and is injective if and only if ϕw is injective. If ϕw is not injective, then

r̄Hj (t, (xv)v∈VH
, (κe)e∈EH

, (κv, wv)v∈VH
)

= 0 = r̄Ĥj (t, (xϕ̂(v))v∈VĤ
, (κϕ̂(e))e∈EĤ

, (κϕ̂(v), wϕ̂(v))v∈VĤ
).

Thus, r̄ = {r̄Hj }
H∈G̃∗,1,j∈J satisfies the symmetry condition of Definition 3.1. The

predictability condition follows directly from Assumption C.3. Thus, {r̄Hj }
H∈G̃∗,1,j∈J is a

family of regular local jump rates.

Step 2: Introducing an auxiliary SDE. Next, in terms of the specified Ĝ∗[K,K × ξ]

initial data (G, ξ) and the local jump rates r̄ defined above, we define the jump rates

rψ(G) = {rψ(G),v
j }v∈VG,j∈J via (3.1). Then we define the auxiliary SDE to be the SDE (3.4)

with jump rates rψ(G) in place of rG. Since G is a.s. finitely dissociable by assumption,
Definition 5.12 trivially ensures that the unmarked version [G] and hence, ψ(G), are
also a.s. finitely dissociable. Further, since ̂̄r satisfies Assumption 1̂, it follows from the
definition given above that r̄ satisfies Assumption 1. Thus, by Theorem 4.3, the auxiliary
SDE is strongly well-posed for the initial data 〈ψ(G, ξ)〉.

Step 3: Establishing a one-to-one correspondence. For G = (V,E, o, κ, κ, w), v ∈ VG,
j ∈ J , and (t, x) ∈ R+ × DVG , setting Hv := [G[clv]] = (VHv , EHv , v = oHv ), and using
first (3.1), then the definition of r̄ in Step 1 and the fact that ϕw is the identity map, and
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lastly (C.1), it follows that

r
ψ(G),v
j (t, x) = r̄H

v

j (t, (xu)u∈VHv , (κe)e∈EHv , (κu)u∈VHv , (u)u∈VHv )

= ̂̄rHv

j (t, (xu)u∈VHv , (κe)e∈EHv , (κu)u∈VHv )

= rG,vj (t, x).

It follows immediately from the equivalence above that a Ĝ∗[K,K ×D]-random element
(G,X) is an (F,NG)-weak solution to the SDE (3.4) (with jump rates rG) for the initial
data (G, ξ) if and only if ψ(G,X) is an (F,NG)-weak solution to the auxiliary SDE with
jump rates rψ(G) for the initial data ψ(G, ξ).

To conclude the proof, note that from step 2, we know that the auxiliary SDE is
strongly well-posed for the initial data 〈ψ(G, ξ)〉. Therefore, by Remark 3.14, it is
also strongly well-posed for the initial data ψ(G, ξ). The one-to-one correspondence
established in Step 3 then shows that the SDE (3.4) (with jump rates rG) is strongly
well-posed for the initial data (G, ξ). This concludes the proof.

C.2 Verification of assumptions for examples in Section 3.2

In this section, we verify conditions under which the examples in Section 3.2 satisfy
Assumptions 1 and 2.
Example 3.3: If there exist non-decreasing constants {Ck}k∈N such that
supx∈XVH |r̃Hj (x)| ≤ C|H| for all j ∈ J and H ∈ G̃∗,1, then Assumption 1 holds with
Ck,T := Ck. Moreover, Assumption 2 holds trivially for all initial data because the mark
spaces K = K = {1} are trivial. Note that in this case, the solution XG,ξ to the SDE (3.4)
with initial data (G, ξ) is a homogeneous Markov process.
Example 3.4: The jump rate is continuous with respect to the initial marks (κ, κ),
so Assumption 2 holds for all initial data. This model satisfies Assumption 1 when
(1) there exist deterministic constants κ∗ and κ∗ such that supv∈V κv ≤ κ∗ < ∞ and
supe∈E κe ≤ κ∗ <∞, and (2) the functions λ and ρ are bounded from above by respective

non-decreasing functions λ̂, ρ̂ : R+ → R+. Under these conditions, Ck,T = κ∗ρ̂(T ) + (k −
1)κ∗λ̂(T ) for all k ∈ N, T ∈ R+.
Example 3.5: Assumption 1 holds when the functions β and γ are bounded from above.
Note that in the Markov case, β ≡ λ and γ ≡ 1 are both constant. Finally, if both β and γ
are also continuous, then Assumption 2 holds for all initial data.
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