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Abstract

We consider random walks in i.i.d. elliptic random environments which are not
uniformly elliptic. We introduce a computable condition in dimension d = 2 and a
general condition valid for dimensions d ≥ 2 expressed in terms of the exit time
from a box, which ensure that local trapping would not inhibit a ballistic behavior
of the random walk. An important technical innovation related to our computable
condition, is the introduction of a geometrical point of view to classify the way in
which the random walk can become trapped, either in an edge, a wedge or a square.
Furthermore, we prove that the general condition we introduce is sharp.
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1 Introduction

Finding explicit computable criteria giving information about the long-time behavior
of a random walk in random i.i.d. environment on Zd for d ≥ 2 is a challenging problem
for which few partial results have been derived. A particular question of this kind, is
under what criteria can we ensure that the behavior of the random walk is ballistic (i.e.
with non-zero velocity). It is natural to expect that for dimensions d ≥ 2, a criteria which
would imply ballisticity should be directional transience. In the uniformly elliptic case, a
family of conditions which correspond to a priori strong forms of directional transience
and which do imply ballisticity, were introduced in a series of works including [11,12]
and [1]. These conditions are defined in terms of the velocity of decay of the exit
probability through the atypical side of the slab: condition (T ) (exponential decay)
and (T ′) (almost exponential decay), both introduced by Sznitman in [11,12], and the
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polynomial condition (P )M introduced by Berger, Drewitz and Ramírez in [1]. All of them
have been proven to be equivalent (see [1] and [6]). Condition (P )M can be verified for
some environments (see for example [5,8,13]), and it is of global nature, in the sense
that it should be verified in finite, but large boxes. As soon as the uniform ellipticity
condition is relaxed to just ellipticity, a new kind of phenomena appears, where local
traps corresponding to just a few edges could inhibit ballisticity even if the random walk
is directionally transient. A local trap here means that the walk in average takes an
infinite time to escape a region including just a few sites. In this case, the ballisticity
criteria (T ), should be complemented with an additional ellipticity condition which
inhibits the appearance of local traps produced by strong tails near degeneracy of the
elliptic environment. Condition (T ) together with this ellipticity condition has been
verified for some cases of the Dirichlet environment, thus for the ballistic behavior
(see [2]).

The first result of this article, Theorem 1.1, is the introduction of a computable
ellipticity condition in dimension d = 2 (condition (X)), in the sense that it can be
explicitly checked just knowing the law of the environment at a single site. This condition
is expressed in a geometrical way, in terms of the exit time from an edge, and a set of
extra conditions related to the exit time from a wedge and from a square, together with
a requirement involving correlations between the jump probabilities at a single site. We
show that condition (X) together with condition (P )M imply ballisticity.

A second result presented, Theorem 1.2, here is a general second condition (condition
(B)), valid for d ≥ 2, and expressed in terms of the expected exit time from a large box,
which also together with (P )M implies ballisiticity. We also show that condition (B) is
sharp, under condition (E)0 which controls the degeneracy of the environment. As a
third main result, see Theorem 1.4, we show a condition for ballisticity on Zd, which
depends only on the tails of the jump probabilities near zero.

1.1 Ballisticity for random walks in elliptic random environments

Let us introduce the random walk in random environment model (RWRE). Let U =

{e ∈ Zd : |e|1 = 1} and P = {p(e) : e ∈ U} be the set of probability vectors with
components in U . We will also use the notation {e1, e−1, . . . , ed, e−d} for the elements of

U , with the convention e−i = −ei, 1 ≤ i ≤ d. We define the environmental space Ω = PZd

and use the notation ω = (ω(x))x∈Zd ∈ Ω, with ω(x) = (ω(x, e))e∈U ∈ P. For ω fixed,
define the Markov chain (Xn)n≥0 with transition probabilities

Pω(Xn+1 = y + e|Xn = y) = ω(y, e) for all y ∈ Zd, e ∈ U.

We will call this Markov chain a random walk in the environment ω and denote by
Px,ω its law starting from x. Whenever ω is chosen according to some probability
measure P defined on the environmental space Ω, we call Px,ω the quenched law of
the RWRE starting from x. Similarly we call the semidirect product Px defined by
Px(A×B) =

∫
A
Px,ω(B)dP, the averaged or annealed law of the RWRE starting from x.

Throughout this article we will assume that (ω(x))x∈Zd are i.i.d. under P. We say that P
is uniformly elliptic if there is a constant κ > 0 such that P-a.s. we have that

ω(x, e) ≥ κ for all x ∈ Zd, e ∈ U,

while we say that P is elliptic if P-a.s. we have that

ω(x, e) > 0 for all x ∈ Zd, e ∈ U.

One of the mayor questions about the RWRE model is the relation between directional
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transience and ballisticity. Given a direction l ∈ Sd−1, we say that the random walk is
transient in direction l if a.s. we have that

lim
n→∞

Xn · l =∞.

We say that the random walk is ballistic in direction l if a.s.

lim inf
n→∞

Xn · l
n

> 0.

It is known that for P i.i.d. and elliptic, ballisiticty in a given direction implies a law of
large numbers

lim
n→∞

Xn

n
= v a.s.,

with v 6= 0. In dimension d = 1 it is known that for P i.i.d. and uniformly elliptic,
directional transience does not imply ballisticity (see for example Sznitman [14]). The
one-dimensional directionally transient examples which are not ballistic are produced by
laws of the environment which favor the presence of large (global) traps which slowdown
the movement of the walk and whose size increases as time goes to infinity. On the other
hand, it is expected that the cost of such traps in dimensions d ≥ 2 would be too high to
produce these examples, so that for P i.i.d. and uniformly elliptic, directional transience
would imply ballisticity. This is still an open question.

As a way to tackle this problem, some intermediate conditions which interpolate
between directional transience and ballisticity have been introduced. For l ∈ Zd, and
γ ∈ (0, 1], we say that condition (T )γ |l is satisfied if there is an open set O ⊂ Sd−1 such
that

1

Lγ
lim
L→∞

P0(XTU
L,l′
· l′ < 0) < 0,

where UL,l′ = {x ∈ Zd : −L ≤ x · l′ ≤ x} and TUL,l′ = min{n ≥ 0 : Xn /∈ UL,l′}. The case
γ = 1 is called condition (T )|l := (T )1|l. While we define condition (T ′)|l as the fulfillment
of (T )γ |l for all γ ∈ (0, 1). These condition where introduced by Sznitman in [12,13]. On
the other hand, given M ≥ 1, we say that the polynomial condition (P )M |l is satisfied if
there is an L0 such that

P0(XTU
L,l′
· l′ < 0) ≤ 1

LM
for all L ≥ L0.

This condition was defined in [1]. In the case of uniformly elliptic environments it was
shown in [12], [1] and [6], that conditions (T )γ for some γ ∈ (0, 1), (T ), (T ′) and (P )M
for M ≥ 15d+ 5, are equivalent, and that they imply ballistic behavior together with an
annealed and quenched central limit theorem. To extend these results to random walks
in elliptic (but not necessarily uniformly elliptic) environments, a minimal integrability
condition has to be assumed. This can be described as a good enough behavior of the
jump probabilities near 0. We say that condition (E)0 is satisfied if for all e ∈ U there
exist η(e) > 0 such that

E
[
ω(0, e)−η(e)

]
<∞. (1.1)

Under (E)0, the equivalence between (T )γ for γ ∈ (0, 1), (T ′) and (PM ) for M ≥ 15d+ 5,
was proven in [3]. Let β > 0. We say that the law of the environment satisfies the
ellipticity condition (E′)β if there exists an {α(e) : e ∈ U} ∈ (0,∞)2d such that

2
∑
e′

α(e′)−max
e∈U

(α(e) + α(−e)) > β
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and for every e ∈ U

E

[∏
e

ω(0, e)−α(e)

]
<∞.

In [3] and [2] it was proved that whenever d ≥ 2 and condition (P )M for M ≥ 15d + 5

together with (E′)1 are satisfied, then the random walk is ballistic. Condition (E′)1 of
this result is a sharp ellipticity condition for ballisticity for random walks in Dirichlet
environments [9, 10]. It can actually be shown that whenever the law of the jump
probabilities at a single site is asymptotically independent at small values, it is also
a sharp condition. Nevertheless, as explained in [4], condition (E′)1 is not a sharp
condition in general. There, the authors present a condition expressed in terms if the
exit time from a hypercube of the random walk. We define a hypercube located at x ∈ Zd
as

Hx :=

{
x+

d∑
i=1

εiei, εi = 0 or 1 for all 1 ≤ i ≤ d

}
.

We say that condition (C)1 is satisfied if

max
y∈Hx

Ey [THx ] <∞,

where for any subset A ⊂ Zd, TA denotes the exit time from A, which is defined as the
first time index when the walk X does not belong to A. It was shown in [4] that if (C)1 is
not satisfied the random walk is not ballistic. The following is an open question:

Does (C)1 together with (P )M for M ≥ 15d+ 5 imply ballisiticity?
An ellipticity condition which is more general that (E′)1, denoted by (K)1, was

defined in [4], where they showed that (K)1 together with (P )M for M ≥ 15d + 5

implies ballisticity. In this article we will introduce a computable ellipticity condition in
dimension d = 2 and a simple general dimension condition, similar in spirit to condition
(C)1, which also imply ballistic behavior.

1.2 Main results

Our main result will be stated for random walks in dimensions d = 2, providing a
computable criteria for ballistic behavior. To state it we will introduce a condition which
quantifies the singularities at a site involving two or three directions simultaneously. In
order to preserve the visual appeal in some arguments we will make use of diagrams
instead of letters i and j to denote those directions. For instance, diagram ⊥ represents
directions e−1, e1 and e2. Under such convention we define

Qx := max{ω(0, e1), ω(0, e2)}, Q⊥ := max{ω(0, e1), ω(0, e−1), ω(0, e2)} (1.2)

and define similar quantities for all the corresponding multiple of 90 degree rotations.
We also use the following type of shorthand notation

{max{`} =↓} =

{
arg max

i∈{−2,1,2}
ω(0, ei) = e−2

}
.

Our condition requires negative moments of the above defined set of random variables
and is stated as follows. We say that an i.i.d. law P on Ω in dimension d = 2 satisfies
condition (X)a if there exist αy, β` (and all multiples of 90 degree rotations of y and `),
such that ∫

Ω

Q−β`` dP <∞;

∫
Ω

Q−αy
y dP <∞, (1.3)
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for all multiples of 90 degree rotations of y and `,

∫
Ω

Q−β⊥` Q
−αp

p
1{max{`}=↑}dP <∞;

∫
Ω

Q−β>` Q
−αx

x 1{max{`}=↓}dP <∞;∫
Ω

Q
−αy

y Q
−αx

x dP <∞,
(1.4)

for all multiples of 90 degree rotations of p,` and ↑, where all the diagrams are rotated
together. It might be instructive to point out that the subscript of β and Q are not the
same, indeed. Additionally, we require that

βa + β` > a (1.5)

αp + β⊥ + βa > a (1.6)

αp + αq + αy + αx > a (1.7)

including all the multiple of 90 degree rotations of (1.5) and (1.6), where again the
rotation of the diagrams is done simultaneously.

We can now state the main result of this article.

Theorem 1.1. Consider an RWRE in Z2 whose environment satisfies conditions (E)0,

(X)1 and (P )`M for some M > 35 and ` ∈ S1. Then, the walk is ballistic in direction `,
that is P0-almost surely

lim
n→∞

Xn

n
= v, where v · ` > 0.

Conditions (E)0 and (X)1 depend only on the distribution of a single site. Moreover
they are computable in the sense that given the distribution on a fixed site, verifying
such conditions is a matter of computing integrals of positive functions over R. Also,
condition (X)1 has a geometrical interpretation. When a = 1, (1.5) together with the
first requirement of (1.3), implies that the random walk cannot become trapped on any
edge (see Figure 1.1).

Figure 1.1: Schematic of an edge and the transitions pointing out it.

On the other hand, intuitively we would expect that (1.6) together with (1.3) imply
that it cannot become trapped in any wedge (see Figure 1.2); while (1.7) with the
second requirement in (1.3) would imply that it cannot become trapped in a square (see
Figure 1.2).
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Transitions point out a wedge. Transitions pointing out a square.

Figure 1.2: Transitions on a wedge and square

Nevertheless, an important observation of this article, which will be shown in Section
2, is that it is possible to construct environments for which (1.3), (1.5), (1.6) and (1.7) are
satisfied, but nevertheless the random walk is trapped in some wedges or squares. This
is due to the behavior of the correlations of the jump probabilities at a single site. For
this reason, we require in our definition of condition (X)a also (1.4). In Section 2 we will
discuss in more detail condition (X)1 and explain the connection between relations (1.3)-
(1.7). The proof of Theorem 1.1 is based on this geometrical interpretation of our
conditions, through the use of the theory of flow networks.

Our second result valid in any dimension d ≥ 2 ensures ballisticity under the require-
ment that certain moments of the exit time from a box are finite. For any x ∈ Zd, we will
use the standard notation for the norm |x|1 = |x1|+ · · ·+ |xd|, |x|2 = (|x1|2 + · · ·+ |xd|2)1/2

and |x|∞ = max{|xi| : 1 ≤ i ≤ d} For any R ≥ 0, we define the box

BR = {x ∈ Zd : |x|∞ ≤ R}.
Let b > 0 and a > 0. We say a law P on the environmental space satisfies condition (B)ba
if there exist a pair of numbers R ≥ 0 and c > 0 such that

E0T
a+c
BR

<∞, (1.8)

and

R >
a(a+ c)

b · c
− 2. (1.9)

Singularities involving two orthogonal directions will play an important role through-
out the article. Recall the definition of η singularities given at (1.1) and define

η∗ := max
i,j∈{1,...,2d} and ei⊥ej

{ηi ∧ ηj}. (1.10)

To see why η∗ plays an important role in questions, write the singularities in decreasing
order ηj1 ≥ ηj2 ≥ ηj3 ≥ . . . ηj2d . And consider a situation in which we have j2 = −j1.
Heuristically, it is the value of η∗ = ηj3 that would tell us to what extent the random walk
is one dimensional: ηj3 close to zero means the transition probabilities are concentrated
on j1 and −j1,

Theorem 1.2. On Zd, d ≥ 2, consider an RWRE in an environment satisfying conditions
(E)0 and (P )`M for some M > 15d+ 5 and ` ∈ Sd−1. If additionally the environment also
satisfies (B)η∗1 then, the walk is ballistic in direction `. That is, P0-almost surely,

lim
n→∞

Xn

n
= v, where v · ` > 0.
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Roughly speaking, the above formal statement can be read in the following way:
under conditions (E)0 and (P )`M , if either the walk escapes a small ball really fast (which
corresponds to a small R and a large moment for TBR), or the walk escapes in a finite
mean time a ball with large radius, we do have ballistic behavior. How large the radius
has to be, is determined by the inequality (1.9).

Moreover, up to arbitrarily small ε, condition (B)η∗1 is sharp. Indeed, for any given
positive ε, by taking R large enough, condition (B)η∗1 becomes

E0[T 1+ε
BR

] <∞.

And this can be contrasted with the proposition below which gives zero speed behavior
under E0[TBR ] =∞.

Proposition 1.3. Consider an RWRE in an i.i.d elliptic environment. Also assume the
walk is transient in direction `, for some ` ∈ Sd−1. Then, if for some radius R

E0[TBR ] =∞

the walk has zero speed.

A useful consequence of Theorem 1.2 is the following.

Theorem 1.4. Consider an RWRE satisfying (E)0 and (P )m|l for some M > 15d+ 5 and
l ∈ Sd−1. Assume that η∗ > 1/2. Then the walk is ballistic.

Notice that the above theorem extends ballisiticity to a whole class of elliptic environ-
ments. It says that uniform ellipticity can be weakened and replaced by the conditions
(E)0 and η∗ > 1/2. That is, uniform ellipticity can be relaxed as long as we have good
enough behavior of the jump probabilities near zero on two orthogonal directions ej and
ek such that ω(0, ej)

−1 and ω(0, ek)−1 have light enough tails.
Condition (B)η∗1 is implied by the most general criteria for ballisticity for elliptic

random walks in random environment. Fribergh and Kious proved in [4] that under
conditions (E)0, (P )`M for M large enough and their condition (K)1 the walk has ballistic
behavior. At Section 4 we prove that condition (K)1 implies (B)η∗1 . As far as condition
(X)1 is concerned, we believe that comparing it to (K)1 is far from obvious, so for the
moment we cannot state whether one is stronger than the other or they are equivalent
conditions in Z2.

Under conditions which are stronger than those imposed in Theorems 1.1 and 1.2,
we can derive central limit theorems. We say that an annealed central limit theorem is
satisfied if

ε1/2
(
Xbε−1·c − bε−1·cv

)
converges in law under P0 as ε goes to 0 to a Brownian Motion with non-degenerate
deterministic covariance matrix. We say that a quenched central limit theorem is satisfied
if P-a.s.

ε1/2
(
X[ε−1·] − [ε−1·]v

)
converges in law under P0,ω as ε goes to 0 to a Brownian Motion with non-degenerate
deterministic covariance matrix. We have then the following annealed and quenched
central limit theorems.

Theorem 1.5. Consider an RWRE in Z2 whose environment satisfies conditions (E)0,

(X)2 and (P )`M for some M > 35 and ` ∈ S1. Then, both an annealed and a quenched
central limit theorem are satisfied.
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Theorem 1.6. On Zd, d ≥ 2, consider an RWRE in an environment satisfying conditions
(E)0, (P )`M for some M > 15d+ 5 and ` ∈ Sd−1 and (B)η∗2 . Then, both an annealed and a
quenched central limit theorem are satisfied.

We will continue with Section 2 where we will explain the meaning of condition (X)a
and the necessity of introducing the correlation assumption (1.4). In Section 3 we will
present the proof of theorems 1.1, 1.2, 1.5 and 1.6. In Section 4 we will present the
proof of Proposition 1.3 and a final discussion on the sharpness of our general condition
(B)η∗1 .

2 Local trapping and correlations

In this section we discuss in detail condition (X)1, more specifically (1.3) – (1.7),
together with the connection between singularities and local trapping. First let us explain
the meaning behind (1.3) together with relations given by (1.5)-(1.7). In what follows,
we will call the exponents β` and αy and the exponents corresponding to rotations which
are multiples of 90 degrees, the singularities of the corresponding edges.

The most basic trap for the walk is a single edge. If we want to avoid the walk to
be trapped on it we should expect that, for each vertex on the tips of the edge, the
transition probabilities pointing out of the edge have good tails, or in other words, have
large singularities. This is schematically illustrated in the Figure 1.1.

We could reason in a similar manner for other structures more complex than an edge,
such as wedges, horseshoes (which is pictured below) and squares. Thus, in general,
one could argue that the walk should be able to escape any finite structure as long as the
transitions of the ‘corners’ of this structure have good enough singularities, with ‘good
enough’ meaning that the sum of the singularities is greater than one. This is illustrated
by Figure 2.1 (see below) for a horseshoe format graph, and for a wedge and a square in
Figure 1.2.

Figure 2.1: Schematic of a horseshoe and the transitions pointing out it.

In light of the above discussion, relation (1.3) together with relations (1.5), (1.6)
and (1.7), in condition (X)1, prevent edges, wedges or squares whose transitions at the
‘corners’ have bad singularities. Notice that the case of a horseshoe is covered by the
square, that is, if the transitions of the corners of a square have good tails, then the
same holds for the transitions at the corners of a horseshoe. For this reason, condition
(X)1 does not include a relation covering specifically the singularities coming from a
horseshoe.

For the case of an edge e, in [3] the authors prove that E0 [Te] is finite if the singulari-
ties at the tip of the edge satisfy (1.5). However, the reasoning of relating escapability
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to the singularities at the ‘corners’ of a structure does not go much further. As we will
show latter, it is possible to construct an environment such that the singularities of the
‘corners’ of a wedge W sum more than one, but the walk does not escape it in finite
mean time, that is, E0[TW ] =∞.

The above discussion together with Proposition 2.2 below show that the finiteness of
E0[TS ] for some finite graph S other than a single edge hides correlations between the
transitions on the vertices in S. In other words, we can say that in general the finiteness
of E0[TS ] cannot be guaranteed by a condition involving only the singularities of the
transitions at the ‘corners’ of S. For this reason, we have relations (1.4), which should
capture the correlations hidden by E0[TS ] < ∞. Here we must point out one of the
advantages of condition (X)1. Even though Proposition 2.2 shows that E0[TS ] involves
correlations between the transitions on vertices in S, (X)1 is still a condition which is
verifiable by looking at the transitions of a single vertex.

The remainder of this section is devoted to formalize the above discussion, that is,
we construct an environment such that the singularities at the tips of edges, wedges and
square sum more than one, but the walk still gets trapped in a wedge/square. In order
to do that, consider the following densities

f(x) =

{
C1x

βa−1, for x ∈ (0, 1/8]

0, otherwise.
g(x) =

{
C2x

β⊥−1, for x ∈ (0, 1/8]

0, otherwise.
(2.1)

and

h(x) =

{
C3x

β`−1, for x ∈ (0, 1/8]

0, otherwise.
, (2.2)

where C1, C2, C3 are normalizing constants and βa, β⊥, β` are all strictly smaller than
one and satisfy the following relations

βa ≥ β⊥; βa + β` > 1;
βa
2

+ β⊥ + β` > 1;
βa
2

+
β⊥
2

+ β` < 1. (2.3)

A possible choice for the exponent above would be: fix ε ∈ (0, 1/6) and set

βa = β` =
1

2
+ ε; and

1

4
− 3ε

2
< β⊥ <

1

2
− 3ε.

Notice that this family of exponents satisfy (2.3). Now, consider the random variables ξ,
whose density is f , ζ whose density is g and χ whose density is h. We then construct our
environment in the following way: we consider the i.i.d sequences {ξx}x∈Z2 , {ζx}x∈Z2

and {χx}x∈Z2 together with an i.i.d sequence {Ux}x∈Z2 , where Ux ∼ Uni[0, 1]. We also
assume that these four sequences are mutually independent. Then, according to Ux we
assign one of the three types of transitions defined as follows:

A Type I transition ω at a vertex x ∈ Z2 is a transition such that

ω(x, e1) = 1− ξx − 2ξx; ω(x, e−1) = ω(x, e−2) = ξ2
x; ω(x, e2) = ξx.

Whereas as, a Type II is defined as

ω(x, e1) = ω(x, e−1) = ω(x, e2) = ζx; ω(x, e−2) = 1− 3ζx.

Finally, a Type III satisfies

ω(x, e1) = ω(x, e−2) = ω(x, e2) = χx; ω(x, e−1) = 1− 3χx.

The reader may visualize the above definition on Figure 2.2 below.
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Figure 2.2: From left to right, the three types of transitions: I, II and III.

Then, if Ux ≤ 1/3, we assign to x a type I transition, if 1/3 ≤ Ux ≤ 2/3 we assign to it
a type II, whereas if Ux ≥ 2/3 we assign a type III transition.

Regarding the environment above defined, our first result concerns its singularities.

Lemma 2.1. Consider a RWRE on Z2 with an i.i.d. environment distributed as defined
above. Then, it satisfies (1.3) and all relations given by (1.5)-(1.7). However, it does not
satisfies (1.4).

Proof. We begin with a technical comment. First observe that formally, condition (1.3) is
not satisfied for the β’s exponents in the definition of the densities f, g and h. However,
since (1.3) is satisfied whenever we choose an exponent arbitrarily close to βa, for
example, but smaller, we will abuse the notation by saying that βa is exactly the same βa
in the definition of f . We also do the same thing for all the other singularities.

Observe that since ξ, ζ and χ are all smaller than 1/8, the dashed directions illustrated
by Figure 2.2 have probability at least 5/8 to be crossed. This implies that if we consider
the max of three directions a, either one of the three has probability at least 5/8 to be
crossed, what happens when we have transitions of type II and III, or Qa is distributed
essentially as ξ, which implies that Qa has singularity βa. Arguing similarly we conclude
that Q⊥ has singularity β⊥, Q` has singularity β`. Moreover, using that βa > β⊥, we
also have that

β> =∞, αp = β`, αq =
βa
2
, αy = β⊥, αx = β⊥ ∧ β`. (2.4)

Notice that by (2.3) and the above relations, our singularities satisfies (1.5) and its 90
degree rotation, since β> =∞. In the case of relations (1.6) and its rotations, we do not
need to check the cases which include β>, since it is infinity. Thus, we are left to check

αq + β⊥ + β`
(2.4)
=

βa
2

+ β⊥ + β`
(2.3)
> 1,

and

αp + β⊥ + βa
(2.4)
= β` + β⊥ + βa

(2.3)
> 1.

For (1.7) we only have to check one condition since it is invariant under 90 degree
rotations

αp + αq + αy + αx
(2.4)
= β` +

βa
2

+ β⊥ + β⊥ ∧ β`
(2.3)
> 1,

which proves that the environment satisfies (1.3) and all relations given by (1.5)-(1.7).
Notice that we have just proven that the structures edges, wedges and squares have the
property that the sum of the singularities of the transition probabilities pointing out of
them is greater than one.

In order to prove that the environment does not satisfies (1.4), notice that one of the
requirement in such condition is given by∫

Ω

Q−β⊥a Q
−αq

q
1{max{a}=↑}dP <∞.
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Notice that the only transition type satisfying max{a} =↑ is the type I. Thus, using the
independence of U0 and ξ0 we have that∫

Ω

Q−β⊥a Q
−αq

q
1{max{a}=↑}dP =

1

3

∫
Ω

ξ−β⊥0 ξ
−2· βa2
0 dP =∞, (2.5)

since ξ has density f . However this is not enough to prove that the (X)1 is not satisfied.
Notice that condition (X)1 requires the existence of a set of numbers α’s and β’s
satisfying relations (1.3)-(1.7). At (2.5) we showed that we cannot satisfy all relations
required by (X)1 choosing the largest α’s and β’s. However we could try to choose
a new set α′’s and β′ with the property that for all directions α′ ≤ α and β′ ≤ β. In
the next lines we will show that is not possible to choose a set of α′’s and β′’s that
satisfies (1.3)-(1.7) under the additional constraint that

βa
2

+
β⊥
2

+ β` < 1. (2.6)

Notice that in order to satisfy (1.4), we must have

∞ >

∫
Ω

Q
−α′y
y Q

−α′x
x dP >

1

3

∫
Ω

ζ−α
′
yζ−α

′
xdP,

which implies that
α′y + α′x < β⊥.

Arguing in a similar manner we have that

∞ >

∫
Ω

Q
−α′y
y Q

−α′
q

q
dP >

1

3

∫
Ω

ξ−α
′
yξ−2α′

qdP,

which implies that
α′y + 2α′

q
< βa.

And using the exact same reasoning we also deduce that

α′x + α′
p
< β`.

Using the above inequalities on (2.6) leads us to

1 >
βa
2

+
β⊥
2

+ β` ≥
α′y + 2α′

q

2
+
α′y + α′x

2
+ α′x + α′

p
≥ α′y + α′

q
+ α′x + α′

p
,

which contradicts (1.7). Thus, under (2.6), we cannot choose exponents α′’s and β′’s in
order to satisfy α′ ≤ α, β′ ≤ β and (1.3)-(1.7) together with (2.6). So the environment
considered in the lemma does not satisfy (X)1.

Observe that by Lemma 2.1 in [3], the walk cannot be trapped in any edge. However,
it can be trapped in a wedge/square, as ensures the proposition below, where we write 0

for (0, 0) for the sake of simplicity.

Proposition 2.2 (Trapped in a wedge/square). Consider a RWRE on Z2 with an i.i.d. envi-
ronment distributed as defined above. Let W be the wedge defined by the vertices 0, (1, 0)

and (0, 1), then
E0 [TW ] =∞.

Proof. Let NW (0) denote the number of visits to 0 before leaving W . Clearly, we have
that TW ≥ NW (0). On the other hand, under the quenched measure P0,ω, NW (0) can
be written as 1 +Geo(P0,ω

[
TW < H+

0

]
), where Geo(p) is a geometric random variable of

parameter p and supported on {0, 1, 2, . . . }, and H+
0 is the first return time to 0.
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Now, let A be the event in which we assign to 0 a type I transition, to (0, 1) a type II
and to (1, 0) a type III transition. Formally,

A = {U0 ≤ 1/3, U(1,0) ≥ 2/3, 1/3 ≤ U(0,1) ≤ 2/3}.

Thus,
1AP0,ω

[
TW < H+

0

]
≤ 1A(2ξ2

0 + 3ξ0ζ(0,1) + 3χ(1,0)), (2.7)

which implies that

E0 [NW (0)] ≥ E
[

1

2ξ2
0 + 3ξ0ζ(0,1) + 3χ(1,0)

;A

]
=

1

9

∫
Ω

1

2ξ2
0 + 3ξ0ζ(0,1) + 3χ(1,0)

dP. (2.8)

Now, observe that for all u > 0,

P

(
1

2ξ2
0 + 3ξ0ζ(0,1) + 3χ(1,0)

> u

)
= P

(
2ξ2

0 + 3ξ0ζ(0,1) + 3χ(1,0) <
1

u

)
.

And by the independence of ξ0, ζ(0,1) and χ(1,0) we have that

P

(
2ξ2

0 + 3ξ0ζ(0,1) + 3χ(1,0) <
1

u

)
≥ P

(
2ξ2

0 <
1

3u
, 3ξ0ζ(0,1) <

1

3u
, 3χ(1,0) <

1

3u

)
= P

(
ξ0 <

1√
6u
, ξ0ζ(0,1) <

1

9u

)
P

(
χ(1,0) <

1

9u

)
.

(2.9)

Since χ(1,0) has density h, there exists a positive constant C ′3 such that

P

(
χ(1,0) <

1

9u

)
=

C ′3
uβ`

. (2.10)

On the other hand, using the independence of ξ0 and ζ(0,1) and that βa > β⊥, there exist
positive constants C1, C

′
1 and C ′2 such that

P

(
ξ0 <

1√
6u
, ξ0ζ(0,1) <

1

9u

)
= C1

∫ 1/
√

6u

0

P

(
ζ(0,1) <

1

9ux

)
xβa−1dx

= C ′1u
−β⊥

∫ 1/
√

6u

0

xβa−1−β⊥dx

= C ′2u
−β⊥ · u−(βa−β⊥)/2 =

C ′2
u(βa+β⊥)/2

.

(2.11)

Now, since the random variable 2ξ2
0 + 3ξ0ζ(0,1) + 3χ(1,0) is positive, it follows that∫

Ω

dP

2ξ2
0 + 3ξ0ζ(0,1) + 3χ(1,0)

=

∫ ∞
0

P

(
2ξ2

0 + 3ξ0ζ(0,1) + 3χ(1,0) <
1

u

)
du.

Then, by (2.8), plugging (2.10) and (2.11) into (2.9) and having the above identity in
mind, leads us to

E0 [NW (0)] ≥ 1

9

∫
Ω

dP

2ξ2
0 + 3ξ0ζ(0,1) + 3χ(1,0)

≥ C
∫ ∞

0

du

u(βa+β⊥)/2+β`
=∞,

since by (2.3) we have that (βa + β⊥)/2 + β` < 1, which proves the result.

3 Proof of Theorems 1.1, 1.2, 1.5 and 1.6

The first step towards the proof of Theorems 1.1, 1.2, 1.5 and 1.6, is to reduce the
proof to the task of obtaining good attainability estimates. Once this has been done, the
rest of the argument is to prove that the local conditions (E)0 and (B)η∗a imply that the
walk is capable of escaping growing regions of Zd fast enough.
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3.1 Attainability estimate

Here we make precise what is meant by an environment to have good attainability.
For any subset A ⊂ Zd, we define the exit time of A by

TA := inf{n ≥ 0 : Xn /∈ A}.

Furthermore, we define the hitting time of a set A

HA := inf{n ≥ 1 : Xn ∈ A}

and the return time to a set A

H+
A := inf{n ≥ 1 : Xn ∈ A}.

Definition 3.1 (b-good attainability). Let b > 0. We say a random environment on Zd

has b-good attainability and denote it by (A)b if there exists ε > 0 such that for all δ > 0

there exist a δ′ > 0 and u0 > 0 such that, for all u ≥ u0 we have that

P

(
max

y:|y|=δ′ log u
P0,ω

(
Hy < H+

0

)
≤ u−

b+2δ
b+ε

)
≤ 1

ub+δ
. (3.1)

Notice that the above condition is not local in nature, since it involves escaping a
ball whose radius is going to infinity. In what follows we recall the connection between
upper bound on the tail of the first regeneration time τ1 and (A)a. To do this we will
first define the concept of regeneration times. Let (Fn)n≥0 be the natural filtration of
the random walk, that is, Fn contains the trajectory of the walker up to time n without
any information about the environment, and (θn)n≥0 the canonical shift in (Zd)N. Let
l ∈ Sd−1 and a > 0. Define

T̄a = min{k ≥ 0 : Xk · l ≥ a}

and

D = min{m ≥ 0 : Xm · l < X0 · l}.

We now define two sequences of Fn-stopping times (Sn)n≥0 and (Dn)n≥0. Let S0 = 0,
R0 = X0 · l and D0 = 0. Now, define by induction in k ≥ 0,

Sk+1 = T̄Rk+1,

Dk+1 = D ◦ θSk+1
+ Sk+1,

Rk+1 = sup{Xi · l : 0 ≤ i ≤ Dk+1}.

Let

K = inf{n ≥ 0 : Sn <∞, Dn =∞}

with the convention that K = ∞ when {n : Sn < ∞, Dn = ∞} = ∅. We define the first
regeneration time by

τ1 = SK .

Observe that the bound provided in the theorem below is as good as the one given by
the attainability property. The following result, which corresponds to Proposition 5.1
of [4] (see also [3]), shows how an attainability estimate provides bounds on the tails of
the first regeneration time.
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Theorem 3.2 (Proposition 5.1 in [4]). Consider an RWRE satisfying in an environment
conditions (E)0, (A)b, (P )`M for some M > 15d+ 5, b > 0 and ` ∈ Sd−1. Then, there exist
δ > 0 and u0 > 0 such that for u ≥ u0,

P0 (τ1 > u) ≤ u−(b+δ).

A combination of the above result with Theorem 1.1 in [3], shows through the
following theorem, the key role played by attainability estimates to prove the law of
large numbers and central limit theorems.

Theorem 3.3. Consider an RWRE satisfying in an environment conditions (E)0 and
(P )`M for some M > 15d+ 5 and ` ∈ Sd−1. Then,

(a) if (A)1 is satisfied, there exist a deterministic v 6= 0 such that

lim
n→∞

Xn

n
= v.

(b) if (A)2 is satisfied, then the random walk satisfies both an annealed and a quenched
central limit theorem.

Proof. Just notice that in the case in which (A)1 is satisfied, then the first regeneration
time τ1 has finite first moment, which implies the law of large numbers. On the other
hand, when (A)2 holds, then τ1 has finite second moment, which gives us annealed and
quenched central limit theorems.

3.2 Proof of Theorems 1.2 and 1.6

In the light of Theorem 3.3, in order to prove Theorem 1.2 (resp. Theorem 1.6) it is
enough to show that under (E)0 and condition (B)η∗1 (resp. (B)η∗2 ) condition (A)1 (resp.
(A)2) holds. However, instead of proving it directly, we will take a step back and prove
a more general result. We will prove a-good attainability under (B)η∗1 and a general
condition (H) and then prove that (E)0 implies (H).

Before we define (H), we recall some standard notation. For each R > 0, we define

{0 −→ ∂BR} :=
{
TBR−1

< H+
0

}
, (3.2)

that is, the event that the walk hits ∂BR, the inner boundary of BR, before returning to
the origin. For a fixed ei in the canonical basis, write Vi for the following subspace of Zd

Vi :=< ei >
⊥, (3.3)

that is, the hyperplane orthogonal to ei. Also let{
0
Vi−→ ∂BR

}
:=
{
H∂BR < H+

0 ∧ TVi
}
, (3.4)

that is, the event in which the walk hits ∂BR before returning to the origin without
leaving Vi.
Definition 3.4 (Condition (H)). We say that an RWRE satisfies condition (H) if, for each
direction ei there exist positive constants Ci and η̃i, such that for all q ∈ [0, 1] and R ∈ N
one has that

P
(
P0,ω

(
0
Vi−→ ∂BR

)
≤ q
)
≤ qη̃iCRi . (3.5)

Notice that it is enough for an environment to have only 2 perpendicular good
directions in order to satisfy (H), in the sense that, it is enough to have two orthogonal
directions ei and ej and two positive constants η̃i and η̃j such that

E
[
ω(0, ei)

−η̃i
]
∨ E

[
ω(0, ej)

−η̃j
]
<∞.
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Hence, in order to satisfy the above condition, an environment does not need to satisfy
(E)0 or be elliptic.

Our next goal is to show how we can combine condition (H) with some moment
condition on TBR in order to guarantee good attainability. But before doing this, we will
need an intermediate step.

Lemma 3.5. Consider an RWRE on Zd satisfying condition (B)ba, for a ≥ 1 and b > 0.
Then, there exists a constant C depending on a, b, c and R (where R and c are the
constants in the definition of (B)ba so that R satisfies inequality (1.9) involving also to a, b
and c) such that for u ≥ 1

P
(
P0,ω (0→ ∂BR+1) ≤ u−1

)
= P

(
P0,ω

(
TBR < H+

0

)
≤ u−1

)
≤ Cu−a−c.

Proof. Let R and c in condition (B)ba be fixed and denote by NBR(0) the number of
returns to the origin before leaving BR. Observe that TBR is greater than NBR(0) almost
surely. Moreover, by the strong Markov property it follows that NBR(0) has the same law
as a geometric random variable of parameter P0,ω

(
TBR < H+

0

)
supported on {0, 1, . . . },

under the quenched measure P0,ω. Combining the above discussion with condition (B)ba
and Jensen’s inequality

E

(1− P0,ω

(
TBR < H+

0

)
P0,ω

(
TBR < H+

0

) )a+c
 = E

[
(E0,ωNBR(0))

a+c
]
≤ E0N

a+c
BR

(0) ≤ E0T
a+c
BR

<∞.

From the above inequality it follows that

E

[(
1

P0,ω(TBR<H
+
0 )

)a+c
]

= E

[(
1

P0,ω(TBR<H
+
0 )

)a+c

, P0,ω

(
TBR < H+

0

)
≤ 1/2

]

+E

[(
1

P0,ω(TBR<H
+
0 )

)a+c

, P0,ω

(
TBR < H+

0

)
> 1/2

]

≤ 2a+cE

[(
1−P0,ω(TBR<H

+
0 )

P0,ω(TBR<H
+
0 )

)a+c

, P0,ω

(
TBR < H+

0

)
≤ 1/2

]
+ 2a+c <∞,

which combined with Markov Inequality proves the lemma.

Now, recalling the definition of η̃i given at (3.5), we can prove the following proposi-
tion.

Proposition 3.6. Consider an RWRE on Zd satisfying condition (H). Additionally let
a ≥ 1 and b = min{η̃i : 1 ≤ i ≤ d} and assume that condition (B)ba is satisfied. Then, there
exist δ > 0 and ε > 0, such that

P

(
max

y∈∂Bδ log u

P0,ω

(
Hy < H+

0

)
≤ u−1

)
≤ u−a−ε, (3.6)

for all u sufficiently large. In words, under (H) and (B)ba, the walk has a-good attainability.

Before we prove the result, let us say some words about its statement and why it
is important. Firstly, let us show why it implies that under (H) and (B)ba, the walk has
a-good attainability. Let ε > 0 and δ0 > 0 be the constants given by Proposition 3.6
and δ > 0 a fixed number. Now, let u > 0 be large enough so that u(a+2δ)/(a+ε) ≥ u0,
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where u0 is given by Proposition 3.6 as well. Finally, put δ′ = δ0(a+ 2δ)/(a+ ε). Then, by
Proposition 3.6 we have that

P

(
max

y∈∂B
δ0 log u(a+2δ)/(a+ε)

P0,ω

(
Hy < H+

0

)
≤ u−(a+2δ)/(a+ε)

)
≤ u−a−2δ ≤ u−a−δ,

which is exactly the definition of a-good attainability, see Definition 3.1.

In words, the above proposition says that under (H), in order to guarantee that the
walk is capable of reaching distance δ log u with a high enough probability, it is enough
to analyze its behavior inside a ball of radius R. Observe that (1.9) gives some sort of
trade-off to check (1.8). If we want to check (1.8) for a small c, then we need to consider
a large radius R. On the other hand, if we want to obtain a condition verifiable on a
small box, then we must guarantee that the walk escapes this small box fast enough, i.e.
TBR has high P0-moments.

Proof. Let us explain the idea of the argument which is similar to some methods that
were already used in [3]. We first guarantee that with high probability, BR will be crossed
in all directions by good hyperplanes. In this case, good means that it will not be too
costly in terms of probability, for the walk to go through these hyperplanes. Then, (1.8)
guarantees that there exists a good path going from the origin to the boundary of BR+1.
Thus we can use this path to reach some good hyperplane that leads us to the boundary
of the larger box Bδ log u. The picture below is an illustration of the above strategy for
the case d = 2.

Figure 3.1: Good hyperplanes (strong lines) crossing the ball BR and a good path
(dashed) from o to ∂BR

Fix ei in the canonical basis. Observe that |Vi ∩ BR| = (2bRc+ 1)d−1. For two fixed
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numbers δ > 0 and δ′ > 0, we will say that a point of x ∈ Vi ∩BR+1 is (δ, δ′)-bad if

Px,ω

(
x
Vi−→ ∂Bδ log u(x)

)
≤ u−δ

′
.

The precise values of δ and δ′ will be chosen properly latter. We will also say that the
hyperplane Vi, see (3.3), is (δ, δ′)-bad if there is some x ∈ Vi ∩BR+1 which is (δ, δ′)-bad.
Thus, using the fact that the environment is i.i.d., condition (H) (see Definition 3.4) for
direction ei and a union bound, we have

P (Vi is bad ) ≤ (2(R+ 1))d−1P
(
P0,ω

(
0
Vi−→ ∂Bδ log u

)
≤ u−δ

′
)
≤ (2(R+ 1))d−1Cδ log u

i

uδ′η̃i
.

(3.7)
Finally, we say that direction ei, 1 ≤ i ≤ 2d, is (δ, δ′)-bad if Vi +mei is (δ, δ′)-bad for all
m ∈ {0, . . . , R+ 1}. Using again the fact that the environment is i.i.d. we see that

P (direction ei is bad ) = P

(
R+1⋂
m=0

{Vi +mei is bad}

)
= P (Vi is bad )

R+2
. (3.8)

Now observe, from Equation (3.7), that by setting

δ =
δ′

2
min
i
{η̃i} /max

i
{logCi}, (3.9)

we see that for any direction i

P (Vi is bad ) ≤ CR,d
uδ′mini{η̃i}/2

,

where CR,d is a positive constant depending on R and the dimension d only. Notice that
we tacitly assumed logCi is positive for all Ci in (3.9). This is possible because we can
assume Ci > 1, since this only makes (3.7) worse. Thus, returning to (3.8) and recalling
that b = mini η̃i, we have

P (direction ei is bad ) ≤
CR+2
R,d

uδ′b(R+2)/2
≤ 1

ua+ε′
, (3.10)

for some ε′, provided u is large enough and δ′b(R + 2)/2 > a and a ≥ 1. Now, condi-
tion (B)ba and Lemma 3.5 leads us to,

P

(
P0,ω (0→ ∂BR+1) ≤ 1

u1−c/K

)
≤ 1

u(1−c/K)(a+c)
=

1

ua+ε
(3.11)

whenever K > a+ c and u is large enough. Now, we choose some δ′ such that

a

b(R+ 2)
< δ′ <

c

a+ c
, (3.12)

and K such that a+ c < K < c/δ′. These choices of K and δ′ are possible due to (1.9).
Now, define the events

A1 := { all the 2d directions are (δ, δ′)− good}

and

A2 :=

{
P0,ω (0→ ∂BR+1) ≥ 1

u1−c/K

}
.

Note that
P
(
P0,ω

(
0→ ∂Bδ log(u)−R

)
≤ u−1, A1, A2

)
= 0, (3.13)
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since the probability of going from 0 to some good (affine) hyperplane is at least 1/u1−c/K

and the probability of going from the hyperplane to ∂Bδ log(u)−R is at least 1/uδ
′
, but

recall that we have chosen δ′ in such way that δ′ < c/K. Moreover, by (3.10) and (3.11)
we have

P (Ac1 ∪Ac2) ≤ 1

ua+ε′′
,

for large enough u and some positive ε′′. By intersecting {P0,ω

(
0→ ∂Bδ log(u)−R

)
≤ u−1}

with the event A1 ∩A2 and its complement Ac1 ∪Ac2 we prove the proposition.

The next lemma guarantees that (E0) implies (H).

Lemma 3.7. Consider a random environment on Zd satisfying condition (E)0. Then it
satisfies condition (H) in a way that mini η̃i ≥ η∗, where η∗ is defined in (1.10).

Proof. We want to prove that for each direction ei there exist positive constants Ci and η̃i
such that for all q ∈ [0, 1] and R ∈ N

P
(
P0,ω

(
0
Vi→ ∂BR

)
≤ q
)
≤ qη̃iCRi . (3.14)

Additionally, we also want that mini η̃i ≥ η∗. In this direction, observe that if em is
orthogonal to ei then we can go from 0 to ∂BR by taking R steps only in direction em.
Since we are under condition (E)0, by Markov inequality we have that

P

(
R−1∏
k=0

ω(kem, em) ≤ q

)
≤ qηmE

[
ω(0, em)−ηm

]R
.

However, in order to maximize the value of η̃i in (3.14) and to ensure that mini η̃i ≥ η∗,
we must choose the direction em properly. In order to do so, we will consider the worst
scenario for our choices which corresponds to that one whose two directions with largest
singularities are not perpendicular to each other.

Thus, suppose the two largest values among η1, . . . , η2d on condition (E)0 correspond
to directions j and −j. Let i0 be the direction (orthogonal to j and −j) such that ηi0 is the
third largest singularity. For a fixed direction i, we proceed as follows: if either i = −j
or i = j, we then have that ei0 ∈ Vi. Now, consider the line segment from 0 to ∂BR in the
direction ei0 . Then, Markov’s inequality and (E)0 yield

P
(
P0,ω

(
0
Vi−→ ∂BR

)
≤ q
)
≤ P

(
R−1∏
k=0

ω(kei0 , ei0) ≤ q

)
≤ qηi0E

[
ω(0, ei0)−ηi0

]R
<∞.

(3.15)
On the other hand, if j ∈ Vi, then we hit ∂BR going straight to it using direction ej and
repeat the above bound using ej . Thus, condition (H) is satisfied in a way that either
η̃i = ηj ≥ η∗ or η̃i = ηi0 = η∗, which proves the lemma.

Now we have all the results needed to prove the general positive speed criteria
(Theorem 1.2)and the central limit theorem (Theorem 1.6).

Proof of Theorems 1.2 and 1.6. The proof of both theorems is a matter of putting to-
gether the results we have developed so far. From Lemma 3.7 we have that under (E)0,
condition (H) is satisfied in a way that mini ηi ≥ η∗, where η∗ is the third largest singu-
larity given by (E)0. Moreover, under the hypothesis of Theorem 1.2, by Proposition 3.6
the walk has 1-good attainability. Thus, Theorems 3.2 and 3.3 imply ballisticity. On the
other hand, under the hypothesis of Theorem 1.6 we have 2-good attainability which is
enough to prove Theorem 1.6.
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We end this section showing how Theorem 1.2 implies Theorem 1.4

Proof of Theorem 1.4 . Observe when η∗ > 1/2 there exists c∗ > 0 such that

1 + c∗
η∗c∗

− 2 < 0.

Thus, choosing R = 0 and noticing that TB0 = 1, P0-a.s. it follows that condition

EoT
1+c∗
B0

<∞

is trivially satisfied. Applying Theorem 1.2 we prove the result.

3.3 Proof of Theorems 1.1 and 1.5

To prove the computable criteria theorem for Z2 we will use Theorems 1.2 and 1.6.
In light of both theorems, instead of proving that the walk escapes a growing region of
Z2 (that is, the attainability condition (A)a), we can reduce the work to prove that the
walk escapes fast enough a finite region, i.e., the ball BR.

In order to guarantee that a RWRE under (X)1 escapes any BR in finite mean time
we will introduce the concept of exit strategy, which will help us to bound the probability
of reaching ∂BR.

Since theses ideas rely on the language of flow networks, we will introduce the main
definitions and results about flows in the next subsection. Then, we will prove how,
in our context of RWRE, flows may be useful to bound paths probabilities on a finite
ball. In Section 3.3.1, we will review some results about flows on directed graphs. In
Section 3.3.2 we will show how the theory of flows can be used to obtain bound on
atypically small probabilities and define a random graph process on BR. Finally, in
Section 3.3.3, we will prove Theorem 1.1 by proving that there exist a random flow
having good properties supported on the graphs generated by our graph process.

3.3.1 Some results about flows on directed graphs

Our techniques to prove Theorems 1.1 and 1.5 rely on flows over directed graphs. For
this reason, we will introduce some definitions and important results on the subject here.
The reader can also consult the textbook [7] for more details.

A directed graph G = (V, E) is a graph whose edges have a direction. For an
edge e = (e−, e+) ∈ E , we call the vertex e− the tail of e and e+ the head of e. Thus the
edge e goes from e− to e+. Given a (un)directed graph G, we will denote its edge set
by E(G), or simply E when G is clear from the context.

Definition 3.8 (Flow). Consider a directed graph G = (V, E). A flow θ on G with source
A ⊂ V and sink Z ⊂ V on G is a nonnegative map θ : E → R+ satisfying the following
conditions,

1. For all x ∈ (A ∪ Z)c,

divθ(x) :=
∑

e∈E, e−=x

θ(e)−
∑

e∈E, e+=x

θ(e) = 0;

2. For all x ∈ A, divθ(x) ≥ 0;

3. For all x ∈ Z, divθ(x) ≤ 0.
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The strength of a flow θ is the total amount of flow going from the source to the sink
and will be denoted by

‖θ‖ :=
∑
x∈A

divθ(x). (3.16)

A non-degenerate flow from A to Z is a flow with source A and sink Z and ‖θ‖ > 0. If
we use the analogy that divθ(x), for a vertex x of a graph G, measures the difference
between the amount of water leaving the vertex x and the amount of water entering x, a
non-degenerate flow is a flow in which there is at least some positive amount of water
flowing from A to Z and this amount is given by ‖θ‖.

A unit flow is a flow of strength 1. A capacity function on a directed graph is a
function c : E(G)→ R+. A directed graph together with a capacity is called a network.
We will call a flow θ on a network G admissible if it satisfies θ(e) ≤ c(e) for all e ∈ E(G).
In words, θ is admissible if it does not exceed edges’ capacity.

In the context of RWRE, we let flows and capacities depend on the environment
configuration ω. Thus a random flow θ on Zd from A ⊂ Zd to Z ⊂ Zd is a function θ :

Ω × E(Zd) → R+ such that θ(ω, ·) is a flow on the graph (Zd,Ed) (where Ed are the
directed nearest neighbor edges of Zd) from A to Z for almost every ω. Under such
definitions, the strength of a random flow θ is a random variable on Ω. We similarly
define random capacity.

We call a subset Π of edges a cutset separating A from Z if all paths going from A to
Z use at least one edge in Π.

It will be useful for our purposes to construct flows satisfying some constrains. For
this purpose we will use the following generalized version of the classical Max-flow
Min-cut theorem.

Theorem 3.9 (Max-Flow Min-Cut Theorem, [7]). Let A and Z be disjoint sets of vertices
in a directed finite network G. The maximum strength of an admissible flow between A
and Z equals the minimum cutset sum of the capacities. In symbols,

max {‖θ‖; θ is an admissible flow from A to Zsatisfying ∀e 0 ≤ θ(e) ≤ c(e)}

= min

{∑
e∈Π

c(e),Π cutset separating A from Z

}
.

(3.17)

An important observation for our purposes is the one that an undirected G graph may
be transformed into a directed one by duplicating every edge of G and considering two
edges, one for each direction. We call the directed graph obtained from this operation
the directed version of G. Latter we will construct flows on the directed version of Z2 or
certain subgraphs of Z2.

3.3.2 Flows and probability of paths

In this part we will show how a flow can be used to bound the atypically small probabilities
of escaping a ball BR. Our main result in this part is Lemma 3.11, but before we state
and prove it, we will need additional terminology as well as an intermediate result.

It will be useful to our purposes to decompose a given (random) flow from 0 to ∂BR on
the directed version of BR, as a finite collection of directed self-avoiding weighted paths
going from 0 to ∂BR. The lemma below guarantees this decomposition and connects the
p-weights assigned to paths with the strength of a random flow. It states that the amount
of flow flowing from 0 to ∂BR is the sum of the p-weights over the directed paths from 0

to ∂BR.
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Lemma 3.10. For a fixed positive integer R, let θ be a (random) flow from 0 to ∂BR
supported on the directed version of BR such that ‖θ‖ > 0, P-almost surely. Then, we
can assign weights to directed paths from 0 to ∂BR in a way that∑

σ

pσ = ‖θ‖, P− a.s, (3.18)

where the summation runs over all the direct self-avoiding paths from 0 to ∂BR.

Proof. Given a flow θ, we can associate to a directed self-avoiding path σ from 0 to ∂BR
the following weight

p′θ,σ := min
e∈σ

θ(e). (3.19)

We will obtain our p-weights to satisfy Equation (3.18) from the p′-weights in an
inductive way. First choose a path σ0 such that p′θ,σ0

> 0, which exists due to the fact
that ‖θ‖ > 0 (which is true by hypothesis) and then we assign pσ = 0 for those paths σ
such that p′θ,σ = 0. Now, consider the new flow

θ0(e) = θ(e)− p′θ,σ0
1{e∈σ0},

for all edge e of the directed version of BR. If there is no other directed path from 0 to
∂BR whose p′-weight under θ0 is positive, then ‖θ0‖ = div(0) = 0, since we have removed
from θ the only path leading flow from 0 to ∂BR, and we set pσ0

:= p′θ,σ0
. However, if

there is another path σ1 such that p′θ0,σ1
> 0, then we set

pσ0
:= p′θ,σ0

; pσ1
:= p′θ0,σ1

,

and we consider a new flow

θ1(e) := θ(e)− pσ0
1{e∈σ0} − pσ1

1{e∈σ1},

for all edge e.
Repeating this procedure until we end up with a degenerate flow θk, that is ‖θk‖ = 0,

which allows us to write
θ(e) = θk(e) +

∑
σ

pσ1{e∈σ}, (3.20)

for all edge e. Finally, the above identity yields

‖θ‖ =
∑

e,e−=0

θ(e)−
∑

e,e+=0

θ(e)

= ‖θk‖+
∑

e,e−=0

∑
σ

pσδ{e∈σ} −
∑

e,e+=0

∑
σ

pσδ{e∈σ}

=
∑

e,e−=0

∑
σ

pσδ{e∈σ} =
∑
σ

pσδ{e∈σ},

(3.21)

since ‖θk‖ = 0 and all the directed paths σ from 0 to ∂BR do not contain any directed
edge returning to 0 but only leaving 0, which implies∑

e,e+=0

∑
σ

pσδ{e∈σ} = 0 and
∑

e,e−=0

∑
σ

pσδ{e∈σ} =
∑
σ

pσ,

which concludes the proof of the lemma.

We are now able to state and prove the connection between path probabilities and
flows.
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Lemma 3.11 (From flows to paths). For a fixed positive integer R, let θ be a (random)
flow from 0 to ∂BR supported on the directed version of BR. Then, for any q > 0

P

(
max
y∈∂BR

P0,ω

(
Hy < H+

0

)
≤ q
)
≤ P

 ∏
e∈E(BR)

ω(e)θ(e) ≤ q‖θ‖
 .

Proof. We begin by noticing that we may assume ‖θ‖ > 0, P-a.s. This is possible because
on the environments such that ‖θ‖ = 0, we have q‖θ‖ = 1 and then the result trivially
holds.

Since θ is a non-degenerate flow P-a.s., by Lemma 3.10, θ induces a set of paths from
0 to ∂BR with positive p-weights. On the other hand, given a path σ from 0 to ∂BR we
may associate a weight to it according to the transitions probabilities on BR. I.e.,

ωσ :=
∏
e∈σ

ω(e).

Observe that the following inequality holds

P

(
max
y∈∂BR

P0,ω

(
Hy < H+

0

)
≤ q
)
≤ P (ωσ ≤ q, ∀σ from 0 to ∂BR in θ) . (3.22)

Now, on the event ωσ ≤ q for all direct self-avoiding σ going from 0 to ∂BR we have by
Lemma 3.10 that ∏

σ

ωpσ/‖θ‖σ ≤
∏
σ

qpσ/‖θ‖ = q. (3.23)

By Equation (3.20), it follows that for a fixed edge e we have∑
σ, σ3e

pσ ≤ θ(e),

which combined with (3.23) gives us∏
e∈E(BR)

ω(e)‖θ‖
−1θ(e) ≤ q,

which by its turn can be combined with Equation (3.22) to lead us to

P

(
max
y∈∂BR

P0,ω

(
Hy < H+

0

)
≤ q
)
≤ P

 ∏
e∈E(BR)

ω(e)θ(e) ≤ q‖θ‖
 , (3.24)

proving the lemma.

3.3.3 The exit strategy

The next step towards proof of Theorem 1.1 is to construct an exit strategy for the
random walk from the ball BR. To construct this strategy, we will first need to construct
two auxiliary processes, which we will call the exploration processes, each one of which
choses a set of paths between 0 and the boundary ∂BR. We will then use the set of
vertices defined by the paths of both exploration processes to generate a subgraph GR
of BR for which we can control the path probabilities. This subgraph can be seen as a
simplification of BR but large enough to contain good paths from the origin 0 to ∂BR.

Now we can define the two exploration processes involved in the exit strategy. At
any given time, the exploration process is defined as a set of activated vertices, a set
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of deactivated vertices and an integer keeping track of the number of changes in the
strategy used by the exploration processes. Each exploration process will be denoted
by {Z(i)

t }t, with i = 1, 2. The state space of each one is P(Z2)2 ×N, where P(Z2) is the
power set of Z2, so that each at each time t we have

Z(i)
t := (A(i)

t ,D(i)
t , B

(i)
t ) ∈ P(Z2)2 ×N,

where A(i)
t stands for the activated vertices at time t and D(i)

t for the deactivated ones

in the i-th exploration process, whereas B(i)
t , which will become clear latter, stands

essentially for the number of changes in the strategy occurred during the i-th exploration
process. Each exploration process will evolve as a random subset of activated and
deactivated sites, so that at each time, new activated sites are added which are nearest
neighboring sites to the active sites, while some old active sites become deactivated. To
define this evolution precisely we need to define rules of activation of new sites which
we call activation rules. Below we describe each activation rule and then we will see
how the exploration processes use them.

Throughout all the definitions, we assume the activation rule will be performed from
a fixed vertex x which is active. Moreover, when a vertex becomes active, a new active
vertex will be attached to it later according to a certain rule which is a function of
the environment, and which we will call an activation rule or instruction which will be
denoted by I(x)1. The activation rule or instruction that is performed at each step will
depend on the environment. This is the list of possible activation rules from a vertex x,
where in all of them i, j, k ∈ {1, . . . , d,−1, . . . ,−d} are the indices of unit vectors ei, ej , ek:

• Forward rule to direction j. Activate vertex x + ej and I(x + ej) becomes the in-
struction “forward-j”.

• Orthogonal rule for i and j. In the case in which i and j are orthogonal directions,
activate vertex x+ ek, where

k := arg max{ω(x, x+ ei), ω(x, x+ ej)}. (3.25)

In case of tie, we simply choose k = min{i, j}. I(x+ ek) becomes the instruction
“orthogonal -(i, j)”

• First bifurcation rule of direction j. Activate the following vertices: x + ek1 and
x+ ek2 , where

k1 := arg max
k 6=−j

{ω(x, x+ ek)}; k2 := arg max
k/∈{−j,k1}

{ω(x, x+ ek)}. (3.26)

I(x + ek1) becomes the instruction “forward -k1” while I(x + ek2) becomes the
instruction “orthogonal-(j,−k1)”.

• Second bifurcation rule of direction j. Activate the following vertices: x+ ek1 and
x+ ek2 , where

k1 := arg max
k 6=−j

{ω(x, x+ ek)}; k2 := arg max
k/∈{−j,k1}

{ω(x, x+ ek)}. (3.27)

I(x+ ek1) becomes the instruction “orthogonal -(j, k1)” while I(x+ ek2) becomes
the instruction “orthogonal-(j,−k1)”.

1Latter, the instructions on I(x) will help us to decide which activation rule may be used on x.
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Now we define the initial conditions of both processes and then describe how they
evolve according to the activation rules (given an environment their evolution will be
independent, and they will only differ in their initial condition): for Z(1) we set its initial
condition as the one whose only activated site is 0, no deactivated sites and B(1)

0 = 0, so
that

Z(1)
0 = (A(1)

0 ,D(1)
0 , B

(1)
0 ) = ({0}, ∅, 0)

For Z(2), its initial condition will also be chosen as one having only one activated site,
no deactivated sites and B(2)

0 = 0. Nevertheless, its activated site will be chosen as the
nearest neighbor of 0 to which there is a highest probability of jumping from 0. To define
this, let

j∗ := arg max
k∈{−2,−1,1,2}

{ω(x, x+ ek)},

In case of tie, choose j∗ arbitrarily. We denote 0′ := ej∗ and set

Z(2)
0 = (A(2)

0 ,D(2)
0 , B

(2)
0 ) = ({0′}, ∅, 0).

We furthermore set I(0) as the instruction “forward-(−j∗)” and I(0′) as “forward-j∗”.
Let us now define the evolution of our processes. In the discussion below i = 1 or

i = 2. Suppose that at a given time n the i-th process is in state Z(i)
n . Order the sites of

Zd according to the lexicographic order and select x ∈ A(i)
n as the smallest site. We then

execute on x the update rule described below.

Update rule:

• Case 1: I(x) is the instruction “forward -j”. If

j ∈ arg max
k 6=−j

{ω(x, x+ ek)},

we activate site x+ ej if x+ ej /∈ ∂BR, so that we set

A(i)
n+1 = {(x+ ej)1{x+ej /∈∂BR}} ∪ A

(i)
n \{x},

where the notation
(x+ ej)1{x+ej /∈∂BR}

means that we add the element x + ej only if the condition under the indicator
function is satisfied. We also put

D(i)
n+1 = {x, (x+ ej)1{x+ej∈∂BR}} ∪ D

(i)
n .

We will say that in this case a new site was activated in the forward direction.

Otherwise, if

j /∈ arg max
k 6=−j

{ω(x, x+ ek)},

a bifurcation will be produced, so we either perform the first bifurcation rule if B(i)
n

mod 2 = 0 and otherwise the second one. Then we set B(i)
n+1 := B

(i)
n + 1 and

A(i)
n+1 = {(x+ ek1)1{x+ek1 /∈∂BR}, (x+ ek2)1{x+ek2 /∈∂BR}} ∪ An\{x}.

and
D(i)
n+1 = {x, (x+ ek1)1{x+ek1∈∂BR}, (x+ ek2)1{x+ek2∈∂BR}} ∪ D

(i)
n .
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We will say in this case that a bifurcation was produced.

In summary, if jumping to x+ ej has the largest probability among all directions
but −j, we take a step to direction j. Otherwise, we bifurcate activating the two
vertices with highest transition probabilities among all directions, expect −j.

• Case 2: I(x) is the instruction “orthogonal -(i, j)”. In this case, we apply the or-
thogonal rule and make the update to time n+ 1,

A(i)
n+1 = {(x+ ek∗)1{x+ek∗ /∈∂BR}} ∪ A

(i)
n \{x}

and

D(i)
n+1 = {x, (x+ ek∗)1{x+ek∗∈∂BR}} ∪ D

(i)
n ,

where k∗ is the direction given by the orthogonal-(i,j) rule.

We now run independently both exploration processes {Z(1)
t }t and {Z(2)

t }t until both
have stopped, which occurs when their set of activated vertices is empty. Both processes
stop with probability one since at each step we increase the distance from 0 (or 0′)
considering paths using activated or deactivated vertices.

Let τi denote the time {Z(i)
t }t stops. We let C(i)

R be the subgraph of BR whose vertex
set is

V (C(i)
R ) = D(i)

τi . (3.28)

We then construct the subgraph GR generated by the whole strategy:

V (GR) := D(1)
τ1 ∪ D

(2)
τ2 . (3.29)

We end this section dedicating a few lines to give some examples of the kind of graphs
the exit strategy may generate. All the figures represents C(1)

R . In Figures 3.2 and 3.3,
the strongest arrow means this was the direction selected by the update rule, whereas
the light gray arrows represents the other directions the rule had to check. In case of
the first picture in Figure 3.2, ej∗ = e−1 and the {Z(1)

t }t successfully applied the forward
rule to direction 1, R times in a row. Whereas, in the second picture of Figure 3.2, after
applying the forward rule a few times, the first bifurcation rule is applied on x∗. Thus we
activate two new vertices: one with an orthogonal instruction, which is followed until we
reach the boundary, and another vertex with a “forward-2” instruction. Then, the process
successfully apply the activation rule forward rule to direction 2, generating a up-path
from x∗ to the boundary of the box. Finally, in Figure 3.3 we have an example where the
process bifurcates twice. Notice that in each component the process bifurcates at most
two times, since in the second bifurcation, the activated vertices receives orthogonal
instructions, thus from them we keep applying the orthogonal rule.

3.3.4 Constructing random capacities on BR

As said before we want to guarantee the existence of a (random) flow by applying the the
Max-flow Min-cut Theorem stated in Theorem 3.9. Thus we need to construct a network
in BR. In order to do that, first we see BR as a directed graph. That is, each edge of BR
appears twice (one for each direction). Whereas the edges of GR appear only once and
in the direction they have been revealed by the exploration process. That is, if from x

(i)
n

we have activated x(i)
n + ej , then only (x

(i)
n , x

(i)
n + ej) belongs to the directed version of

GR.
Next we must give the directed edges of BR a capacity. This capacity function c

depends on the environment, since it will depend on the random graph GR. However, to
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Forward rule to direction 1 applied R times Bifurcation rule of direction 1 applied to x∗

Figure 3.2: Forward rule being applied in different situations

Figure 3.3: Two bifurcations x∗ and y∗

keep the notation compact, we will omit its dependence on the environment. Moreover
it will be supported on the directed edges of GR, that is

c �E(BR)\E(GR)= 0. (3.30)

Now, let us describe how we construct the capacity function c. For a given vertex x,
we will consider two cases: one that x belongs to a single component C(i)

R and another
one that x belongs to both components. Consider an edge (x, x+ ej) ∈ E(GR) such that x

belongs to a single component C(i)
R and such that no bifurcation rule has been performed
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on it, we assign the capacity

c((x, x+ ej)) =


βj , if I(x) = forward-j

αij , if I(x) = orthogonal-(i, j)

where the exponents βj and αij and the transition probabilities Q` and Qx have been
defined in Section 1.2. Notice that if (x, x+ ej) ∈ E(GR) and I(x) = forward-j it means
that

ω(x, x+ ej) = max
k 6=−j

ω(x, x+ ek),

which in turn implies that∫
ω(x,x+ej)=maxk 6=−j ω(x,x+ek)

ω(x, x+ ej)
−βjdP(ω) <∞. (3.31)

In this case we say ω(x, x+ ej) has a singularity of at least βj on the event {ω(x, x+ ej) =

maxk 6=−j ω(x, x+ ek)}. In what follows we will say that ω(x, x+ e) has a singularity of at
least α on the event A if the following holds∫

A

ω(x, x+ e)−αdP(ω) <∞.

Figure 3.4 illustrates this for the case j = 1. The same argument works when I(x) =

Figure 3.4: Assigning capacity β` = β1 to the edge (x, x+ e1) ∈ E(C(i)
R )

orthogonal-(i, j). In this case

ω(x, x+ ej) = max
k∈{i,j}

ω(x, x+ ek)

and then ω(x, x+ ej) has a singularity at least αi,j on the event

{ω(x, x+ ej) = max
k∈{i,j}

ω(x, x+ ek)}.

Notice that by construction, when x is a vertex in which a bifurcation rule has been
performed the instruction attached to x must be forward-` for some direction `. Then,
still considering the case in which the edge belongs to a single component, we assign
the following capacity to (x, x+ ej)

c((x, x+ ej)) =


βj , if ω(x, x+ ej) = maxk 6=−` ω(x, x+ ek);

α`j , otherwise.

(3.32)
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Figure 3.5 illustrates the two cases at once. When ` = 1, but the largest transition
probability among directions {−2, 1, 2} is at direction 2, we assign capacity β2 = β⊥.
And for the edge which has the largest probability transition among ` and −2 we assign
capacity α1,(−2) = αp.

Figure 3.5

When an edge belongs to both components, C(1)
R and C(2)

R , we assign the rule of
assignment which gives the largest capacity. That is, for an edge that belongs to both
components, the above procedure applied for each component gives us two possible
capacities for the edge, then we choose the largest one.

3.3.5 Constructing a random flow from 0− 0′ to ∂BR

Our objective in this section is to construct a flow on the network BR which has the
capacity constructed in the previous section. This flow will have the pair of vertices
{0, 0′} as source and ∂BR as sink. So, in order to simplify our notation, we will write
0 − 0′ instead of {0, 0′}. With that in mind, formally, the objective of this section is to
prove the following theorem.

Theorem 3.12 (Random flow from 0− 0′ to ∂BR). Let a > 0. Consider an i.i.d. random
environment satisfying condition (X)a. Then, for any radius R there exist ε > 0 and a
random flow θ from 0− 0′ to ∂BR such that

(i) ‖θ‖ ≥ a+ ε, P-almost surely;

(ii) θ(e) ≤ c(e) for all directed edges in E(BR), P-almost surely. Here c is the capacity
function constructed in Section 3.3.4

Proof. Given the relations (1.5)-(1.7) on condition (X)a, there exist small enough ε so
that all relations are still satisfied with a replaced by a+ ε.

Now, for a fixed environment ω we run our exploration process which gives us GR
and the correspondent capacity c. By the Max-flow Min-cut Theorem (Theorem 3.9) in
order to prove the existence of a flow from the source {0, 0′} to the sink ∂BR satisfying
(i) and (ii) we have to prove that

min{c(Π) : Π is a cutset } ≥ a+ ε, (3.33)

where the capacity of a set of edges is just

c(Π) =
∑
e∈Π

c(e).
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But observe that every cut set Π must contain edges of GR, otherwise we would have a
path from 0 (or 0′) to ∂BR with no edge in Π. Moreover, since we want to minimize the
capacity of cut sets, we must separate 0 − 0′ from ∂BR using edges with the smallest
capacity and using the smallest number of edges possible.

Moreover, by construction, all the edges whose capacity is positive must have a
capacity given by an exponent of either β-type or α-type. Also by the construction of
the exit strategy the capacity of Π is bounded from below by some combination of the
exponents covered by one of the inequalities (1.5)-(1.7). Thus, by the Max-flow Min-cut
theorem follows our result.

In the next lines, we will expand the above explanation. We first refer the reader to
Figures 3.2 and 3.3, which will serve as a guide to our explanation. We will also assume,
w.l.o.g., that 0′ = (−1, 0), that is, 0′ is at the left of 0. Thus the reader must picture C(1)

R

growing to the right, whereas C(2)
R is growing to the left. Moreover, it will be useful to

notice that β⊥ ≥ max{αy, αx}, with the same working for the all multiple of 90 degrees
rotations of it. The key is idea of this proof is to argue in terms of the total number of
bifurcations we see to generate GR.

Case 1: No bifurcation points. Notice that if the total number of bifurcations is zero,
then we only assigned capacities of type β. This means by our assumptions in the
previous paragraph, that to the edges of C(1)

R we assigned capacity β`, then to C(2)
R we

must have assigned capacity βa, which implies that the capacity of any cutset Π is
bounded from below by βa + β`, which is greater than a by (1.5).

Case 2: One bifurcation point. W.l.o.g., let’s assume that this bifurcation point belongs
to the first component (see second picture of Figure 3.2). If Π is a cutset containing an
edge e∗ in the possible path connecting 0 to the bifurcation point x∗, then we can ignore
the contribution of possible other edges in C(1)

R ∩Π, since all paths leaving 0 must use e∗
and we want to minimize the capacity of Π. In this case, we are led back to the Case
1, in which we have no bifurcation points, and in this case we already know that the
capacity of cutsets are greater than a. Thus, we may assume that the edges of Π ∩ C(1)

R

are after x∗. And again, w.l.o.g., we may assume that these edges have capacities β⊥
and αp. Finally, noticing that from the second component we have a contribution of βa,
by (1.6) follows that the capacity of Π is greater than a.

Case 3.1: Two bifurcation points, but all in the same component. Assume the two

points are in C(1)
R again. Arguing as before, we may assume that the cut set Π has

no edge between 0 and the first bifurcation point x∗ neither between x∗ and the second
bifurcation point y∗. These situations are covered by the two previous cases.

Thus, the edges of Π in C(1)
R are all after the bifurcation points. So, we may assume,

see Figure 3.3., that we have exactly three edges whose sum of capacities gives us a
contribution of αp + αy + αx. Finally, since Π must contain an edge in C(2)

R , we gain a
contribution of at least βa ≥ αq. By (1.7), we have that the capacity of Π is greater than
a as well.

Case 3.2: Two bifurcation points, one in each component. Again, we may assume the
edges of Π are all after the bifurcation points of both components. Then, the contribution
to the capacity coming from edges in C(1)

R is either αx + β> or αp + β⊥. Whereas, the

contribution coming from C(2)
R is either αy + β> or αq + β⊥. In all cases, (1.7) gives us

that the capacity of Π is greater than a.

Case 4: Three bifurcation points. W.l.o.g. let’s say C(2)
R has only one bifurcation point.

Thus, under our assumptions, component one looks like Figure 3.3. or a reflection of
it with respect to the x-axis, consequently, w.l.o.g. we may assume that Figure 3.3. is
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representing C(1)
R . Moreover, as in the previous cases, we may assume that the edges

of the cutset Π are after the bifurcation points. From this point, having Figure 3.3. in
mind, we must have two edges in Π ∩ C(1)

R of capacities αp and αx, which means that the
capacity of Π has a contribution of αp + αx.

As for the path in C(1)
R crossing the second bifurcation point and having capacities of

the form αy, either this path intersect C(2)
R or not. If that is not the case, then Π must

contain an edge on this path, which gives us a contribution of αy to its capacity. If this
path intersects C(2)

R , either it intersects it on a path of capacity β⊥ of on a path of capacity
αy as well. In both cases, we do need an edge on such paths, since Π is a cutset. This
reasoning tells us that we do have a contribution of at least αy to the capacity of Π.

Up to this point we already know that the capacity of Π is at least αp + αx + αy. To

conclude this case, now, observe that regardless C(1)
R intersects C(2)

R , either we have a
contribution of the type αq of β>, in both situations we obtain a capacity which is at least
a by (1.7).

Case 5: Four bifurcation points. We will leave this case to the reader, since it follows the
exact same reasoning we have used for all the other cases.

3.3.6 Final step of the proof

Before we start the proof of the two main results of this section, we will need an
additional lemma.

Lemma 3.13. Let a > 0. Assume that condition (X)a holds, then

E

 ∏
e∈E(BR)

ω(e)−c(e)

 <∞.
where c is the random capacity constructed in Section 3.3.4.

Proof. In order to prove the above finiteness, we split the expected value into the
possible realizations for the exploration processes {Z(1)

t }t and {Z(2)
t }t. But before we

start the proof, it might be instructive to examine in more details the evolution of the
exploration process. One important feature of the exploration process is that it evolves
by examining the transition probabilities of one given vertex at each step. This implies
that an intersection of events like the ones below{

arg max
k

ω(0, ek) = j, arg max
k 6=j

ω(0, ek) = −j
}
∩
{

arg max
k 6=j

ω(e−j , ek) = −j
}
∩ . . . , (3.34)

completely determines the exploration process. In other words, if we know the transition
probabilities for some subset of vertices of BR this is enough to determine the evolution
of the exploration process. Thus, we let{

{Z(i)
t }t = Zi

}
,

be an arbitrary event of the type we exemplified in (3.34), which completely determines
{Z(i)

t }t. And to simplify our writing, we write

{Z = Z} :=
{
{Z(1)

t }t = Z1, {Z(i)
t }t = Z2

}
, (3.35)

which determines the evolution of both exploration processes. To keep the notation
compact on the event {Z = Z}, we write GR = G.
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Since the random capacity c is supported on the the random graph GR, we have that∏
e∈E(BR)

ω(e)−c(e)1{Z = Z} =
∏

e∈E(G)

ω(e)−c(e)1{Z = Z} P− a.s.,

which implies that it is enough to prove

E

 ∏
e∈E(G)

ω(e)−c(e)1{Z = Z}

 <∞. (3.36)

and then use the fact the BR has finite volume. In order to prove the above, for a fixed
edge e = (x, x+ ej) ∈ E(G), we consider whether there is another edge e′ = (x, x+ ei) ∈
E(G) or not. We want to use the i.i.d. nature of the environment to write the above
expectation as a product of other expectations. However, since we may have distinct
edges which are adjacent to the same vertex, we will have to arrange the product
grouping all the terms coming from the same vertex, then we can use independence
between vertices and finally conditions (1.3) and (1.4) to guarantee that each expectation
in the product is finite.

Since we can write 1{{Z(i)
t }t = Zi} as a product of independent indicators indexed

by subset of vertices of BR, given a vertex x in this index set, we will write 1{Z(i)
t (x) =

Zi(x)} to denote the x-th indicator in this product. We then continue the proof separating
it in different cases according to the position of x in G.

Case 1. Vertex x has only one neighbor in G:
In this case, x is a vertex of BR such that for some j, (x, x + ej) belongs to E(G)

and (x, x + ei) /∈ E(G) for all i 6= j. Combining this with the fact that c((x, x + ej)) is
not random on the event {Z = Z}, it follows that the term ω(x, x + ej)

−c((x,x+ej)) is
independent of all other random variables of the form ω(e)−c(e) inside the expected value,
except possibly from 1{Z = Z}.

Moreover, recall that the random capacity c((x, x+ ej)) is a number chosen according
to the instruction I(x) and the distribution of ω(x, ·) and in a way that due to (1.3)
and (1.4) it follows

E
[
ω(x, x+ ej)

−c((x,x+ej))1{Z(i)
t (x) = Zi(x)}

]
<∞. (3.37)

Case 2. Vertex x has more than one neighbor in G:
We first note that by construction of the exit strategy at Section 3.3.3 there are at

most two neighbors of x such that (x, x + ei) ∈ E(GR), since all the instructions for
the growth of the exploration processes do not backtrack. We split this case into two
subcases:

Case 2.1. Vertex x belongs to only one component C(i)
R : In this case, we have performed

a bifurcation rule on x. It means on the event {Z = Z} the instruction I(x) is “forward-`”
to some direction ` but the largest transition among all directions different from −` is
not at direction `, this forces the process to bifurcate. And then to one edge we assign a
α-type capacity and to the other one a β-type capacity is assigned (see Figure 3.5). Thus,
we have a contribution of the form

E

[
ω(x, x+ ei)

−αi`ω(x, x+ ej)
−βj1{arg max

k 6=−`
ω(x, x+ ek) = j}

]
<∞, (3.38)

which is finite due to (1.4).

Case 2.2. Vertex x belongs to C(1)
R ∩ C

(2)
R : We consider all the possible cases for I(1)(x)

and I(2)(x) that can occur simultaneously.
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Case 2.2.1. I(1)(x) =“forward-j” and I(2)(x) = “orthogonal-(i, j)” We first notice
that if arg maxk 6=−j ω(x, x + ek) = j, then both exploration processes will activate the
same neighbor and x will have only one neighbor in G and we already covered this case.

Thus we have to assume that arg maxk 6=−j ω(x, x+ ek) 6= j. In this situation, {Z(1)
t }t

performs a bifurcation rule at x, activating two neighbors of x, one of these neighbors is
the same neighbor activated by {Z(2)

t }t. So, this case resumes to Case 2.1.

Case 2.2.2. I(1)(x) = I(2)(x) =“orthogonal-(i, j)” In this case both exploration processes
activate the same vertex. Thus, even though, an intersection has occurred, x has only
one neighbor in G and this situation is covered at Case 1.

Case 2.2.3. I(1)(x) =“orthogonal-(i, j)” and I(2)(x) = “orthogonal-(−i, j)” Observe
that if arg maxk 6=−j ω(x, x + ek) = j there is nothing to do by same reasoning used
in the previous case.

We may assume w.l.o.g. arg maxk 6=−j ω(x, x+ ek) = i and that arg maxk={−i,j} ω(x, x+

ek) = −i. In this case we have the following contributions in (3.36)

ω(x, x+ ei)
−αijω(x, x+ e−i)

−α(−i)j1{arg max
k 6=−j

ω(x, x+ ek) = i}. (3.39)

Since αij ≤ βi, by (1.4) it follows that

E

[
ω(x, x+ ei)

−αijω(x, x+ e−i)
−α(−i)j1{arg max

k 6=−j
ω(x, x+ ek) = i}

]
<∞.

Notice that by the construction of the exit strategy cases 2.2.1, 2.2.2 and 2.2.3 cover all
the possible ways of having an intersection between both exploration processes.

To conclude the proof, we first point out that seeing 1{Z = Z} as a product of

indicators indexed by the vertices activated by each process {Z(i)
t }t and recalling that

the event {Z = Z} completely determines the capacity and the distribution of each
ω(x, ·) for x an activated vertex. We can write

∏
x∈V (G) ω(x, x + e)−c((x,x+e))1{Z = Z}

as a product of random variables of the form given at (3.37), (3.38) and/or (3.39). This
proves that for each realization of the two exploration processes

E

 ∏
e∈E(G)

ω(e)−c(e)1{Z = Z}

 <∞,
which is enough to conclude the proof since BR has finite volume and consequently there
are finitely many events of the form {Z = Z} to consider.

Now we have all the results needed for the main proof of this section.

Proof of Theorems 1.1 and 1.5. We apply our general criteria, that is, Theorems 1.2
and 1.6. Thus, our new results will be proven if we prove that condition (X)a implies
condition (B)η∗a . Then, we have ballistic behavior under (X)1 and CLT result under (X)2.

In order to prove condition (B)η∗a holds under (X)a, let R be a fixed positive integer.
And notice that a combination of Lemma 3.11, Theorem 3.12, Markov inequality and
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Lemma 3.13 implies the existence of a constant C depending on R such that

P

(
max
y∈∂BR

P0,ω

[
Hy < H+

0

]
≤ u−1

)
≤ P

 ∏
e∈E(BR)

ω(e)θ(ω,e) ≤ u−‖θ‖


≤ P

 ∏
e∈E(BR)

ω(e)c(e) ≤ u−(a+ε)


≤ u−(a+ε)E

 ∏
e∈E(BR)

ω(e)−c(e)


≤ Cu−(a+ε)

(3.40)

in the second inequality we have used the properties of θ given by Theorem 3.12.
Moreover, recall that the random variable NBR(x) which counts the number of visits to x
before leaving the ball BR and let An(R) be the following event

An(R) :=

{
max
y∈∂BR

P0,w

[
Hy < H+

0

]
≤ n−

a+δ
a+ε

}
, (3.41)

for some δ < ε. Also recall that under P0,ω we have

NBR(0) ∼ Geo
(
P0,ω

[
H∂BR+1

< H+
0

])
and that

P0,ω

[
H∂BR+1

< H+
0

]
≥ max
y∈∂BR+1

P0,w

[
Hy < H+

0

]
. (3.42)

With the above in mind, we have, for large enough n

P0 (NBR(0) > n) ≤ E [P0,ω (NBR(0) > n) ;Acn(R+ 1)] +
C

na+δ

= E
[(

1− P0,ω

[
H∂BR+1

< H+
0

])n
;Acn(R+ 1)

]
+

C

na+δ

≤
(

1− n−
a+δ
a+ε

)n
+

C

na+δ

≤ exp
{
−n(ε−δ)/(a+ε)

}
+

C

na+δ
≤ C + 1

na+δ
,

(3.43)

where C is the constant coming from (3.40). Using the i.i.d. nature of the environment
and the above, we conclude that for any fixed R, vertex x ∈ BR and δ′ < δ

E0

(
Na+δ′

BR
(x)
)
<∞. (3.44)

Finally, using TBR =
∑
x∈BR NBR(x) and the fact that BR has finite volume we conclude

that
E0

(
T a+δ′

BR

)
<∞,

for any R. Thus, under conditions (E)0 and (X)1 we have condition (B)η∗1 . Whereas,
under (E)0 and (X)2, condition (B)η∗2 is satisfied. This is enough to prove Theorems 1.1
and 1.5.

4 Condition (B)η∗1 : sharpness and comparison with previous con-
dition

In this Section we formalize the discussion made in the Introduction about optimality
of condition (B)η∗1 for ballisticity. More specifically we prove Proposition 1.3, which
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states that a transient walk such that E0[TBR ] =∞ for some R has zero speed. Recalling
our discussion about condition (B)η∗1 , which becomes E0[T 1+ε

BR
] <∞ for small ε and large

R, we see that E0[TBR ] = ∞ is essentially the complement of (B)η∗1 . In this direction,
Proposition 1.3 and Theorem 1.2 implies sharpness of condition (B)η∗1 .

In this Section we also prove that condition (B)η∗1 is implied by condition (K)1,
proposed in [4], which is the most general condition prior to this work. We formalize this
implication in the following

Proposition 4.1. Consider a RWRE in an environment satisfying condition (K)a in [4].
Then, for any b > 0, (B)ba is also satisfied.

Proof. By Corollary 5.1 of [4], condition (K)a implies the existence of a positive ε with
the following property: for all δ′ there exists δ such that

P

(
max

y∈∂Bδ log u

P0,w

[
Hy < H+

x

]
≤ u−

a+2δ′
a+ε

)
≤ 1

ua+δ′
. (4.1)

Now, choose c = ε/4, δ′ = ε/3, fix R larger than a(a+ c)/bc− 2 and take u large enough
so δ log u > 2R and let An be the following event

An :=

{
max

y∈∂Bδ logn

Px,w
[
Hy < H+

x

]
≤ n−

a+2δ′
a+ε

}
.

Then, recalling that TBR may be written as

TBR =
∑
x∈BR

NBR(x),

where NBR(x) stands for the number of visits to x before exit BR, and writing

Q̃BRx := Px,ω
[
TBR < H+

x

]
we have that

P0 (NBR(x) > n) ≤ E [P0,ω (NBR(x) > n) ;Acn] +
1

na+δ′

= E
[
P0,ω (Hx < TBR)

(
1− Q̃BRx

)n
;Acn

]
+

1

na+δ′

≤
(

1− n−
a+2δ′
a+ε

)n
+

1

na+δ′

≤ exp
{
−nε/(a+ε)

}
+

1

na+δ′
≤ 2

na+ε/3
,

(4.2)

for large enough n. Since

{TBR > n} ⊂ {∃x ∈ BR, NBR(x) > n/(2R)d},

using estimate (4.2) and union bound (which is possible since R is fixed) we may conclude
that E0T

a+c
BR

<∞.

Now we prove Proposition 1.3

Proof Proposition 1.3. Since TBR is increasing in R, we may assume R is such that
E0TBR−1

< ∞ whereas E0TBR = ∞ (where B0 denotes the singleton {0}). Moreover,
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there exist a point x0 ∈ ∂BR−1 such that ExTBR =∞. Otherwise, by the Strong Markov
Property

E0TBR = E0

(
TBR−1

+ TBR − TBR−1

)
= E0TBR−1

+ E

 ∑
x∈∂BR−1

E0,ω

[
(TBR − TBR−1

)1
{
XTBR−1

= x
}]

= E0TBR−1
+

∑
x∈∂BR−1

E
(
Ex,ω [TBR ]P0,ω

[
XTBR−1

= x
])
.

≤ E0TBR−1
+

∑
x∈∂BR−1

ExTBR <∞.

(4.3)

The next step is to prove the following claim: there exists c such that,

P0 (τ1 > u | D =∞) ≥ cP0 (TBR > u) . (4.4)

In order to prove the above claim, we will follow the proof of Lemma 6.1 in [4] doing
the necessary adaptations to our case. As in [4], we will let e1 be the direction that
maximizes the scalar product with `. Throughout the remainder of the proof, Figure 4.1
will guide our arguments and for the sake of simplicity in the picture e1 is represent as
e1 of the standard basis for Zd. Before we start, we will need an additional definition.

Figure 4.1: Regular points surrounding a potential trap BR(3Re1).

We say x ∈ Zd is κ-regular (or simply, regular) if ω(x, y) > κ, for all y ∼ x. Since we have
an i.i.d. elliptic environment, there exists κ0 such that

P(x is κ0-regular) >
1

2
.

For a given vertex x and R ∈ N, let SR(x) be the sphere (under the L∞-norm) of radius
R centered at x. Put L as the line-segment < 0, e1, . . . , (2R − 1)e1 > and let K be the
following event

K := {L and SR+1(3Re1) are regular}. (4.5)

In Figure 4.1, the dashed lines represent sets of regular points. Now, we will define
several events, whose intersection will offer a lower bound the probability of {τ1 >

u,D =∞}. We start by A1, whose definition is self-explanatory

A1 := {X1 = e1, X2 = 2e1, . . . , X2R−1 = (2R− 1)e1}.
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Also let A2 be

A2 := {X goes from (2R− 1)e1 to 3Re1 + x0 using the shortest path in SR+1(3Re1)}.

In more details, A2 is the event in which X goes from (2R− 1)e1 to 3Re1 + x0 walking on
SR+1(3Re1) and taking the shortest path on the surface of BR+1(3Re1) before jumping
to 3Re1 + x0, which belongs to BR(3Re1). The next event is

A3 := {TBR(3Re1) ◦ θH3Re1+x0
> u}.

I.e., after reaching the point 3Re1 + x0 ∈ SR(3R), the walk takes more than u steps to
exit BR(3Re1).

A4 := {X goes from XTBR(3Re1)
to 2Re1 − 1 using the shortest path in SR+1(3Re1)}.

Once X has left the smaller box BR(3Re1) it is in the surface SR+1(3Re1). Then, walking
only on SR+1(3Re1) and through the shortest path, the walk lands on 2Re1 − 1.

A5 := {XH2Re1−1+1 = 2Re1 − 2, . . . , XH2Re1−1+2R−1 = e1}.

In words, A5 is the event in which, after visiting 2Re1 − 1, the walk goes straight to e1

walking on L. This return to e1 is crucial, since it will guarantee that the regeneration
does not occur before TBR(3Re1). In order to simplify the next definitions, we will write

x∗ := 3Re1 + (R+ 1)

d∑
i=1

ei.

The next event has a self-explanatory definition

A6 := {X takes the shortest path from e1 to x∗ in L ∪ SR+1(3Re1)}.

Finally, we have our last event,

A7 := { From x∗, X jumps to x∗ + e1 and never backtracks}.

In other words, after reaching x∗, the walk takes one step at direction e1 and then
creates a regeneration time.

Our first and crucial observation regarding the chain of events above defined is the
following inclusion

{τ1 > u,D =∞} ⊃
7⋂

m=1

Am. (4.6)

We will conclude the proof estimating from below the probability of A1 ∩ · · · ∩A7, which
we do by conditioning and after several application of the Markov Property. We start
from A7, on K, we have that

P0,ω [A7|A6, . . . , A1] = Px∗,ω [X1 = e1, D ◦ θ1 =∞] ≥ κ0Px∗+e1,ω [D =∞] . (4.7)

Again by Markov Property, for A6, on K, we have that there exist a constant c6 =

c(R, d, x∗) such that
P0,ω [A6|A5, . . . , A1] ≥ κc60 , (4.8)

since the shortest path from e1 to x∗ in L ∪ SR+1(3Re1) is deterministic and all points
of such path is regular on K. Arguing the same way, we also conclude that there exist
positive constants c5 = c(R) and c4 = c(R, d), such that

P0,ω [A5|A4, . . . , A1] ≥ κc50 ; P0,ω [A4|A3, A2, A1] ≥ κc40 . (4.9)
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Again by the Markov property,

P0,ω [A3|A2, A1] = P3Re1+x0,ω

[
TBR(3Re1) > u

]
. (4.10)

Again, arguing as for A6, on K, there exists c2 = c(R, d, x0), such that

P0,ω [A2|A1] ≥ κc20 ; P0,ω [A1] ≥ κ2R−1
0 . (4.11)

Putting all the above lower bounds together, we have that there exist positive constants
c8 = c(R, d, x0, x∗) and c9 = c(R, d, x0, x∗) such that

P0 (τ1 > u,D =∞) ≥ κc80 E
(
1KP3Re1+x0,ω

[
TBR(3Re1) > u

]
Px∗+e1,ω [D =∞]

)
≥ κc90 Px0 (TBR > u)P0 (D =∞) ,

(4.12)

since the random variables 1K, P3Re1+x0,ω

[
TBR(3Re1) > u

]
and Px∗+e1,ω [D =∞] are all

P-independent due to the independent nature of our environment. The above inequality
implies that

E (τ1|D =∞) =∞,

which together with the hypothesis the walk is transient in the direction ` concludes the
proof.
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