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Biased random walk on supercritical percolation:
anomalous fluctuations in the ballistic regime*

Adam M. Bowditch’ David A. Croydon*

Abstract

We study biased random walk on the infinite connected component of supercritical
percolation on the integer lattice Z? for d > 2. For this model, Fribergh and Hammond
showed the existence of an exponent ~ such that: for v < 1, the random walk is sub-
ballistic (i.e. has zero velocity asymptotically), with polynomial escape rate described
by v; whereas for v > 1, the random walk is ballistic, with non-zero speed in the
direction of the bias. They moreover established, under the usual diffusive scaling
about the mean distance travelled by the random walk in the direction of the bias,
a central limit theorem when ~ > 2. In this article, we explain how Fribergh and
Hammond’s percolation estimates further allow it to be established that for vy € (1, 2)
the fluctuations about the mean are of an anomalous polynomial order, with exponent
given by vy 1.
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1 Introduction

Understanding the interplay between the geometry of a space and the stochastic
processes that live upon it has been a major focus of probability over the last four
decades. Of particular interest is the case when the space in question is random, with
a central example being a percolation cluster on the integer lattice Z?. Specifically, it
is now well-known that for the simple random walk on the unique infinite cluster of
supercritical percolation on Z?, one sees under the usual diffusive scaling Brownian

*This research was partially supported by JSPS KAKENHI, grant numbers 17H01093 and 19K03540 and by
NUS grant R-146-000-260-114.
tSchool of Mathematics and Statistics, University College Dublin, Dublin 4, Ireland.
E-mail: adam.bowditch@ucd.ie.
*Research Institute for Mathematical Sciences, Kyoto University, Kyoto 606-8502, Japan.
E-mail: croydon@kurims.kyoto-u.ac.jp.


https://imstat.org/journals-and-publications/electronic-journal-of-probability/
https://doi.org/10.1214/22-EJP794
https://ams.org/mathscinet/msc/msc2020.html
https://arXiv.org/abs/2110.02603
mailto:adam.bowditch@ucd.ie.
mailto:croydon@kurims.kyoto-u.ac.jp.

Biased random walk on supercritical percolation

motion as a scaling limit (see [3, 8, 19, 33, 35] for some key works in this direction).
Whilst this is the same qualitative behaviour as for simple random walk on the integer
lattice itself, there is additional complexity in that the inhomogeneity of the environment
incorporates traps, that is, areas such that if the random walk enters them, then it will
take an anomalously long time to escape, and these lead to the simple random walk on
the percolation cluster having a smaller diffusion constant than for the random walk
on the whole lattice. In the case of critical percolation, it has been shown that such
an effect is strong enough to lead to sub-diffusive behaviour of the associated simple
random walk [30].

The situation of trapping is exacerbated by adding a bias to the random walk, so
that it has a particular directional preference. Indeed, it has been observed for various
models of random graph that trapping can become stronger when the bias is increased,
with weak biases leading to ballistic (positive speed) behaviour asymptotically (as on 74,
but strong biases leading to sub-ballisticity. See [9, 22, 24, 36] for relevant mathematical
work on supercritical percolation clusters, and [20] for an earlier physics discussion of
the issue. We highlight that it was in [24] that the sharpness of this phase transition was
observed. Moreover, as we will explain in more detail below, [24] also contained a de-
scription of the polynomial escape exponent in the sub-ballistic regime, and established,
in a regime of suitably weak biases, a functional central limit theorem, demonstrating
Gaussian fluctuations around the ballistic mean behaviour. For context, we note that
these developments build on the substantial literature concerning the simpler setting of
biased random walk on Galton-Watson trees. See [1, 2, 5, 6, 7, 11, 12, 14, 17, 28, 32]
for example works in the latter area, and [4] for a relatively recent and comprehensive
survey of biased random walks on random graphs.

The focus of this article is on the regime where the biased random walk on the
supercritical percolation cluster is ballistic, but expected to show non-Gaussian fluctua-
tions around this, or more precisely, a-stable fluctuations for some « € (1,2). (See [4,
Conjecture 4.2] or the comment below [24, Theorem 1.4].) Understanding the fluctu-
ations in this case is slightly more delicate than the results discussed in the previous
paragraph since it concerns not only the leading behaviour, but also the second order
asymptotics, of the process in question. To date, corresponding a-stable scaling limits
have been observed for one-dimensional random walk in random environment [31], a
model of one-dimensional model of randomly trapped random walk [13, 14], and also for
subcritical Galton-Watson trees conditioned to survive (also [14]). Whilst we do not prove
such exact results for supercritical percolation, we will nonetheless show that biased
random walk on supercritical percolation in the regime of interest exhibits fluctuations
on the same polynomial scale.

We now proceed to introduce the model of interest in detail, starting with the random
environment. Denote by E(Z?) the set of nearest-neighbour edges of the lattice Z¢ for
d>2. Fixp € (0,1), and let

P, = (pby + (1 — p)do)®F*Y

be the probability measure on {0, 1}¥ (z" corresponding to Bernoulli bond percolation
on Z®. (Here, §; represents the probability measure on {0,1} placing all of its mass at i.)
We say that an edge e € E(Z%) is open in the configuration w € {0, l}E(Zd) ifw(e) =1,
and closed if w(e) = 0. The set of open edges induces a subgraph of (Z%, E(Z<)), which
we also denote w. It is classical that there exists a critical percolation probability
pc(d) € (0,1) such that there exists a unique infinite open cluster P,-a.s. if p > p.(d),
whereas no infinite cluster exists for p < p.(d). We henceforth suppose p > p.(d), and
define
Py() = Pp(-| 1),
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where 7 is the event that the origin is contained in the unique infinite open cluster.
We next define the biased random walk associated with a particular realisation of
w € . Firstly, we suppose the bias is given by £ = A/ € R%\{0}, where A > 0 represents
the strength of the bias, and ('is a vector in the unit sphere $?~! that determines its
direction. We set the conductance between nearest neighbours z and y in Z to be the
quantity
¢ (2,y) = ¢ w({z, y}).

We then consider the discrete-time Markov chain (X,,),>0 on Z% with law P%, which
satisfies P¥(Xy = x) = 1 and whose transition probabilities p*(z,y) are given by

c(z,y)
o ||z € (2,2)7

" 1, if v = y and w({z, z}) = 0 for all z such that |z — z| = 1,
pi(w,y) = otherwise.

We define the annealed law of the random walk on the supercritical percolation cluster
to be the semi-direct product

MH:AWOE@&

We are now in a position to describe the main results of [24]. To do this, let us start
by introducing the so-called backtrack function: for = € Z¢,

BK(z) = {0’ | dfrdCa (1.1)

MiN(p, (i)),50€Ps max;>o(x — py(2)) - ¢, otherwise,

where P, is the set of infinite, open, self-avoiding paths started from z, and C, is
the unique infinite cluster of our supercritical percolation model. This represents the
smallest distance against the bias that a random walker will have to travel from z in
order to escape from the trap that contains it, where we think of traps in the environment
as being the connected components of vertices where BK is strictly positive. By [24,
Proposition 1.1], there exists a constant ¢ = ((p, Z, d) € (0,00) such that

lim n~'log P,(BK(0) > n) = —(;

n—oo
this exponent governs the sizes of traps that are seen in the environment. Since it takes
time of order e>*" to exit a trap of depth A, the exponent ¢ turns out to also be strongly
linked to the distribution of trapping times experienced by the biased random walk,
though for the latter purpose, it is more natural to consider the parameter:

_ <
TN

(Cf. discussion of [24, Section 1.4].) Indeed, it is established in [24, Theorem 1.2] that
for v > 1 (the weak bias regime),

y (1.2)

lim & =17, P,-as., (1.3)

n—oo N
where 7 € R? is a deterministic vector satisfying ¥'- £ > 0, whereas for v < 1 (the strong
bias regime), the above limit holds with v = 0. (A phase transition was shown earlier in
[9, 36], but the change-point was not determined.) A rough intuitive explanation for this
phenomenon is that to reach distance n from the origin, the random walker has to pass
through order n approximately independent and identically distributed (i.i.d.) traps, and
the time it takes to escape each of these has a distribution that decays polynomially with
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exponent v. When v > 1, this distribution has a finite mean, and we thus see ballistic,
law of large numbers-type behaviour; when v < 1, the trapping time distribution has an
infinite mean, which leads to sub-ballistic behaviour. In the latter case, in [24, Theorem
1.5] it is clarified that, IPp-a.s.,

log A, 1
lim —228 — = (1.4)
s—oo logs ¥
where
As=inf{m e N: X,, - £ > s},
is the first time that the random walk exceeds distance s in direction Z and also
log X, - 0
lim —84n't _ (1.5)

n—oo logn

as might be expected from the previous discussion. (Note that, in contrast to the discrete
parameter n of (1.5), the parameter s of (1.4) is continuous.) Moreover, when v > 2 - the
case when the trapping time distribution has finite variance, it is shown as [24, Theorem
1.4] that the model exhibits central-limit theorem-type behaviour, in that

\/’Tl t>0

converges under the annealed law PP, to a non-degenerate Brownian motion.

Our aim is to fill in the part of the story concerning the scale of the fluctuations
around (1.3) in the non-Gaussian case. In particular, we prove the following, where we
define log, () = max{0, log(x)}.

Theorem 1.1. Letd > 2, p € (p.(d), 1), 7egit, ~ be defined as at (1.2) and v = v - 0. If

€ (1,2), then
log |[Ay — sv™1 1
log|A, —suT| g 1 (1.6)
log s 0%
and
log‘Xn-Z—nv‘ 1
B B N (1.7)
logn ol
Moreover, it IP,-a.s. holds that
' log|A5—sv’1 . log‘Xn-[— nv‘ 1
limsup ——— =limsuyp ———@ = — (1.8)
s—r00 log s n—00 logn 0
and
lim inf = liminf =0. (1.9)
s—00 log s n—00 logn

To check the above statements, we will use the regeneration structure of [24, 36],
which will allow a useful comparison with a sequence of i.i.d. random variables. For
these random variables, an upper distributional tail bound that will be sufficient for
our purposes was obtained in [24]. Moreover, we adapt the arguments of [24] to give
a corresponding lower bound. Although the leading order behaviour of the upper and
lower bounds is polynomial with the same exponent, the possibility is left open that they
differ by a sub-polynomial expression, and so we can not immediately apply classical
results concerning i.i.d. sums. To overcome this, we develop machinery that allows the
treatment of what might be considered ‘near-stable’ random variables. As a further
comment on the content of Theorem 1.1, note that the relevant exponent only appears
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as a limit in IP,-probability, rather than IP-a.s., as it did in (1.4) and (1.5). This results
from the oscillations around the mean that occur IP-a.s., which explain the differences
between the limsups and liminfs of (1.8) and (1.9).

Finally, it is natural to conjecture that in the settings where (1.4), (1.5) and Theo-
rem 1.1 were obtained, it would be possible to check distributional convergence results,
with ~-stable random variables appearing in the limit, cf. [14, 31]. (Precisely, due to
lattice effects, the limits might only exist subsequentially; see [4, Conjecture 4.2] and
[27] for some more detailed discussion in this direction.) Other models where a similar
trapping regime is expected to be found (and hence to which the results of this article
might also apply) include biased random walk on supercritical Galton-Watson trees [11],
in random conductances [23, 25], on the interlacement set [26], and on the trace of
another biased random walk [16, 18]. One might also expect to see similar behaviour for
random walk in transient random environments for which the tail of a suitable regenera-
tion time distribution is of a suitable form, cf. [37]. We provide a more specific comment
concerning the application of the results of this article to other models at the start of
Section 3.

The remainder of the article is organised as follows. In Section 2, we establish
fluctuation results for general near-stable i.i.d. random variables. In Section 3, we apply
these results to the model of biased random walk on supercritical percolation. We remark
that, unless otherwise noted, constants of the form ¢ and C are deterministic, take values
in (0, 00), and may change value from line to line.

2 Fluctuations of near-stable random variables

Motivated by the corresponding problem for biased random walk on supercritical
percolation clusters, in this section, we derive results concerning the fluctuations around
a centring process for the partial sums of i.i.d. random variables. Throughout, we write
(&):>1 for such a sequence, ¢ for a generic element of the sequence and S,, = Z?zl &;.
Our particular interest is in the case when ¢ has a distribution that is suitably close to an
a-stable distribution for some « € (1,2). We present our ‘in probability’ and ‘almost-sure’
results separately. In the preparatory conclusions of Proposition 2.1 and 2.2, we give a
finer level of detail than is needed for the application of interest in this paper.

2.1 Asymptotics in probability

In order to state our main conclusions, we start by recalling that a (positive measur-
able) function L is called slowly varying at oo if for any s > 0 we have that

L(ts)

S TO R

Moreover, a (positive measurable) function f is called regularly varying with index «
if it can be written as f(¢t) = t*L(t) for a slowly varying function L. By [10, Theorem
1.5.12], if a function f is regularly varying with index o > 0, then there exists a (positive
measurable) function g called the asymptotic inverse of f that is regularly varying with
index 1/« and satisfies

flg(®)) ~g(f(8)) ~t;

the function g is asymptotically unique and can be chosen to be non-decreasing.

The first proposition we give represents an upper bound on the fluctuations of S,
about its mean under the condition that we have a regularly varying upper bound on the
tail of the distribution of |¢|, with index « € (1,2). We postpone the proofs of the all the
results we state until later in the section.
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Proposition 2.1. Let o € (1,2) and L be slowly varying at co such that it is bounded
away from 0 and co on every compact interval of [0, c0). Suppose that

P(lg] > 1) <t°L(t), Vt>1, (2.1)

and let g be any non-decreasing asymptotic inverse of t*/L(t). It is then the case that:
for any p < «, we can choose C, such that

p<_

& —EG
; an[]

> A) < CAP,

uniformly over n, A > 1, where a,, = g(n). In particular, the sequence
an n>1

Our second proposition gives the complementary result, in that it contains a lower
bound on the fluctuations of S,, about any centring sequence under the condition that
we have a regularly varying lower bound on the tail of the distribution of |£|, with index
a > 0. (Note that for this result, we do not require that « € (1,2).)

is tight.

Proposition 2.2. Let a > 0 and L be slowly varying at oo such that it is bounded away
from 0 and oo on every compact interval of [0, o). Suppose that

P(lg] > 1) > t7°L(t), Vt>1, (2.2)

and let g be any non-decreasing asymptotic inverse of t*/L(t). It is then the case that:
for any deterministic sequence (c,),>1 and any p < a/4, there exists a constant C, such

that
(e
a"ll

uniformly over n > 1 and A > 1/a,, where a,, = g(n). In particular, the sequence

—1
<’Sn —Cn >
a
" n>1

Putting the previous two propositions together, we arrive at the following result. In
particular, this states precisely that, even if we only have tail bounds for the distribution
of £ that are tight up to small polynomial errors, it is possible to deduce the same
fluctuation exponent as for random variables in the domain of attraction of a stable
distribution of the same index.

< /\) < CsN?

is tight.

Corollary 2.3. Let v € (1,2). Suppose that, for every ¢ € (0,1), there exists a constant
C € (0,00) such that

O <P (g >t) < Ct 9 v > 1. (2.3)
It is then the case that
log|S, —nEf| p 1
—_— 5 —.
logn ¥

For use in the proofs, we next state a technical bound concerning regularly varying
functions that constitutes one of the statements of Potter’s Theorem [10, Theorem 1.5.6].
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Theorem 2.4 (Potter’s theorem). Suppose L is slowly varying. If L is bounded away
from 0 and co on every compact interval of [0, c0), then for every § > 0, there exists A;s

such that: for all z,y > 0,
§ -5
L) 4 max (w) 7 (x> '
(¥) y y

We further have the following basic observation, which permits us to consider non-
decreasing regularly varying functions.

Lemma 2.5. Suppose f is regularly varying with index o > 0. It is then possible to
find an asymptotically equivalent regularly varying function of the same index that is
non-decreasing.

Proof. Let g be an asymptotic inverse of f, as given by [10, Theorem 1.5.12]. This is
regularly varying with index 1/a > 0, and so it admits a non-decreasing asymptotic
inverse f*, which is regularly varying of index «. Since f is also an asymptotic inverse
of g, by the asymptotic uniqueness of asymptotic inverses, it must be the case that f and
f* are asymptotically equivalent. O
We now adapt standard Laplace transform techniques for studying the distributional
tails of sums of independent random variables (e.g. [34, Section III.4]) to prove Proposi-
tion 2.1. The estimates for the various integrals that appear in the proof are obtained
using classical ideas from the study of stable laws (and regularly varying functions), of
the kind developed in [10, 21, 29, 34], for example.
Proof of Proposition 2.1. First, suppose that ¢ is non-negative. By Lemma 2.5, we may

assume that ¢*/L(t) is non-decreasing. Applying Markov’s inequality and the fact that
(&;)i>1 are ii.d., we have that

P <Z(§z - E[§]) < —)\an> < gr>1%P (exp ( GZ & > > exp (9)\an)>

i=1
< gI;%E [exp (—0€)]" exp (ROE[] — O)ay,) .

We moreover have that
1
Efexp (~6€)] = [ P (exp (-06) > 1) de
0
=0 P —0tq
/0 (€ < t)e bdt
_1—(9/ P(¢ > t)e %t
=1-0E[¢ +9/ P& > t)(1— e )dt.

Since 1 — e~ < min{1,t},
> 0ty 3 > -t
0/0 PE>t)(1—e ")dt /0 P >t/0)(1—e ")dt
[ 0o
< d in{1,¢t}P 0)d
7/01515—1—/9 min{1,¢}P(£ > t/0)dt
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and so setting § = 1/a,, and applying (2.1) yields

_ _ L(an) Rl _ L(tan)
ot < 2 a .
9/ P& > t)( )dt < a,” + p /an1 min{1,t}¢ T(an) dt

Now, by the definition of a,, we have that nL(a,)a,* converges. Furthermore, by

Theorem 2.4, we have that for any § > 0, we can choose A sufficiently large such that

L(tay,)/L(a,) is bounded above by Amax{t’,¢+~%}, uniformly in n and ¢t > a,'. Since
€ (1,2), by taking § suitably small so that § —a < —1 < —¢ + 1 — «, we have that

e’} L 1 [ee)
min{1, ¢}t Ltan) 5, <A (/ t_5+1_adt—|—/ t‘s‘adt)
. L(an) 0 1

An

is bounded above by a finite constant uniformly in n. It also holds that a,? < Cn~!
Therefore,

9/ P>1t)(1— e_et)dt < Cn~!

In particular, inserting this into the bounds above, we find that

P <Zn:(gi _E[6)]) < —Aan> < (1 - ? n Cn_1>nexp (”Ea[f] ~ A)

i=1 n

o (0P 0 xp (4T )

=exp(C - )), (2.4)

which gives a bound that is better than polynomial for the probability of seeing lower
fluctuations.

We next consider the upper fluctuations. Let h be an increasing divergent positive
function then, by (2.1),

(U{& > h(\ an}> <nP(€ > h(\ay)

< n(h(Nap) " *L(h(N)ay), (2.5)

which, by the choice of a,, converges to Ch(A\)~* as n — co. Moreover, by Theorem 2.4,
for any § > 0, there exists A such that (2.5) is bounded above by Ah(/\)5‘a, uniformly in
n, A > 1. If we set, = (h(\)a,,) ™!, then it further holds that

E [exp (6¢) ﬂggg—l] = /0 P (eXp (08) Lecp—1 > t) dt
-1
< 9/ P(¢& > t)etdt

0 o1t o1t
< 0/ eftdt + 9/0 P(¢ > t)dt + 9/0 P(€ > t)(e — 1)dt

g1
<1+ 0E[g] + 9/ Ple > )(” — 1)dt.
0

Using (2.1) and that e’ <1+t +t> <1+ 2tfort € (0,1), we have that

61 1
9/ P(e > £)(c" dt<9/ dt+/ P(e> 0t (c! — 1)dt
0 6
1 -1
_ L)
<60%420°L(07" / t-e dt.
SO0 T T
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By Theorem 2.4 we have that the above integral is bounded above uniformly in n, A > 1,
and, again by the choice of a,,, we have that n0*L(0~!) converges to Ch(\)~ as n — oo.
Moreover, by Theorem 2.4, for any § > 0 there exists A such that nf*L(#~!) is bounded
above by Ah()\)°~2, uniformly in n, A > 1. In particular, we have that

9—1
0/ P(€ > t)(e” —1)dt < 6% + Cn~ h(N)°~ < Cn~th(N)°~
0

for all n, A > 1. Therefore, by Markov’s inequality and (2.5),

0

P ( (& — E[&]) > Aan>
i=1

<P (U{a > h(/\)an}> +P <Z<s,¢ —E[&]) > Aan, [ {& < 91}>

i=1 =1 i=1

< Ch(A\)° " +E [exp (6€) ﬂgsg—l]n exp (—ndE[¢] — OXay,)

< Ch(N)™ + <1 + hg[)in + Cnlh(A)5a> exp (n hEEA[)in - )\/h()\))

< Ch(N)°™* +exp (Ch(N)°~* = A/h(N)) .

Choosing h(A) = A7 for some 7 € (0, 1) (and ¢ suitably small), this yields that

P (Z(& - E[g]) > m) <Ol g T,
i=1
uniformly in n, A > 1.
Combining the conclusion of the previous paragraph with (2.4), for any p < «, we can
choose C, such that
P (

uniformly in n, A > 1 for non-negative random variables &.
For general R-valued random variables ¢ satisfying (2.1) write {7 = £l¢>o and
& = |€|1¢<o. Using the triangle inequality and (2.6) we have that

>
)

n E;*Efl_
3 a[ ]

i=1 n

zn: & — E[¢]

Qn

> A) < CAF (2.6)

i=1

~ & —E[G
Zf [&:]

an

> /\/2>

uniformly in n, A > 1. The tightness result readily follows. O

< 2P AP

Proof of Proposition 2.2. By Lemma 2.5, we may assume that ¢*/L(t) is non-decreasing.
Let (&});>1 be a sequence of i.i.d. random variables which are independent of (¢;);>1 and
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with the same law, and write S/, = """, ¢! for their partial sum. We then have that

S, —c S, —c¢ 2\ /2
Ay G

:P(‘Sn—cn Sl —cp

<\

Gnp Qnp

o 1/2
gP(‘S" S <2)\> .

Writing §; = ¢, — ¢ and S, = S, — S, it thus suffices to show that

1/2
< A)

Qn

P ([Sn| < Aan) < CA* (2.7)

forn >1and A > 1/a,.
Since P(|¢]| < t) > 1/2 for t sufficiently large, by (2.2) we have that

P(lg| > 1) = P(|¢] > 2t,[¢€'] < 1)
=P(l¢| > 2)P([¢| < 1)
> 9~ (= (9p)
> Ct™“L(t)
for t sufficiently large. In particular, we can choose a constant C such that P(|¢| > t) >

Ct=®L(t) for all t > 1. By [34, Theorem III.4], we have that there exists a universal
constant C' < oo such that

supP(S, € (z,z +1)) < %
! nP([{| >t/2)
for any t > 0. Choosing t = 2\a,, gives
B o I 1/2
P(|Sn| < )\an) < % < C«)\&/Q ( Lan . 7 ()fln) )
nP (| > Aa,) nhan) Lidan)

forn > 1and A > 1/a,,. Now, we have that a%/nL(a,) converges as n — oo by the choice
of a,. Since 1/L(n) is locally bounded on [1, o), by Theorem 2.4, we moreover have that
for any § > 0 there exists As such that L(a,)/L(A\a,) < As\~° for A € [a;; !, 1]. Taking &
small, the bound at (2.7) follows.
Note that since 1/a,, — 0, the given probability bound implies that
lim limsup P(|S,,| < Aa,) = 0,

A=0 nooo

which completes the tightness result. O

Proof of Corollary 2.3. If v € (1,2) and (2.3) holds, then, by Propositions 2.1 and 2.2, for
any € > 0, there exists p > 0 and a constant C, 5 such that, foralln > 1,

n — nE _
P (‘5”5 > A) <O P, VA1, (2.8)
na=a%
n — nE
P (‘5"5 < )\> <CosAP, YA >pT Y0t (2.9)
n A+e)y
The desired conclusion readily follows. O
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2.2 Almost-sure asymptotics

In this subsection, we establish that, under the same conditions as Corollary 2.3,
one does not have a corresponding almost-sure limit. Indeed, whilst the almost-sure
limsup of the centred and rescaled partial sums matches the limit seen in Corollary 2.3,
almost-sure fluctuations mean that the almost-sure liminf is zero.

Proposition 2.6. Let v € (1,2). Suppose that (2.3) holds. It is then the case that, P-a.s.,
log|S, —nE¢| 1

lim sup

n—oo logn v’
1 S, —nE
lim ing 08 15 ~MEEL_
n—oo logn

Proof. To establish the limsup result, we will show that, for any ¢ > 0,

log|S, — nEE| 1
P(limsup(M < —s> ~0 (2.10)

n—o0 logn ¥

1 —nE¢ 1
P(hmsupogs"ngl > +s> — 0. (2.11)

n—00 logn vy

Clearly it will be sufficient to consider the case when ¢ < 1/7, which means that
n~1/7 = o(n~¢). For (2.10), we have, for any § > 0, that

log |S,, — nE 1 S, —nE —e(148)y
P(limsupM<—a> <limsupP(‘ln€ §n6<1+15+>v )

oo logn ¥ n—oo na+oy

On choosing § sufficiently small, the result thus follows from (2.9). For (2.11), let b > 1
and define n;, = b*. It is then the case that

log |S, — nE 1
P <limsup0g|’n§| > = _|_6)
n—oo logn ol
Sy —nE
<P (limsup |17n§\ > 1)
n—00 nyte
S, — niE
<P 1imsupw >1/2
k—o00 TL;+E
k
S —IE Sn, — niE
+P | U sup 151~ 1BE]_ |Sn — Bl 4
m>1 k2m16{71/k7--~771/k+1—1} l;-’_a n}j—'—g

By (2.8) and choosing ¢ sufficiently small so that (1 — §)y — § > 0, we have that there
exists 7 > 0 such that

s ((1-6)y—9)

— —n.E (-
P |Snk _ ’I’LkEﬂ > 1/2 -P |STLk flk §| > Ty < C’,,b_”k.
nyte =07 2
k k
By the Borel-Cantelli lemma, we therefore have that
Sn, — niE
P 1imsupw >1/2| =o. (2.12)
k— o0 n;—‘—e
k
Forl € {ng,...,ng+1 — 1} we have that
S — IE Sn, — niE S;—Sp, — (l—np)E 1 1
| l - €| _ ‘ Nk - k £| S | l nk 1( k) £| +|Snk 7nkE§| . _ . ,
[7te yte 5 Te yte 5 Te
ny Ny ny N1
EJP 27 (2022), paper 68. https://www.imstat.org/ejp
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where we note that

1
1 1 bvte—1 1 1
1 - 1 = 1 : 1 = 1
~+te ~+te b7+a =~+te =~+te
¥ ¥ ¥ ¥ ¥
ng gy ny 2n;

for b > 1 sufficiently small. In particular, applying this bound with (2.12), we deduce that

. 1 1
k—o00 n}: nl’cYJrl
Consequently, it remains to show that
S;—Sn, — (I — E
PN U sup |91 = Sy — (1= 1) EE] >1/4]| =0. (2.13)
m>1 kzmle{nkr-~7nk+l_1} nZ+E

Note that S; — [E¢ is a martingale, and applying Doob’s inequality to it yields

— Png T | — E
P sup |5t = Sn, 1( n) 5\21/4
le{ng, ...,npp1—1} n;+5
k
—IE
le{1,...,(b—1)ny } nlj*‘rs

_ GoB|Sp—1yn, — (b= DnyEg[”
- nz(%“)

for any p > 1. Now, by (2.3) we have that E|¢{|P < oo for all p < v. Hence, since & — E¢
are centred, independent and identically distributed, by [38, Theorem 2] we have that

n p

> (& — E€)

k=1

E <2) E|g - EP < 4nE[¢[?

k=1

for any such p. Choosing p < v such that p(% +¢) > 1, we then have that

E[Sp-1n, — (b= DmEe" _ CrBlEPP
i = 1
nz(’erE) nZ(’YJFE)

< Cb—kn

for some n > 0. The result at (2.13) then follows by the Borel-Cantelli lemma, and this is
enough to complete the proof of the limsup part of the proposition.
We now turn to the liminf. Call a value x € R recurrent if we have that

P (linn_1>i£f 1S, — nEE — x| = o) =1

By (2.3), we have that E|{ — E¢| < co. Therefore, by [15, Theorem 4], we have that 0 is
recurrent, which proves that

1 Sy, —nE
lim inf 08+ [9n 7 RS | nE¢| =0
n—o0 logn

EJP 27 (2022), paper 68. https://www.imstat.org/ejp
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3 Biased random walk on supercritical percolation

In this section, we study the model of biased random walk on supercritical percolation.
We begin, in Section 3.1, by describing the regeneration structure used in [24, 36] and
building on the estimates proved therein. In Section 3.2, we then combine these
estimates for regeneration times with the results of Section 2 to prove Theorem 1.1.
We note that the only results with proofs that depend on the particular setting of
biased random walk on supercritical percolation are those introduced in Section 3.1.
Specifically, for a given model of a ballistic random walk with a suitable regeneration
structure satisfying statements analogous to Theorems 3.1, 3.2 and 3.3, the conclusions
of Theorem 1.1 will follow.

3.1 Regeneration times

Our proof of Theorem 1.1 will be based on the (configuration dependent) regeneration
times of the random walk in random environment used in [24, 36]. These times separate
the trajectory of the walk into independent blocks; this allows us to exploit our results
from the previous section to prove Theorem 1.1. We now construct these formally
following [24, 36].

Throughout, we assume that p > p.(d) so that there exists, P,-a.s., a unique infinite
open cluster and we write Z, for the event that « is contained in this cluster. For = € Z¢,
w€Zyand j > 0, let P, ;(w) denote the set of simple paths (7());>1 in the unique infinite
open cluster C., started from 7(0) = x such that 7(i) € H;} for i > j, where

—

H::{yGZd:y~sz.g}'

Now, Pp-a.s., on Z,, Pj(w) is non-empty for large enough j, and we define
o) = 4T 20 Pio(w) £ 0}, Hwe L,
o ifw ¢ T,

Note that this is similar to the backtracking function of (1.1), but based on the number
of steps taken to escape the region lower than z in the direction of ¢, rather than the
depth of the trap based at . We then define W, = 0, mg = Jx,(w) and, by induction,

Wk—‘rl =2 + Amkv
mgy1 = sup{X,, - l:n< Wig1}+ 1,

for all k > 0. Next, let (e;)?_, be an orthonormal basis of Z? such that e; - 0> ey 0>
...>eq-¢>0,and define B to be the collection of edges of the form [—e;, e — e;] where
e is any unit vector satisfying e - £ = e; - . We then define the stopping times

o1 = inf{Wk k> 17XWk = ka,1 +ep = XW)C,Q + 261,w(b) =1,Vbe B+ XWk},
D=inf{n>0:X,-0< X}
Writing My = X - 7, we recursively define

Ok+1 =010 eAMka
Rk+1 =Do 90k+1 + Ok+1,
My = SUP, <R, ,, X, f+1

for k£ > 0. Finally, we define the first regeneration time 7, = o, where

K =inf{k >1: 04 < c0 and Ry = oo},

EJP 27 (2022), paper 68. https://www.imstat.org/ejp
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and the increasing sequence of regeneration times (73),>1 recursively via
Tepr =71 + (X 4. — Xppyw(-+ Xy,)) fork> 1

By [36, Lemma 2.2 and Theorem 2.4] (as quoted in [24, Lemma 4.1 and Theorem
4.2]), the sequence (73)r>1 exists such that, for any k, P,-a.s. for all x € Coo (w), T < 00
P¢-a.s. and, under PP, the processes

(Xmin{71,~})7 (Xmi11{7'1+~,7'2} - X’rl)v (Xmin{72+<,7'3} - X‘rz)7 ce

are independent and, except for the first, identically distributed. In particular, it follows

that 7, 75 — 7,73 — T2, ... are independent and, except for the first, identically distributed.
In [24], the following upper bound was given on the tail of the distance between

regeneration points. This shows that the walk does not travel a large distance between

regeneration times.

Theorem 3.1 ([24, Proposition 4.4]). Let d > 2, p € (p.(d),1) and 7 € $9-1, there exist

constants C' > ¢ > 0 such that, forall ¢t > 0,

P,((X,, — X;,) - £>1) < Ce .

The anomalous behaviour is driven by trapping, for which an upper bound is given
by the following key estimate on the tail of the regeneration times of [24]. Applying
Proposition 2.1, this is already enough to give an upper bound on the fluctuations of 7,
about its mean of the desired order.

Theorem 3.2 ([24, Theorem 4.3]). Let d > 2, p € (p.(d), 1) and 7 e g1, If 7 is defined
as at (1.2) and ¢ € (0, 1), then there exists a constant C' € (0, 00) such that

P,(ry—m >t)<Ct~ (1797 vt >1.

The first main step of this section is to prove the corresponding lower bound, as we
now present.
Theorem 3.3. Let d > 2, p € (pc(d),1) and 7 € $¢~!. If ~ is defined as at (1.2) and
¢ € (0,1), then there exists a constant C € (0, c0) such that

P, (o —m >t)>Ct= 7 v > 1.

Our proof of Theorem 3.3 will be based on the excursion times in one-headed traps
of [24]. For an environment w and vertices = ~ y, write w([z, y]) for the environment
w except that the edge [z, y] is closed. We moreover write K“(z) for the open cluster
containing x. We say that there is a one-headed trap 7 (z) with head z if

1. [z,z + e1] is open;

2. |Ke(zeteld) (2 4 e1)| < oo;

3. (1+e1) - L <y-lforye Kolzrtel (g 4 ).
If these hold, then we set 7 (z) = K“(*=+teil)(z + ¢;), otherwise T(x) = (). (See [24,
Figure 3.1].) We then write d(x) for the vertex y € 7 (z) maximising y - £ which is chosen

according to some predetermined order on Z¢ if there are several such vertices. The
furthest distance the walk can reach in direction ¢ within a trap rooted at a vertex x is

@(.T): Oa iwaIj,
maxp p+ maxyep(y — ) - £, otherwise,

where P, is the set of simple paths starting from z that remain in H = {z € Z? :
z-0>x-l}, and Z; is the subset of  consisting of configurations such that = belongs to

EJP 27 (2022), paper 68. https://www.imstat.org/ejp
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the infinite connected component induced by the restriction to edges in #;}". We next
subdivide space into slabs, writing

Yim = {z€Z: z-0cklog(n)?, (k+1)log(n)®)}
for the kth slab at scale n. We set
Tk,n = inf{m >0:X,, € Tk,n}

to be the time taken by the random walk to reach the kth slab, and let Y} ,, = X7, , be
the entrance point of the kth slab. For k,n € IN and € > 0 fixed, we write

Zien = {T Vi) # 0, ®(Yipn + 1) > (1= )¢ Hogn, [T(Ven)| < (logn)®}
for the event that the trap 7 (Y ,) is suitably deep (and not too large). Furthermore, let
Zk,n = Zk,n n {inf{m > Tk,n X = Yk,n} > inf{m > Tk,n X = 5(Yk,n)}}

be the event that the walk explores a deep one-headed trap upon entering the kth slab.
Note that on this event it must be the case that X7, ;1 = Yi, + e1 since the edge
[Yin: Yi,n + €1] is the only entrance into the trap. Finally, we write

Gk.yn = ]le,n (mf{m > Tk,n X = Yk,n} — Tk,n)})

for the duration of the first excursion in the trap rooted at the entrance to the kth slab
when it is a deep trap and explored by the walk. As described in [24, Section 3], for
each n, (B..)1. 110g(n)3 are independent lower bounds on the times taken for the walk
to traverse the corresponding slabs. The proof of Theorem 3.3 will depend on bounds
from [24, Section 3] on the number of excursions into deep one-headed traps and the

durations of these excursions.

Proof of Theorem 3.3. Since there can be at most n regenerations up to distance n in
direction ¢, and the time spent in deep one-headed traps before reaching distance n in
direction ¢ is at most the time taken to reach distance n in direction /, it is immediate
that

n/log(n)® n
Y Ok <AL ST+ Y (The1 — ).
k=1 k=1

For M > 1/c, where c is the constant of Theorem 3.1, a union bound yields that
P, U{(XTJ‘H - XTj) FZ Mlog(n)} | < Cne_CMlog(n)7
j=1

where the right-hand side converges to 0 as n — oo. In particular, with high probability,
none of the first n ‘regeneration blocks’ have width greater than M log(n). Since each
deep one-headed trap is of depth at least (1 — ) ~!log(n) and the walk must reach
the deepest point so that the trap is explored, it follows that, with high probability,
there can be at most M(/(1 — ¢) deep one-headed traps explored in any of the first n
regeneration blocks. Note that we have used here that the walk can not regenerate
during an excursion in a one-headed trap because the walk must return to the unique
entrance to the trap in order to escape and, by definition, every vertex in the trap must
be deeper in direction 7 than the entrance.

By [24, Section 3], with high probability, the walk encounters at least n°/? deep one-
headed traps in the first n/log(n)? slabs. Moreover, conditional on encountering such a

EJP 27 (2022), paper 68. https://www.imstat.org/ejp
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trap, it has a probability of at least ¢/ log(n)? of spending time at least n(!~2¢)/7 there (see
[24, Equation (3.7)] for a precise statement). In particular, the latter two observations
mean that, with high probability, in at least cn®/?/log(n)? of the first n/log(n)? slabs,
the walk spends time at least n(!=29)/7 in a deep one-headed trap. In conjunction with
the conclusion of the previous paragraph, we thus can further conclude that, with high
probability, in at least cn®/?/log(n)? of the first n regeneration blocks, the walk spends
time at least n(1=22)/7, It follows that

n /2—1
1-2 -1 ne
Py(ro — 11 > n 5)/7) =nE, (kg_l 17.k+1_7.k2n(125)/'y> > Clog(n)2

for n suitably large. Using monotonicity, it is then straightforward to show that
Py(my— 7 >t) > ct~ 1797
for all t > 1 and some suitable c, €. O

Putting together the results of Section 2 and Theorems 3.2 and 3.3, we immediately
obtain the following consequence concerning the fluctuations of regeneration times
around their mean behaviour.

Corollary 3.4. Let d > 2, p € (p.(d), 1) and £ € $¢~1. If  is defined as at (1.2), then

log | 741 — 11 — nIEp (12 — 71)| Py 1

logn ~’
1 — 7 —nE — 1
lim sup 0g |Tpy1 — 71 — nlEy (12 — 71) —_— P,-a.s.,
n—oo logn Y
lo T, — 711 —nlE, (7 — T
limn inf 128+ [Tt =71 p(72 = 7)) =0, P,as.
n—o00 logn

We are almost ready to prove Theorem 1.1, but as a further ingredient for this, it will
be helpful to derive a technical lemma that controls the fluctuations of the number of
regenerations up to a given level. For n € IN, write

ﬁ,L:sup{ke]N:Tk.gAn}:sup{kelN:XTk-Zgn}

for the number of regenerations before reaching distance n in direction /. We then
have that (¥,,),,>1 is a non-decreasing sequence of IN-valued random variables such that
’Lgn - ﬂn—l S 1 and

Vp—1 I
T+ Z (Tht1 —Tk) =T, <Ay < Ty, 41 =71+ Z(Tk+1 — Th). (3.1)
k=1 k=1

By Theorem 3.1 and the strong law of large numbers, we have that X, - 7 /n converges
P,-a.s. to E,[(X,, — X;,) - £]. It readily follows that 9, /n converges PP,-a.s. to n =
1/E,[(X:, — X4) - 7]. The next result, which is also a consequence of Theorem 3.1, gives
an estimate for the deviation between 1J,, and nn. We use the standard abbreviation i.o.
for ‘infinitely often’.

Lemma 3.5. Let d > 2, p € (p.(d),1) and ¢ € $¢~1. If ~ is defined as at (1.2), then for
D < oo suitably large
P, (|0, — nn| > Dn/?log(n) i.0.) = 0.

Proof. Write M,, = Dn'/?log(n), then

[nn—My ] . [nn+M,, | N
{[9n —nm| > My} C Z (X7k+1 - XTk-) L<n < Z (XTk+1 - X"'k) Lo,
k=0 k=0
EJP 27 (2022), paper 68. https://www.imstat.org/ejp
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where for convenience we set 7o = 0. Let Y}, = (X;,,, — X, ) - - E[(X7.,, — X7)- 7]
which, by Theorem 3.1, has exponential moments for k > 1. Let M,, = =" M,, — log(n),

then

[nn—DM,] = [nn—My] ~
Pl > (Xe—Xn)-{=n—logn) | <P, | > Yi>M,
k=1 k=1

< E[e)\Yl] [nn—My] e—A]f{n ,

where the upper bound is finite, for A > 0 suitably small. In particular, using a Taylor
expansion and choosing A = /2/nn, we have that the final term is bounded above by
CeMn/Vn < Ce=cPlog(n)  Choosing D suitably large, we then have that

|—"”7an-|

ZIPP Z (XTHI—XT,C)-an—log(n) <00
n=1 k=1

and so, by the Borel-Cantelli lemma and the fact that X, - is almost-surely finite,

[7L7]_M71]
Pl Y (x
k=0

- X,)-{>nio. | =0.

Tk4+1

Similarly, writing M,, = M,n~!, for A > 0,

[nn+M, ] . [nn+M,y, | -
IPP Z (Xﬂc+1 - XTk) l<n| < IPP Z Y < —M,
k=0 k=1

< Ep[ef)\Yl} [nn+M,, | eiAM".
Again, choosing A = /2/nn, we have that this is bounded above by Ce*CM"/ vn <
Ce—¢Plog(n) and so, by the same argument,

[nn+M, | .
P, > (Xn,, —X,) {<nio | =0. m
k=0

3.2 Proof of Theorem 1.1

In this subsection, we prove the claims of Theorem 1.1. To this end, we will apply
the results of Section 2 to two sequences of random variables. One of these will be the
sequence (Ty,+1 — T, — E[T2 — 71])m>1, Which was previously considered in Corollary 3.4.
We further note that, by the strong law of large numbers, 7,,11/n converges PPp-a.s. to
E,[r2 — 7], and therefore

lim 08TnHl _ P,-a.s. (3.2)
n—oo logn
A second sequence that will appear in our proof of Theorem 1.1 is given by (Z,,)m>1,
where
Zm =X ~Z—X7m-€#—v(7'm+1—7m).

Tm+1

(Cf. [37, Equation (4.6)].) Thisis ani.i.d. sequence of mean 0 random variables. Moreover,
by Theorems 3.1, 3.2 and 3.3, we have that (2.3) holds for Z,,; that is, for every ¢ € (0, 1),
there exists C € (0, c0) such that

O~ U+ <P (|2 >t) <Ot~ v > 1. (3.3)
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We start with the proof of (1.6), but postpone the proof of the other limit in probability,
i.e. (1.7), until after we have checked the almost-sure parts, as it will be convenient to
apply (1.8) in the proof of (1.7).

Proof of (1.6). Using (3.1) and Markov’s inequality, we have that

Py (|An — Tyn| > n777)
[nn+Dn'/? log(n)]+1
< P, (|9, — nn| > Dn'/?log(n)) + P, Z (Th41 — ) > ny ¢
k=(nm—Dn1/2 log(n)]
2[Dn'/?log(n)] + 2
1

ny ¢

< P,(|9, —nn| > Dnl/? log(n)) +

Ep[T2 — ’7'1].

By Lemma 3.5, for ¢ < 1/v — 1/2, this converges to 0 as n — co. It then follows from the
first statement of Corollary 3.4 that

log |An — m}_1| Py 1

logn v’
and the result is readily extended to the continuous parameter s. O
Proof of (1.8). Let S,, = Z:‘nzl Z.m, then it follows from (3.3) and Proposition 2.6 that,
P,-as.,
log |S,, 1
lim sup 0 || = - (3.4)
n—oo logn 0

Note that S, = (X.,,, — X)) - v(Tpt1 — 71 ), where X, . and 7, are P,-a.s. finite and
do not depend on n. By (3.2), we thus have that

—

IOg |XTn+1 4 — an+1| i 1

lim sup -, P,-a.s.
n—oo log Tn+1 Y
and therefore, using (3.2),
log | X, - £ — 1
lim sup u > —, P,-a.s.
n—o0 logn ol

Write k,, = sup{m > 0 : 7, < n} for the number of regenerations by time n. By the
law of large numbers for 7,,, we have that «, /n converges P,-a.s. to 1/E,[r, — 7], and
therefore log .,/ logn converges P,-a.s. to 1. It follows from (3.4) that

) . log | S,
lim sup = limsup ———
n—oo  logn n—oo 10gKn, logn

log Sy, log Ky,

< l (3.5)
v

Since X -Fg Xn -Zg X, F we have that

Trn rn+1

|Sml - (Xn - vn)| < | X,
<X,

O =Xyl + 0|7, 41 — 0| + X5, - £ — o]

fin+1

. X, ﬂ +|Tw, 41 — T, | + | Xry - v

Kn+1

Let £ > 0 be such that (1/y +¢)(1 — &)y > 1. Then, by Theorem 3.2,

]2

Pp(Thy — e > K1) < 03 pm (#0097 < o0,
k=1

ES
I

1

Consequently, by the Borel-Cantelli lemma, we have that there are, IP)-a.s., only finitely
many k such that 7,41 — 7. > k*/7*¢, and therefore only finitely many n such that
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maxg<n(Tht1 — Th) > nt/7te In particular, together with the convergence of «, /n, this
implies that v|7,, +1 — 7x, | is Pp-a.s. bounded above by cnt/7*e for large n (for some
deterministic ¢). Similarly, using Theorem 3.1, the same holds for X b — XTM -{. In

conjunction with (3.5) and that | X, - 7— vy | does not depend on n, we therefore find

Thp+1

that .
log|X,, - £ —nv 1
lim sup M < -,
n— oo 10gn Y
as desired.
For the remaining claim, note that since S, = (X-,,, — X;,) - £ — v(7,41 — 71) and
AXT,,L+1'Z: Tn+1,
AXmH[_ v X, [1 =|Tns1 —v ' X, 4 = ‘v_lSn +o X, - 7'1’ .

—

Applying (3.4) and the fact that X, - ¢/n converges PPp-a.s. to a limit in (0, c0), it follows

that
1 Ay — -1 log |S, I 1
Hmsup (2812 =S (1o8lSal | dogn ) _ 1
oo log s n—00 logn log X ¢ 0l

T+l

Moreover, for X, d<s <X F we have

Tn+1

0<A = Ay < Ty 41— Ty, <MaXTpy1 — Tk
= XT"H.g s = st < = G<n + ’

which is at most n!/7*< for all but finitely many n. In conjunction with the fact that there

are, almost surely, only finitely many n such that X, -£— X, -£> nl/7+¢, this ensures
that )

log |Ag — sv™ 1

lim sup g|s— < -

= —. O
s—00 IOg S Y

Proof of (1.9). Again let S,, = Zzlzl Zm. It then follows from (3.3) and Proposition 2.6
that, P,-a.s.,

1 S,

lim it 2284150l _ o
n—oo  logn

Note again that S,, = (X, ., — X;)) - 0 — v(Tpy1 — 1), where X,, - £ and 7, are P,-a.s.

finite and do not depend on n. By (3.2), we then have that

log, | X = VT B

Tn41

lim inf 0, P,-a.s.,
n—o0 log 741
and therefore
log, | X, - —
lim inf 08 | Xn v =0, P,-a.s.
n—00 logn

For the remaining claim, once more observing A 7= Tn+1, We have that

Tntl’

A

PR Sl . 4 -

-1 ~1 ~1 7
Tn4+1 — U XT7L+1'4=‘U Sn+v X, l—11],

Tn41’
and so we obtain the result by applying the previous part of the proof again. O
Proof of (1.7). Let ¢ > 0. By (1.8) we have that lim,_,., P(|X,, — nv| > n'/7*+¢) =0,

and therefore it remains to show that lim, ,., P(|X,, — nv| < n'/77¢) = 0. Define
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X, = Sup,<p, Xj - 7 to be the maximum distance reached by the walk in direction 7 up to
time n. By Theorem 3.1, we have

P,((X,, — X5,) - £ > Alogn) < Ce~cAlosn
for constants ¢, C. Choosing A large and using Borel-Cantelli we thus have that

P,((X

Tk+1

—X.,)-{> Alogki.0.) =0.

Since

0< X, — X, 0 <max(X

k<n ~Xn)- b

Tk+1

it follows that
P,(X, — X, - > Alognio.)=0.

To prove (1.7), it therefore suffices to show that

lim P(|X, —nv| <n'/77%) =0.

n—r oo

By the definition of X,, and A, we have that {A, <n} = {X,, > s}. In particular,
(X, —nv<nt/775) = {Agni/r—e — (n+ 0777t > —pt/rEy Ty

(X, —nv> —nl/vfa} ={A

nomi/a—e — (nv —nt/ 77Tt < pt/rmEyTl

Consequently, P(|X,, — nv| < n'/77¢) is at most
P, (\Am}_nl/vﬁ — (nv —n7F )Y < n1/775/2v71)
+ PP (An'UJrnl/'Y_E - Anvfnl/’Y_E - 2711/7761)71 > n1/77€/21}*1(1 - n76/2)) :

By (1.6), we have that the first term converges to 0 as n — oc. Finally, since there can be
at most 2n'/7~¢ regenerations between levels nv — n'/7~¢ and nv + n'/7~¢, by applying
Markov’s inequality we find that

P, (An,qunl/'y—g — At/ — ont/ ey > pl/ e 27 (1 — niE/Z))

< IPP (Tin/W*E > U_ln%7€/2(1 + n_E/Q))

< 2n1/775Ep[7'2 — 11|+ E,[m]
v 1n T2 (1 4 ne/2)

< Cn~/2,

which converges to 0 as n — oo. O
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