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Abstract
A Bernoulli Gibbsian line ensemble £ = (L1, ..., Ly) is the law of the trajectories of
N —1 independent Bernoulli random walkers L1, ..., Lny—_1 with possibly random initial

and terminal locations that are conditioned to never cross each other or a given random
up-right path Ly (i.e. L1 > --- > Ly). In this paper we investigate the asymptotic
behavior of sequences of Bernoulli Gibbsian line ensembles £V = (L{V7 e L%) when
the number of walkers tends to infinity. We prove that if one has mild but uniform
control of the one-point marginals of the lowest-indexed (or top) curves LY then the
sequence £ is tight in the space of line ensembles. Furthermore, we show that if the
top curves LY converge in the finite dimensional sense to the parabolic Airy, process
then £V converge to the parabolic Airy line ensemble.
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1 Introduction and main results

1.1 Gibbsian line ensembles

In the last several years there has been a significant interest in line ensembles that
satisfy what is known as the Brownian Gibbs property. A line ensemble is merely a
collection of random continuous curves on some interval A C R (all defined on the
same probability space) that are indexed by a set ¥ C Z. In this paper, we will almost
exclusively have ¥ = {1,..., N} with N € NU {oo} and if N = co we use the convention
¥ = IN. We denote the line ensemble by £ and by £;(w)(z) := L(w)(i,z) the i-th
continuous function (or line) in the ensemble, and typically we drop the dependence on
w from the notation as one does for Brownian motion. We say that a line ensemble £
satisfies the Brownian Gibbs property if it is non-intersecting almost surely, i.e. £;(s) <
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Li—1(s)fori=2,...,N and s € A and it satisfies the following resampling invariance.
Suppose we sample £ and fix two times s,t € A with s < ¢ and a finite interval K =
{k1,k1+1,...,ke} C X with k; < ko. We can erase the part of the lines £; between the
points (s, Lx(s)) and (¢, Li(t)) for k = kq,..., ke and sample independently ko — k1 + 1
random curves between these points according to the law of k; — k; + 1 Brownian bridges,
which have been conditioned to not cross each other as well as the lines L, _; and Ly,+1
with the convention that £y = co and Lj,+1 = —o0 if k2 + 1 ¢ X. In this way we obtain a
new random line ensemble £, and the essence of the Brownian Gibbs property is that
the law of £’ is the same as that of £. The readers can find a precise definition of the
Brownian Gibbs property in Definition 2.8 but for now they can think of a line ensemble
that satisfies the Brownian Gibbs property as N random curves, which locally have the
distribution of NV avoiding Brownian bridges.

Part of the interest behind Brownian Gibbsian line ensembles is that they naturally
arise in various models in statistical mechanics, integrable probability and mathematical
physics. If N is finite, a natural example of a Brownian Gibbsian line ensemble is
given by Dyson Brownian motion (this is the law of N independent one-dimensional
Brownian motions all started at the origin and appropriately conditioned to never cross
for all positive time). Other important examples of models that satisfy the Brownian
Gibbs property include Brownian last passage percolation, which has been extensively
studied recently in [19, 20, 21, 18] and the parabolic Airy line ensemble LAY [27, 7].
The Airy line ensemble A was first discovered as a scaling limit of the multi-layer
polynuclear growth model in [27], where its finite dimensional distribution was derived.
(The relationship between the Airy and parabolic Airy line ensemble is given by A;(t) =
21/2£47Y (1) 4 2 for i € IN.) Subsequently, in [7] it was shown that the edge of Dyson
Brownian motion (or rather a closely related model of Brownian watermelons) converges
uniformly over compacts to the parabolic Airy line ensemble £4"¥, see Figure 1. This
stronger notion of convergence was obtained by utilizing the Brownian Gibbs property
and the latter has led to the proof of many new and interesting properties of the Airy line
ensemble [18, 7, 11]. Apart from its inherent beautiful structure, the Airy line ensemble
plays a distinguished (conjectural) foundational role in the Kardar-Parisi-Zhang (KPZ)
universality class through its relationship to the construction of the Airy sheet in [10].

Figure 1: Dyson Brownian motion and the parabolic Airy line ensemble as its edge
scaling limit.

The parabolic Airy line ensemble is believed to be a universal scaling limit of not just
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Dyson Brownian motion but many line ensembles that satisfy a Gibbs property. Recently,
it was shown in the preprint [9] that uniform convergence to the parabolic Airy line
ensemble holds for sequences of N non-intersecting Bernoulli, geometric, exponential
and Poisson random walks started from the origin as N tends to infinity.(We mention
that non-intersecting Bernoulli random walkers are equivalent to non-crossing ones
after a deterministic shift.) These types of result are reminiscent of Donsker’s theorem
from classical probability theory, which establishes the convergence of generic random
walks to Brownian motion. The difference is that as the number of avoiding walkers
is increasing to infinity, one leaves the Gaussian universality class and enters the KPZ
universality class. It is worth mentioning that the results in the preprint [9] rely on very
precise integrable inputs (exact formulas for the finite dimensional distributions) for the
random walkers for each fixed N, which are suitable for taking the large NV limit - this
is one reason only the packed initial condition is effectively treated. For more general
initial conditions, the convergence even in the Bernoulli case, which is arguably the
simplest, remains widely open. We also mention that the preprint [9] uses a slightly
different notation than what we use in the present paper. Our use of the term Airy
line ensemble (denoted by A) agrees with the original definition in [27] and the term
parabolic Airy line ensemble (denoted by £47¥) agrees with [3]. On the other hand,
the preprint [9] calls A the “stationary Airy line ensemble” and v/2£4%¥ the “Airy line
ensemble”. We have chosen to follow the notation from [3] and not [9] in this paper, as it
is more well-established in the field.

The goal of the present paper is to investigate asymptotics of N avoiding Bernoulli
random walkers with general (possibly random) initial and terminal conditions in the
large N limit. The main questions that motivate our work are:

1. What are sufficient conditions that ensure that the trajectories of N avoiding
Bernoulli random walkers are uniformly tight, meaning that they have uniform
weak subsequential limits that are IN-indexed line ensembles on R?

2. What are sufficient conditions that ensure that the trajectories of N avoiding

Bernoulli random walkers converge uniformly to the parabolic Airy line ensemble
EAiry?

If eV = (L¥,...,LY) denotes the trajectories of the N avoiding Bernoulli random
walkers (with LY > LY > ... > LY) we show that as long as L} under suitable shifts
and scales has one-point tight marginals that (roughly) globally approximate an inverted
parabola, one can conclude that the whole line ensemble £V under the same shifts
and scales is uniformly tight. In other words, having a mild but uniform control of the
one-point marginals of the lowest-indexed (or top) curve L} one can conclude that the
full line ensemble is tight and moreover any subsequential limit satisfies the Brownian
Gibbs property. This is the main result of the paper and appears as Theorem 1.1.

Regarding the second question above, we show that if LY under suitable shifts and
scales converges weakly to the parabolic Airy, process (the lowest indexed curve in the
parabolic Airy line ensemble LAY in the finite dimensional sense, then the whole line
ensemble £V under the same shifts and scales converges uniformly to the parabolic Airy
line ensemble £4"Y. The latter result is presented as Corollary 1.3 in the next section
and is a relatively easy consequence of Theorem 1.1 and the recent characterization
result of Brownian Gibbsian line ensembles in [12].

It is worth pointing out that to establish tightness we do not require actual con-
vergence of the marginals, which makes our approach more general than that of the
preprint [9]. In particular, in the preprint [9] the authors assume finite dimensional
convergence of £V to the parabolic Airy line ensemble, while our approach does not. In
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most studied cases for avoiding Bernoulli random walks, such as [2, 17, 22], one has
access to exact formulas that can be used to prove the finite dimensional convergence of
£V to the parabolic Airy line ensemble, which makes this a natural assumption to make.
Our motivation, however, is to formulate a framework that establishes tightness (or
convergence) and relies as little as possible on exact formulas. We do this in the hopes of
eventually extending this framework to other models of Gibbsian line ensembles - ones
with general (not necessarily Bernoulli) random walk paths and general (not necessarily
avoiding) Gibbs properties. In this sense, the present paper should be thought of as a
proof of concept — showing in (arguably) the simplest case that the global behavior of
a sequence of Gibbsian line ensemble can be effectively analyzed using only one-point
marginal information for their lowest indexed curves. We mention that since this article
has been completed, part of the framework in this paper has been applied to a general
class of Gibbsian line ensembles in [14].

1.2 Main results

We begin by giving some necessary definitions, which will be further elaborated in
Section 2 but will suffice for us to present the main results of the paper. For a,b € Z
with a < b we denote by [a, 0] the set {a,a+ 1,...,b}. Given Ty, Ty € Z with Ty < T; and
N € N we call a [1, N]-indexed Bernoulli line ensemble on [Ty, T1] a random collection
of N up-right paths drawn in the region [Ty, 7] x Z in Z? - see the bottom-right part
of Figure 2. We denote a Bernoulli line ensemble by £ and £(i,s) is the location of
the i-th up-right path at time s for (i,s) € [1, N] x [Ty, T1]. For convenience we also
denote L;(s) = £(4, s) the i-th up-right path in the ensemble and one can think of L;’s as
trajectories of Bernoulli random walkers that at each time stay put or jump by one.

We say that a Bernoulli line ensemble satisfies the Schur Gibbs property if it satisfies
the following:

1. With probability 1 we have Lq(s) > La(s) > --- > Ln(s) for all s € [Tp, T1].

2. For any K = {ki,k1 +1,...,ke} C [1,N — 1] and a,b € [Ty, 7] with a < b the
conditional law of Lg,,..., Ly, in the region D = [a,b] x Z, given {£(i,s) : i &
Kors¢[a+1,b—1]} is that of k3 — k1 + 1 independent Bernoulli random walks
that are conditioned to start from & = (L, (a),..., Lk,(a)) at time a, to end at
¥ = (L, (b),..., L, (b)) at time b and to never cross each other or the paths Ly, 1
or Ly, 41 in the interval [Ty, T1] (here Ly = c0).

In simple words, the above definition states that a Bernoulli line ensemble satisfies the
Schur Gibbs property if it is non-crossing and its local distribution is that of avoiding
Bernoulli random walk bridges. We mention here that in the above definition the curve
L plays a special role, since we do not assume that its conditional distribution is that
of a Bernoulli bridge conditioned to stay below Ly _;. Essentially, the curve Ly plays
the role of a bottom (random) boundary for our ensemble and a Bernoulli line ensemble
satisfying the Schur Gibbs property can be seen to be equivalent to the statement that it
is precisely the law of NV — 1 independent Bernoulli bridges that are conditioned to start
from some random configuration at time 7j, end at some random configuration at time
Ty and never cross each other or a given random up-right path Ly in the time interval
[Ty, T1]. We refer to Bernoulli line ensembles that satisfy the Schur Gibbs property as
Bernoulli Gibbsian line ensembles. We mention that the name Schur Gibbs property
originates from the connection between Bernoulli Gibbsian line ensembles and Schur
symmetric polynomials, discussed later in Section 8.2.

A natural context in which Bernoulli Gibbsian line ensembles arise is lozenge tilings
- see Figure 2 and its caption. To be brief, one can take a finite tileable region in the
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hexagonal lattice and consider the uniform distribution on all possible tilings of this
region with three types of rhombi (also called lozenges). The resulting measure on tilings
has a natural Gibbs property, which is that if you freeze the tiling outside of some finite
region the tiling inside that region will be conditionally uniform among all possible tilings.
For special choices of tileable domains uniform lozenge tilings give rise to Bernoulli line
ensembles (with deterministic packed starting and terminal conditions), and the tiling
Gibbs property translated to the line ensemble becomes the Schur Gibbs property. In
Figure 2 one observes that L3 (which is the bottom-most curve in the ensemble) is not
uniformly distributed among all up-right paths that stay below L, and have the correct
endpoints since it needs to stay above the bottom boundary of the tiled region.

Figure 2: The top-left picture represents a tileable region in the triangular lattice and
three types of lozenges. The top-right picture depicts a possible tiling of the region and
the bottom-left picture represents the same tiling under an affine transformation. One
draws lines through the mid-points of the vertical sides of the vertical rhombi and the
squares and this gives rise to a collection of random up-right paths. If one shifts these
lines down one obtains a Bernoulli line ensemble - depicted in the bottom-right picture.
If one takes the uniform measure on lozenge tilings the Bernoulli line ensemble one
obtains through the above procedure satisfies the Schur Gibbs property.

In the remainder of this section we fix a sequence £V = (LY, ... L) of 1, N]-
indexed Bernoulli Gibbsian line ensembles on [ay,by] where ay < 0 and by > 0 are
integers. Our interest is in understanding the asymptotic behavior of £V as N — oo (i.e.
when the number of walkers tends to infinity). Below we we list several assumptions on
the sequence £V, which rely on parameters a > 0, p € (0,1) and A > 0. The parameter o
is related to the fluctuation exponent of the line ensemble and the assumptions below
will indicate that LY (0) fluctuates on order N®/2. The parameter p is the global slope
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of the line ensemble, and since we are dealing with Bernoulli walkers the global slope
is in [0, 1] and we exclude the endpoints to avoid degenerate cases. The parameter A
is related to the global curvature of the line ensemble, and the assumptions below will
indicate that once the slope is removed the line ensemble approximates the parabola
—\z2. We now turn to formulating our assumptions precisely.

Assumption 1. We assume that there is a function ¢) : N — (0, 00) such that

limy 00 W(N) =00 and ay < —9(N)N® while by > ¢ (N)N“.

The significance of Assumption 1 is that the sequence of intervals [ay, by] (on which
the line ensemble £V is defined) on scale N¢ asymptotically covers the entire real
line. The nature of v is not important and any function converging to infinity along the
integers works for our purposes.

Assumption 2. There is a function ¢ : (0,00) — (0, 00) such that for any € > 0 we have

sup limsup P (‘N‘“/Q(L{V(nN“) — pnN® + )\nQNO‘/Q)‘ > gb(e)) <e (1.1)
n€Z N-—oo

Let us elaborate on Assumption 2 briefly. If n = 0 the statement indicates that
N~%/2L,(0) is a tight sequence of random variables and so «/2 is the fluctuation exponent
of the ensemble. The transversal exponent is a and is reflected in the way time (the
argument in LY') is scaled - it is twice /2 as expected by Brownian scaling. The essence
of Assumption 2 is that if one removes a global line with slope p from L{ and rescales
by N°/2 vertically and N horizontally the resulting curve asymptotically approximates
the parabola —\z2. The way the statement is formulated, this approximation needs to
happen uniformly over the integers but the choice of Z is not important. Indeed, one can
replace Z with any subset of R that has arbitrarily large and small points and the choice
of Z is made for convenience. Equation (1.1) indicates that for each n € Z the sequence
of random variables X = N=%/2(LY (nN®) — pnN® + An2N/?) is tight, but it says a bit
more. Namely, it states that if M,, is the family of all possible subsequential limits of
(XN} ~>1 then U, ez M, is itself a tight family of distributions on R. A simple case when
Assumption 2 is satisfied is when XV converges to the Tracy-Widom distribution for all n
as N — oo. In this case the family U, czM,, only contains the Tracy-Widom distribution
and so is naturally tight.

The final thing we need to do is to embed all of our line ensembles £V in the same
space. The latter is necessary as we want to talk about tightness and convergence of
line ensembles that presently are defined on different state spaces (remember that the
number of up-right paths is changing with N). We consider IN x R with the product
topology coming from the discrete topology on IN and the usual topology on R. We let
C(IN x R) be the space of continuous functions on IN x R with the topology of uniform
convergence over compacts and corresponding Borel o-algebra. For each N € IN we let

fN(s) = N=*2(LN (sN®) — psN® + As’N/?), for s € [-¢)(N),(N) andi =1,..., N,
and extend fY to R by setting fori =1,..., N
F¥(s) = fY (=0(N)) for s < —(N) and f¥(s) = f¥ (¢ (V) for s > 9 (N).
Ifi > N + 1 we define f(s) = 0 for s € R. With the above we have that £V defined by
_ [ (s) = As?
~ V(l-p)

is a random variable taking value in C(IN x R) and we let Py denote its distribution. We
remark that the particular extension we chose for f outside of [~¢(N),v(N)] and for
¢t > N + 1 is immaterial since all of our convergence/tightness results are formulated for

LN (i, s) (1.2)
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the topology of uniform convergence over compacts. Consequently, only the behavior
of these functions on compact intervals and finite index matters and not what these
functions do near infinity, which is where the modification happens as limy_, o ¥ (N) = o0
by assumption.

We are now ready to state our main result, whose proof can be found in Section 2.4.

Theorem 1.1. Under Assumptions 1 and 2 the sequence Py is tight. Moreover, if L
denotes any subsequential limit of LV then L> satisfies the Brownian Gibbs property of
Section 1.1 (see also Definition 2.10).

Remark 1.2. In simple words, Theorem 1.1 states that if one has a sequence of Bernoulli
Gibbsian line ensembles with a mild but uniform control of the one-point marginals of
the top curves LY then the entire line ensembles need to be tight. The idea of utilizing
the Gibbs property of a line ensemble to improve one-point tightness of the top curve to
tightness of the entire curve or even the entire line ensemble has appeared previously
in several different contexts. For line ensembles whose underlying path structure is
Brownian it appeared in the seminal work of [7] and more recently in [4, 5]. For discrete
Gibbsian line ensembles (more general than the one studied in this paper) it appeared in
[6] and for line ensembles related to the inverse gamma directed polymer in [32].

Theorem 1.1 indicates that in order to ensure the existence of subsequential limits
for £V as in (1.2) it suffices to ensure tightness of the one-point marginals of the top
curves LY in a sufficiently uniform sense. We next investigate the question of when
LN converges to the parabolic Airy line ensemble £47Y. We let A = {A;};ci be the IN-
indexed Airy line ensemble and £ = {£"¥},cix be given by £ (z) = 271/2(A; () — 22)
as in [7, Theorem 3.1]. In particular, both A and £ are random variables taking values in
the space C(N x R), and A; () is the Airy, process while £"Y(.) is the parabolic Airy,
process. To establish convergence of £V to £4"¥ we need the following strengthening
of Assumption 2.

2)2
p(1—p)

1/3
Assumption 2’. Let ¢ = ( ) .Forany k € IN, t1,...,tx,x1,...,Tr € R we assume

hm—P(ﬁy@ﬁfiwimri=1w~wk)ZIP(€4m£f"y@m)Sximrizlw.wk).(13)

N—o0

In plain words, Assumption 2’ states that the top curves £ (t) converge in the finite
dimensional sense to ¢~/ 2E‘fi”’(ct). Let us briefly explain why Assumption 2’ implies
Assumption 2 (and hence we refer to it as a strengthening). Under Assumption 2’, we
would have that N=*/2(LY (xN®) — pzN® + Az N*/?) converge in the finite dimensional

sense to %Al(cm). In particlar, for each n € Z we have that

A}im P (’N*O‘N(L{V(nNO‘) —pnN* + )\nQNO‘/Q)’ > a) =P (\/ }7(127;]))|A1(cn)| > a) =

2c 2c
l—Feue|a || tFteve|—a ||
< pﬂ—@) p(1—p)
where we used that .4, () is a stationary process whose one point marginals are given by
the Tracy-Widom distribution Foy g, [31], and that Fop g is diffuse. In particular, given
€ > 0 we can find a large enough so that the second line above is less than ¢ and such a
choice of a furnishes a function ¢ as in Assumption 2.

The next result gives conditions under which £V converges to the parabolic Airy line
ensemble £A47Y_ It is proved in Section 2.4
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Corollary 1.3. Under Assumptions 1 and 2’ the sequence L converges weakly in the
topology of uniform convergence over compacts to the line ensemble L defined by

9 1/3
L) = ¢ V2L (ct), fori € N and t € R, where we recall ¢ = <p(12>\p)) .
Remark 1.4. In plain words, Corollary 1.3 states that to prove the convergence of a
sequence of Bernoulli Gibbsian line ensembles £V to the parabolic Airy line ensemble
LAY it suffices to show that the top curves L’{V (one for each ensemble) converge in the
finite dimensional sense to the parabolic Airys process. We mention that the convergence
in Corollary 1.3 is in the uniform topology over compacts, which is stronger than finite-
dimensional convergence. We also mention that in the preprint [9] the conclusion of
Corollary 1.3 was established under the assumption that £V converge to £ in the
finite dimensional sense. Simply put, we require as input only the finite dimensional
convergence of the top curves, while [9, Theorem 1.5] requires the finite dimensional
convergence of not just the top but all curves in the line ensemble, which is a much

stronger assumption.

The remainder of the paper is organized as follows. In Section 2 we introduce the
basic definitions and notation for line ensembles. The main technical result of the paper,
Theorem 2.26, is presented in Section 2.3 and Theorem 1.1 and Corollary 1.3 are proved
in Section 2.4 by appealing to it. In Section 3 we prove several statements for Bernoulli
random walk bridges, by using a strong coupling result that allows us to compare the
latter with Brownian bridges. The proof of Theorem 2.26 is presented in Section 4 and is
based on three key lemmas. Two of these lemmas are proved in Section 5 and the last
one in Section 6. The paper ends with Sections 7 and 8, where various technical results
needed throughout the paper are proved.

2 Line ensembles

In this section we introduce various definitions and notation that are used throughout
the paper.

2.1 Line ensembles and the Brownian Gibbs property

In this section we introduce the notions of a line ensemble and the (partial) Brownian
Gibbs property. Our exposition in this section closely follows that of [7, Section 2] and
[12, Section 2].

Given two integers p < ¢, we let [p, ¢] denote the set {p,p+ 1,...,q}. If p > ¢ then
[p, q] = 0. Given an interval A C R we endow it with the subspace topology of the usual
topology on R. We let (C(A),C) denote the space of continuous functions f : A — R with
the topology of uniform convergence over compacts, see [25, Chapter 7, Section 46],
and Borel g-algebra C. Given a set ¥ C Z we endow it with the discrete topology and
denote by 3 x A the set of all pairs (¢, ) with ¢ € ¥ and = € A with the product topology.
We also denote by (C(X x A),Cys) the space of continuous functions on ¥ x A with the
topology of uniform convergence over compact sets and Borel o-algebra Csx;. Typically,
we will take ¥ = [1, N] (we use the convention ¥ = IN if N = oo) and then we write
(C(2 x A),Cjs)) in place of (C(Z x A),Cx).

The following defines the notion of a line ensemble.

Definition 2.1. Let ¥ C Z and A C R be an interval. A Y-indexed line ensemble
L is a random variable defined on a probability space ({2, F,P) that takes values in
(C(X x A),Cyx). Intuitively, L is a collection of random continuous curves (sometimes
referred to as lines), indexed by X, each of which maps A in R. We will often slightly

EJP 26 (2021), paper 135. https://www.imstat.org/ejp
Page 9/93


https://doi.org/10.1214/21-EJP698
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Tightness of Bernoulli Gibbsian line ensembles

abuse notation and write L : ¥ x A — R, even though it is not £ which is such a function,
but L(w) for every w € Q. Fori € 3 we write L;(w) = (L(w))(4,-) for the curve of index i
and note that the latter is a map L£; : @ — C(A), which is (C, F)-measurable. Ifa,b € A
satisfy a < b we let L;[a, b] denote the restriction of L; to [a,b].

We will require the following result, whose proof is postponed until Section 7.1. In
simple terms it states that the space C(X x A) where our random variables £ take value
has the structure of a complete, separable metric space.

Lemma 2.2. Let ¥ C Z and A C R be an interval. Suppose that {a,}5>,{b,}52, are
sequences of real numbers such that a,, < by, [an,by] C A, apt1 < ap, bpy1 > by, and
U, [an,bn] = A. Forn € N let K,, = ¥,, X [an,b,] where X,, = ¥ N [-n,n]. Define

d:C(ExA)xC(ExA)—[0,00) by

d(ﬁg):ZT"min{ sup | f(i,t) — g(i, 1)), 1}. (2.1)
n=1

(i,t)eKn

Then d defines a metric on C(X x A) and moreover the metric space topology defined by
d is the same as the topology of uniform convergence over compact sets. Furthermore,
the metric space (C(X x A),d) is complete and separable.

Definition 2.3. Given a sequence {L" : n € IN} of random X-indexed line ensembles
we say that L™ converge weakly to a line ensemble L, and write L —> L if for any
bounded continuous function f : C(X x A) — R we have that

lim E[f(£")] = E[f(£)].

n—oo

We also say that {L£" : n € IN} is tight if for any € > 0 there exists a compact set
K Cc C(2x A) such that P(L" € K) >1—¢ foralln € IN.

We call a line ensemble non-intersecting if P-almost surely £;(r) > L£;(r) for alli < j
andr € A.

We will require the following sufficient condition for tightness of a sequence of line
ensembles, which extends [1, Theorem 7.3]. We give a proof in Section 7.2.
Lemma 2.4. Let ¥ C Z and A C R be an interval. Suppose that {a,}5,{b,}52, are
sequences of real numbers such that a,, < by, [an,bn] C A, ant1 < ap, bpy1 > by, and
U, [an,bn] = A. Then {L"} is tight if and only if for every i € ¥ we have:

n=1

(i) limg_o0 limsup,,_, o P(|£7(a0)| > a) = 0 for some ag € A;

(ii) Foralle > 0 and k € IN, gim lim sup P(supm,ye[ak’bk]’
—

0 n—oo le—y|<d

£r(z) — L2 (y)] > ) o,

We next turn to formulating the Brownian Gibbs property — we do this in Definition 2.8
after introducing some relevant notation and results. If W; denotes a standard Brownian
motion, then the process

B(t) =W, —tW;, 0<t<1,

is called a Brownian bridge (from B(0) = 0 to B(1) = 0) with diffusion parameter 1. For
brevity we call the latter object a standard Brownian bridge.
Given a,b,z,y € R with a < b we define a random variable on (C([a, b]),C) through

B(t)_(ba)1/2'3<z:z>+(£:2)~x+(z:2)'y, 2.2)

and refer to the law of this random variable as a Brownian bridge (from E(a) =z to
B(b) = y) with diffusion parameter 1. Given k € IN and Z, 7 € R* we let P%>™7 denote the

free
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law of k independent Brownian bridges {B; : [a,b] — IR}f:1 from B;(a) = z; to B;(b) = y;
all with diffusion parameter 1.
We next state a couple of results about Brownian bridges from [7] for future use.

Lemma 2.5.[7, Corollary 2.9]. Fix a continuous function f : [0,1] — R such that
f(0) > 0 and f(1) > 0. Let B be a standard Brownian bridge and let C = {B(t) >
f(t) for some t € [0,1]} (crossing) and T = {B(t) = f(t) for somet € [0,1]} (touching).
Then P(T'NC°) =0.

Lemma 2.6. [7, Corollary 2.10]. Let U be an open subset of C([0,1]), which contains a
function f such that f(0) = f(1) =0. If B : [0,1] — R is a standard Brownian bridge then
P(B[0,1] Cc U) > 0.

The following definition introduces the notion of an (f, g)-avoiding Brownian line
ensemble, which in simple terms is a collection of k£ independent Brownian bridges,
conditioned on not intersecting each other and staying above the graph of g and below
the graph of f for two continuous functions f and g.

Definition 2.7. Let k € IN and W denote the open Weyl chamber in RF, i.e.
Wy ={&=(21,...,75) ERF 12y > 29 > > 23}

(In [7] the notation RY was used for this set.) Let &,§ € W¢, a,b € R with a < b, and
f i ]a,b] = (—o0,00] and g : [a,b] — [—00,0) be two continuous functions. The latter
condition means that either f : [a,b] — R is continuous or f = oo everywhere, and
similarly for g. We also assume that f(t) > g(t) for allt € [a,b], f(a) > x1, f(b) > y1 and
g9(a) <z, g(b) < yi-

With the above data we define the (f,g)-avoiding Brownian line ensemble on the
interval [a, b] with entrance data ¥ and exit data ¢ to be the X-indexed line ensemble
Q with ¥ = [1,k] on A = [a,b] and with the law of Q equal to IE";JTbe’f“‘7 (the law of
k independent Brownian bridges {B; : [a,b] — R}%_, from B;(a) = z; to B;(b) = v;)
conditioned on the event

E ={f(r) > Bi(r) > Ba(r) > --- > By(r) > g(r) for all r € [a,b]}.

It is worth pointing out that F is an open set of positive measure and so we can
condition on it in the usual way - we explain this briefly in the following paragraph.
Let (2, F,P) be a probability space that supports k independent Brownian bridges
{B; : [a,b] — R}r_, from B;(a) = w; to B;(b) = y; all with diffusion parameter 1.
Notice that we can find 44,...,4; € C(]0,1]) and ¢ > 0 (depending on &,¥, f,g,a,b)
such that @;(0) = @;(1) = 0 fori = 1,...,k and such that if hy, ..., hy € C([0,1]) satisfy
hi(0) = hi(1) =0 fori=1,...,k and SUpeo,1) @i (t) — hi(t)| < e then the functions

hi(t) = (b— )/ - (Z_Z> + (;:_2) i+ (Z_Z) Ui,

satisfy f(r) > hy(r) > -+ > hg(r) > g(r). It follows from Lemma 2.6 that

k
P(E)>P (max sup |B;(r) — a;(r)| < e) = HIP ( sup |B;(r) — a;(r)| < e) >0,

1<i<k ref0,1] ref0,1]

and so we can condition on the event E.
To construct a realization of @ we proceed as follows. For w € E we define

Q(w)(4,7) = Bi(r)(w) fori=1,...,k andr € [a,b].
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Observe that fori € {1,...,k} and an open set U € C([a,b]) we have that
O '({i}xU)={B,€U}NE € F,

and since the sets {i} x U form an open basis of C([1,k] X [a,b]) we conclude that
Q is F-measurable. This implies that the law Q is indeed well-defined and also it is
non-intersecting almost surely. Also, given measurable subsets A, ..., Ay of C([a,b]) we
have that

P}V ({By € A; fori=1,...,k} N E)
P(Q; € A; fori=1,...,k)= e .
IPa’ #I,y(E)

free

We denote the probability distribution of Q as ]PZ;)bo’fd’g’f Y and write ]EZ;Jbo’ff’f Y9 for the
expectation with respect to this measure.

The following definition gives the notion of the Brownian Gibbs property from [7].

Definition 2.8. Fix a set ¥ = [1, N] with N € N or N = oo and an interval A C R and
let K = {ki,k1 +1,...,ke} C X be finite and a,b € A with a < b. Set f = L},_1 and
g = Ly,+1 with the convention that f = c0 ifky —1 ¢ Y and g = —co ifka +1 ¢ X.
Write Dk b = K x (a,b) and D§; ., = (¥ x A) \ Dk 4. A YX-indexed line ensemble
L:Y x A — R is said to have the Brownian Gibbs property if it is non-intersecting and

Law (E\Kx[a,b] conditional on L|pe. w) = Law(Q),

where Q; = Qi_klﬂ and Q is the (f, g)-avoiding Brownian line ensemble on [a,b] with
entrance data (L, (a), ..., Lk, (a)) and exit data (L, (b), ..., Lk, (b)) from Definition 2.7.
Note that Q is introduced because, by definition, any such (f, g)-avoiding Brownian line
ensemble is indexed from 1 to ko — k1 + 1 but we want Q to be indexed from ki to ks.
An equivalent way to express the Brownian Gibbs property is as follows. A Y-indexed
line ensemble L on A satisfies the Brownian Gibbs property if and only if it is non-
intersecting and for any finite K = {k1,k1 + 1,...,ko} C ¥ and [a,b] C A and any
bounded Borel-measurable function F : C(K x [a,b]) — R we have PP-almost surely
E [F (‘C‘KXUIJ’]) ‘]:ewt(K X (avb))] = EZ;;bz;fc’lﬂJ,g [F(é)]’ (2‘3)

where
fezt(K X (aab)) =0 {‘Cl(s) : (’La 8) € D?(,a,b}

is the o-algebra generated by the variables in the brackets above, L| (4,5 denotes the
restriction of L to the set K X [a,b], T = (Lk,(a),..., L, (a)), ¥ = (Liy (b),..., L, (D)),
f = Lk, —1[a,b] (the restriction of L to the set {k; — 1} x [a, b]) with the convention that
f=o00ifky —1¢%, and g = Li,+1]a, b] with the convention that g = —oco ifko +1 & 3.
Remark 2.9. Let us briefly explain why equation (2.3) makes sense. Firstly, since ¥ x A
is locally compact, we know by [25, Lemma 46.4] that £ — L| K x[a,b] 1S @ continuous map
from C(X x A) to C(K X [a,b]), so that the left side of (2.3) is the conditional expectation
of a bounded measurable function, and is thus well-defined. A more subtle question is
why the right side of (2.3) is Fey¢(K X (a,b))-measurable. This question was resolved in
[12, Lemma 3.4], where it was shown that the right side is measurable with respect to
the o-algebra

c{Li(s): i€ Kand s € {a,b},ori € {k; —1,ks + 1} and s € [a, ]},

which in particular implies the measurability with respect to Feo, (K % (a,b)).
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In the present paper it is convenient for us to use the following modified version of
the definition above, which we call the partial Brownian Gibbs property - it was first
introduced in [12]. We explain the difference between the two definitions, and why we
prefer the second in Remark 2.12.

Definition 2.10. Fix a set ¥ = [1, N] with N € N or N = oo and an interval A C R. A 3-
indexed line ensemble L on A is said to satisfy the partial Brownian Gibbs property if and
only if it is non-intersecting and for any finite K = {ky,k1+1,...,ko} C X withky < N—1
(if ¥ # IN), [a,b] C A and any bounded Borel-measurable function F : C(K X [a,b]) = R
we have P-almost surely

E [F(L| g x(ap) | Feot (K x (a,))] = EXL50H9[F(Q)], (2.4)

avoid

where we recall that Dk, = K x (a,b) and DS ap = (2 x A)\ Dk 4,5, and
Feut(K X (a,b)) =0 {Ei(s) (i, 8) € D}'(’a,b}

is the o-algebra generated by the variables in the brackets above, L| K x[a,b) denotes the
restriction of L to the set K x [a,b], & = (Lk,(a),...,Lr,(a)), T = (Li, (D),..., L1, (b)),
f = Lk, —1[a,b] with the convention that f = 00 ifk; — 1 ¢ %, and g = Ly, 41[a,b].
Remark 2.11. Observe that if N = 1 then the conditions in Definition 2.10 become
void, i.e., any line ensemble with one line satisfies the partial Brownian Gibbs property.
Also, we mention that (2.4) makes sense by the same reason that (2.3) makes sense, see
Remark 2.9.

Remark 2.12. Definition 2.10 is slightly different from the Brownian Gibbs property
of Definition 2.8 as we explain here. Assuming that ¥ = IN the two definitions are
equivalent. However, if ¥ = {1,..., N} with 1 < N < oo then a line ensemble that
satisfies the Brownian Gibbs property also satisfies the partial Brownian Gibbs property,
but the reverse need not be true. Specifically, the Brownian Gibbs property allows for
the possibility that k2 = N in Definition 2.10 and in this case the convention is that
g = —o0. As the partial Brownian Gibbs property is more general we prefer to work with
it and most of the results later in this paper are formulated in terms of it rather than the
usual Brownian Gibbs property.

2.2 Bernoulli Gibbsian line ensembles

In this section we introduce the notion of a Bernoulli line ensemble and the Schur
Gibbs property. Our discussion will parallel that of [6, Section 3.1], which in turn goes
back to [8, Section 2.1].

Definition 2.13. Let X C Z and Ty, 11 € Z with Ty < 1. Consider the set Y of functions
[ X x [Ty, T1] — Z such that f(j,i+ 1) — f(j,i) € {0,1} when j € ¥ and i € [Ty, T1 — 1]
and let D denote the discrete topology on Y. We call a function f : [Ty, T1] — Z such
that f(i + 1) — f(i) € {0,1} when ¢ € [Ty, Ty — 1] an up-right path and elements in Y’
collections of up-right paths.

A Y-indexed Bernoulli line ensemble £ on [7y, 1] is a random variable defined on
a probability space (2, B,IP), taking values in Y such that £ is a (B,D)-measurable
function.

Remark 2.14. In [6, Section 3.1] Bernoulli line ensembles £ were called discrete line
ensembles in order to distinguish them from the continuous line ensembles from Defini-
tion 2.1. In this paper we have opted to use the term Bernoulli line ensembles to empha-
size the fact that the functions f € Y satisfy the property that f(j,i + 1) — f(j,¢) € {0, 1}
when j € ¥ and i € [Ty, Ty — 1]. This condition essentially means that for each j € ¥ the
function f(j,-) can be thought of as the trajectory of a Bernoulli random walk from time
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To to time T7. As other types of discrete line ensembles, see e.g. [32], have appeared in
the literature we have decided to modify the notation in [6, Section 3.1] so as to avoid
any ambiguity.

The way we think of Bernoulli line ensembles is as random collections of up-right
paths on the integer lattice, indexed by ¥ (see Figure 3). Observe that one can view
an up-right path L on [Ty, 71] as a continuous curve by linearly interpolating the points
(¢,L(3)). This allows us to define (£(w))(i,s) for non-integer s € [Ty, T3] and to view
Bernoulli line ensembles as line ensembles in the sense of Definition 2.1. In particular,
we can think of £ as a random variable taking values in (C(X x A),Cx) with A = [Ty, T1].
We will often slightly abuse notation and write £ : ¥ x [Ty,71] — Z, even though it

Ly Ly
LZ LZ
L3 LS
0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8

Figure 3: Two samples of [1, 3]-indexed Bernoulli line ensembles with 7, = 0 and 77 = 8,
with the left ensemble avoiding and the right ensemble nonavoiding.

is not £ which is such a function, but rather £(w) for each w € . Furthermore we
write L; = (£(w))(i, ) for the index ¢ € ¥ path. If L is an up-right path on [T, T1] and
a,b € [Ty, T1] satisfy a < b we let L[a, b] denote the restriction of L to [a, b].

Let t;,2; € Z for + = 1,2 be given such that t; < ts and 0 < 2z — 21 <ty — t;. We
denote by Q(t1,t2, 21, 22) the collection of up-right paths that start from (¢1, z1) and end
at (ta, 22), by P%3:">*** the uniform distribution on Q(t;, %2, 21, 22) and write FEj:/>%1%2
for the expectation with respect to this measure. One thinks of the distribution P}:'>%1%2
as the law of a simple random walk with i.i.d. Bernoulli increments with parameter
p € (0,1) that starts from z; at time ¢; and is conditioned to end in z; at time ¢ — this
interpretation does not depend on the choice of p € (0,1). Notice that by our assumptions
on the parameters the state space (¢, ta, 21, 22) is non-empty.

Given k € N, Ty, Ty € Z with Ty < T and 7, § € Z* we let ]Pg”e’fl’f’g denote the law of
k independent Bernoulli bridges {B; : [Ty, T1] — Z}%_, from B;(Ty) = x; to Bi(T1) = y;.
Equivalently, this is just k independent random up-right paths B; € Q(Ty, T1, ;,y;) for
1 =1,...,k that are uniformly distributed. This measure is well-defined provided that
Q(Ty, Th, x4, y;) are non-empty fori = 1,..., k, which holds if T4 — Ty > y; — x; > 0 for all
i=1,...,k.

The following definition introduces the notion of an (f, g)-avoiding Bernoulli line
ensemble, which in simple terms is a collection of k independent Bernoulli bridges,
conditioned on not-crossing each other and staying above the graph of g and below the
graph of f for two functions f and g.
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Definition 2.15. Let k € IN and 2 denote the set of signatures of length k, i.e.
Wy, = {7 = (z1,...,2k) eZF iz >my> - > xpt.

Let f,g € Wy, Ty, Ty € Z with Ty < T1, S C [[To,Tl]], and f : [[To,Tlﬂ — (—O0,00] and
g : [To, Th] — [—o0, ) be two functions.

With the above data we define the (f, g; S)-avoiding Bernoulli line ensemble on the
interval [Ty, T1] with entrance data Z and exit data i to be the X-indexed Bernoulli line
ensemble  with ¥ = [1,k] on [Ty, T1] and with the law of Q equal to ngoe’T,Tl’f’g (the
law of k independent uniform up-right paths {B; : [Ty, T1] — R}%_, from B;(Tp) = z; to
B;(Ty) = y;) conditioned on the event

Eg={f(r) > Bi(r) > Ba(r) > -+- > By(r) > g(r) forallr € S}.

The above definition is well-posed if there exist B; € Q(Ty, Ty, ;,y;) fori=1,... k that
satisfy the conditions in Eg (i.e. if the set of such up-right paths is not empty). We will
denote by Quvoid(To, T1, %, 7, f,9;5) the set of collections of k up-right paths that satisfy
the conditions in Fs and then the distribution on 9 is simply the uniform measure on
Qavoid(To, 11, %, Y, f, g; S). We denote the probability distribution of Q as ]Pzgoﬁgfrfsg and

write Efgofji%grf  for the expectation with respect to this measure. If S = [Ty, T1], we

; = To,T1,%,9,f.9 To,T1,%,y,f,9 _ _
write Qavoid(To, 11, %, Y, [, 9), P oovia Ber *»and E 000 p 09 If f = +oo and g = —oo, we

. - - mTo,T1,3,7 To, Ty ,&,§
write Q(IUOid(T()? T, @, y)’ Pazbii;é}r' and Ea?}oicll,;gr'
It will be useful to formulate simple conditions under which Qu40i4(T0, 11, T, ¥, f, g) is

non-empty and thus ]Pfg’oﬁggr’f 9 is well-defined. Note that Qq0ia(To. T4, T, ¥ f,9; S) 2
Qavoid(To, T1, Z, 7, f,g) for any S C [Ty, T1], so ]Pfg;f;:gg;fég is also well-defined in this
case. We accomplish this in the following lemma, whose proof is given in Section 7.3.

Lemma 2.16. Suppose that k € IN and Ty, Ty € Z with Ty < T1. Suppose further that
1. &,y € Wy satisfy Ty — Ty > y; —x; >0fori=1,... )k,

2. f : [To,Th] — (—o0,00] and g : [To,T1] — [—o0,00) satisfy f(i + 1) = f(i) or
fG+1)=f@)+1,andg(i+1)=g()org(i+1)=g()+1fori=To,...,Th —1,
3. [(To) 2 @1, f(T1) =2 y1, 9(To) < @y, 9(Th) <y and f(i) = g(i) fori € [To, T1].
Then the set Quyoia(To, 11, Z, ¥, f,g) from Definition 2.15 is non-empty.
The following definition introduces the notion of the Schur Gibbs property, which can

be thought of a discrete analogue of the partial Brownian Gibbs property in the same
way that Bernoulli random walks are discrete analogues of Brownian motion.

Definition 2.17. Fixaset ¥ = [1, N] with N € N or N = oo and Ty, T} € Z with Ty < T}.
A Y-indexed Bernoulli line ensemble £ : ¥ x [Ty, T1] — Z is said to satisfy the Schur
Gibbs property if it is non-crossing, meaning that

Lj(i) > Ljq(i) forall j=1,...,N —1andi € [Ty, T1],
and for any finite K = {k1,k1 +1,...,ko} C [1,N — 1] and a,b € [Ty, T1] with a < b the

following holds. Suppose that f, g are two up-right paths drawn in {(r,2) € Z* : a < r < b}
and Z,y € 2, with k = ko — k1 + 1 altogether satisfy that P(A) > 0 where A is the event

A= {f = (Lk1 (a)v oy Ly (a))’g: (Lk1 (b)’ ooy Ly (b))7 Lk1—1[[a7 bﬂ =/ Lk2+1ﬂa7 bﬂ = g}a

where if k1 = 1 we adopt the convention f = co = Ly. Then writing k = ko — k1 + 1, we
have for any {B; € Q(a,b,z;,y;)}}_, that

14-P (Lisr,-1]a,b] = B; fori =1,... k|FE) = 14-PLUTR (N {9, = Bi}), (2.5)

ext avoid,Ber
where FB¢" = o(L;(j) : (i,§) € ¥ x [Ty, T1] \ [k1, k2] x [a +1,b—1]).

ext
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Remark 2.18. In simple words, a Bernoulli line ensemble is said to satisfy the Schur
Gibbs property if the distribution of any finite number of consecutive paths, conditioned
on their end-points and the paths above and below them is simply the uniform measure
on all collection of up-right paths that have the same end-points and do not cross each
other or the paths above and below them.

Remark 2.19. Observe that in Definition 2.17 the index k5 is assumed to be less than or
equal to V — 1, so that if N < oo the N-th path is special and is not conditionally uniform.
This is what makes Definition 2.17 a discrete analogue of the partial Brownian Gibbs
property rather than the usual Brownian Gibbs property. Similarly to the partial Brownian
Gibbs property, see Remark 2.11, if N = 1 then the conditions in Definition 2.17 become
void, i.e., any Bernoulli line ensemble with one line satisfies the Schur Gibbs property.
Also we mention that the well-posedness of ]Pfg;fji:g’g;f’g in (2.5) is a consequence of
Lemma 2.16 and our assumption that P(A4) > 0.
Remark 2.20. In [6] the authors studied a generalization of the Gibbs property in
Definition 2.17 depending on a parameter ¢ € (0, 1), which was called the Hall-Littlewood
Gibbs property due to its connection to Hall-Littlewood polynomials [24]. The property
in Definition 2.17 is the ¢t — 0 limit of the Hall-Littlewood Gibbs property. Since under
this ¢ — 0 limit Hall-Littlewood polynomials degenerate to Schur polynomials we have
decided to call the Gibbs property in Definition 2.17 the Schur Gibbs property.

Remark 2.21. An immediate consequence of Definition 2.17 is that if M < N, we
have that the induced law on {L;}}, also satisfies the Schur Gibbs property as an
{1,..., M}-indexed Bernoulli line ensemble on [Ty, T}].

We end this section with the following definition of the term acceptance probability.

Definition 2.22. Assume the same notation as in Definition 2.15 and suppose that T} —

To >y; —x; >0 fori=1,..., k. We define the acceptance probability Z(Ty,T1,Z,¥, f,9)

to be the ratio

_ Qavoia(To, T1, %, 9, f, 9)|
T, 192(To, T1, i, )|

Remark 2.23. The quantity Z(Ty, T, %, ¥, [, g) is precisely the probability that if B; are

sampled uniformly from Q(7y, 71, z;,y;) fori = 1,..., k then the B; satisfy the condition

(2.6)

Z(TOaTlafvgvag)

E={f(r) > By(r) > By(r) > -+ > By(r) > g(r) for all r € [Ty, T1]} .

Let us explain briefly why we call this quantity an acceptance probability. One way
to sample Pfg;f;%g;f ¥ is as follows. Start by sampling a sequence of i.i.d. up-right
paths BY uniformly from Q(Tp, Ty, z;,y;) fori =1,...,k and N € IN. For each n check if
BT, ..., By satisfy the condition F and let M denote the smallest index that accomplishes
this. If Quuoia(To,T1, 7,7, f,g) is non-empty then M is geometrically distributed with
parameter Z(Ty, Ty, 7, ¥, f,g), and in particular M is finite almost surely and {BM}%_|
has distribution Pfg;ﬁ:g’gf Y. In this sampling procedure we construct a sequence of
candidates {BN}¥_, for N € N and reject those that fail to satisfy condition E, the
first candidate that satisfies it is accepted and has law ]Pﬁg;%g;f Y and the probability

that a candidate is accepted is precisely Z(Ty, 11, Z, ¥, f, g), which is why we call it an
acceptance probability.

2.3 Main technical result

In this section we present the main technical result of the paper. We start with the
following technical definition.
Definition 2.24. Fixk € IN, o, A > 0 and p € (0,1). Suppose we are given a sequence
{Tn}3%5_, with Ty € IN and that {€V}%_,, &Y = (LY, LY, ..., LY) is a sequence of [1, k]-
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indexed Bernoulli line ensembles on [—Tn,Tn]. We call the sequence («, p, \)-good if
there exists Ny € IN such that

 ¢N satisfies the Schur Gibbs property of Definition 2.17 for N € IN, N > Nj;

e there is a function ¢ : N — (0,00) such that limy_,. ¥(N) = oo and for each
N > Ny we have that Ty > ¢(N)N%;

* there are functions ¢ : Z x (0,00) — (0,00) and ¢, : (0,00) — oo such that for any
e>0,n€ZandN > ¢1(n,e) we have

P (‘N*Q/Q(L{V(njva) — pnN® + )\nzNO‘/2)’ > ¢2(e)) <e 2.7)

Remark 2.25. Let us elaborate on the meaning of Definition 2.24. In order for a
sequence of £V of [1, k]-indexed Bernoulli line ensembles on [~7, Tx] to be (a,p, \)-
good we want several conditions to be satisfied. Firstly, we want for all large N the
Bernoulli line ensemble £ to satisfy the Schur Gibbs property. The second condition is
that while the interval of definition of £V is finite for each N and given by [-T, Tx],
we want this interval to grow at least with speed N®. This property is quantified by the
function v, which can be essentially thought of as an arbitrary unbounded increasing
function on IN. The third condition is that we want for each n € Z the sequence of random
variables N~%/2(LYN (nN®) — pnN®) to be tight but moreover we want globally these
random variables to look like the parabola —An2. This statement is reflected in (2.7),
which provides a certain uniform tightness of the random variables N~®/?(LN (nN®) —
pnN< + An2Ne/ 2). A particular case when (2.7) is satisfied is for example if we know that
for each n € Z the random variables N~%/2(LY (nN®)—pnN® +An?N®/?) converge to the
same random variable X. In the applications that we have in mind these random variables
would converge to the 1-point marginals of the Airy, process that are all given by the
same Tracy-Widom distribution (since the Airys process is stationary). Equation (2.7)
is a significant relaxation of the requirement that N~°/2(LY (nN®) — pnN® + An2N*/2)
all converge weakly to the Tracy-Widom distribution - the convergence requirement is
replaced with a mild but uniform control of all subsequential limits.

The main technical result of the paper is given below and proved in Section 4.

Theorem 2.26. Fixk € N withk > 2, a,A >0, p € (0,1) and let £ = (LY, LY, ..., LY)
be an (a, p, A)-good sequence of [1, k]-indexed Bernoulli line ensembles. Set

fN(s) = N=*/2(LN(sN®) —psN® + X\s?N/2), fors € [-)(N),(N)] andi=1,...,k—1,
and extend f to R by setting fori=1,...,k—1
¥ (s) = [Y (=0 (N)) for s < —y(N) and f;"(s) = f¥ ($(N)) for s > (N).
Let Py be the law of { fN}¥=! and Py that of { fN}F=1 = {(fN(s) — \s?)/+/p(1 — p)}i}
both as [1,k — 1]-indexed line ensembles (i.e. as random variables in (C([1,k — 1] x
R),Cx—1)). Then
(i) The sequences Py and IF’N are tight;

(ii) Any subsequential limit £ = { ffo f:_f of Py satisfies the partial Brownian Gibbs
property of Definition 2.10.

Roughly, Theorem 2.26 (i) states that if we have a sequence of [1, k]-indexed Bernoulli
line ensembles that satisfy the Schur Gibbs property and the top paths of these ensembles
under some shift and scaling have tight one-point marginals with a non-trivial parabolic
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shift, then under the same shift and scaling the top k£ — 1 paths of the line ensemble will
be tight. The extension of f to R is completely arbitrary and irrelevant for the validity
of Theorem 2.26 since the topology on C([1,k — 1] x R) is that of uniform convergence
over compacts. Consequently, only the behavior of these functions on compact intervals
matters in Theorem 2.26 and not what these functions do near infinity, which is where
the modification happens as limy_,o ¥(N) = oo by assumption. The only reason we
perform the extension is to embed all Bernoulli line ensembles into the same space
(C([1,k —1] x R),Ck—1).

We mention that the k-th up-right path in the sequence of Bernoulli line ensembles is
special and Theorem 2.26 provides no tightness result for it. The reason for this stems
from the Schur Gibbs property, see Definition 2.17, which assumes less information for
the k-th path. In practice, one either has an infinite Bernoulli line ensemble for each IV
or one has a Bernoulli line ensemble with finite number of paths, which increase with N
to infinity. In either of these settings one can use Theorem 2.26 to prove tightness of the
full line ensemble, we will see this when we prove Theorem 1.1 in the next section.

2.4 Proofs of Theorem 1.1 and Corollary 1.3

Proof. (of Theorem 1.1) We use the same notation and assumptions as in the statement
of the theorem. For clarity we split the proof into two steps.

Step 1. In this step we prove that £V is tight. In view of Lemma 2.4 to establish the
tightness of £V it suffices to show that for every k € IN

(1) limg— o0 limsupy_,oo P(ILY(0)] > a) = 0.

(ii) For all ¢ > 0 and m € IN, lim lim sup P(supmye[m’m], |LN (z) — LY (y)| > e) =0.
020 N—oo Ja—y|<s

Let Ty = min(—ay,by) and for N > k + 1 let £¥ = (LV,LY,...,L}.,) denote the
[1,k + 1]-indexed Bernoulli line ensemble obtained from £V by restriction to the top
k + 1 lines and the interval [—Tx, Tx]. In particular, since £V satisfies the Schur Gibbs
property we conclude the same is true for £V and moreover Assumptions 1 and 2 in
Section 1.2 imply that {f)N}Nzk.H is an («a,p, \)-good in the sense of Definition 2.24.
Specifically, the conditions of Definition 2.24 are satisfied with Ng = k 4+ 1, k in the
definition equals k£ 4+ 1 as above, a,p, A as in the statement of the theorem, T as
above and v as in Assumption 2 in Section 1.2. For the functions ¢, o we may set
¢2(€) = ¢(e/2), where ¢ is as in Assumption 2 in Section 1.2, which we recall required

sup lim sup P (‘N*”‘/Q(L{V(nNO‘) —pnN* + )\nQNO‘/z)‘ > ¢(e)) <e.
n€Z N—oo

The last equation and the fact that ¢,(¢) = ¢(¢/2) implies that for each n € Z and € > 0

there exists A(n,€) € IN such that for N > A(n,€) we have

P (’N‘“/Q(L{V(nN“) — pnNe + /\nQNO‘/Q)’ > ¢2(e)) <e

and then we can set ¢1(n,€) = A(n,€).

Since {EN}NZkJrl is an (a,p, A)-good sequence we have from Theorem 2.26 that
{ fiN }¥_, as in the statement of that theorem for the line ensembles £V are tight in
(C([1, k] x R),Cx). We may now apply the “only if” part of Lemma 2.4 to {fV}*_, and
conclude that statements (i) and (ii) from the beginning of this step hold for f,ﬁv , which
in turn implies they hold for £, since by construction L{f and f,fv have the same law.

Step 2. We next suppose that £ is any subsequential limit of £V and that n,, 1 oo is a
sequence such that £" converges weakly to £°°. We want to show that £ satisfies the
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Brownian Gibbs property. Suppose that a,b € Rwith a < band K = {k1,k1 +1,...,ko} C
IN are given. We wish to show that £>° is almost surely non-intersecting and for any
bounded Borel-measurable function F' : C(K X [a,b]) — R almost surely

E [F (L% kxfap) |[Feet (K % (a,0))] = E&2EP9[R(Q)], (2.8)

avoid

where we use the same notation as in Definition 2.8. In particular, we recall that
Feat (K x (a,b)) = 0 {£°(s) : (i,s) € Df o}, With D ., = (N x R) \ K x (a,b).

Let k& > ks + 1 and consider the map II; : C(IN x R) — C([1,k] x R) given by
[MIx(9)](i,t) = g(i,t), which is continuous, and so II;[£"™] converge weakly to II;[L>]
as random variables in C([1,k] x R). If {fN}¥ | are as in Step 1, then we know by
construction that the resitrction of {fN}* | to [~4(N),(N)] has the same distribution
as the restriction of IT[£"] to the same interval. Since ¥(N) — oo by assumption and
I, [£""] converge weakly to I1;[£>°] we conclude that {f/""}*_, converge weakly to
I1;[£°] (here we used that the topology is that of uniform convergence over compacts).
In particular, by the second part of Theorem 2.26 we conclude that IT,[£>] satisfies
the partial Brownian Gibbs property as a [1, k]-indexed line ensemble on R. The latter
implies that IT;[£°°] is non-intersecting almost surely and almost surely

E {F (‘COO|K><[a,b]) |~7~:ezt(K X (a;b)):| = Ea7b’i’g7f’g [F(Q)L (2.9)

avoid

where

FearlK % (a,0)) = 0 {£5(5) 5 (1,5) € Dic o With Do = ([L K] X R) \ K x (a,b).

Since II;[£>°] is non-intersecting almost surely and k& > ky; 4+ 1 was arbitrary we
conclude that £ is almost surely non-intersecting. Let A denote the collection of sets
A of the form

A={L®(ip,x.) € B, forr=1,...,p},

where p € N, By,...,B, € B(R) (the Borel og-algebra on R and (i1,z1),..., (ip,zp) €
Dy .- Since in (2.9) we have that k£ > k; + 1 was arbitrary we conclude that for all
A € Awe have

E[F (£|kx(ay) - La] = B B0 [F(Q)] - 1] .

In view of the bounded convergence theorem, we see that the collection of sets A that
satisfies the last equation is a A\-system and as it contains the 7-system A we conclude
by the m — A theorem that it contains o(A), which is precisely F..,:(K X (a,b)). We may
thus conclude (2.8) from the defining properties of conditional expectation and the fact
that the right side of (2.8) is Fe.+(K X (a,b))-measurable as follows from [12, Lemma
3.4]. This suffices for the proof. O

Proof. (of Corollary 1.3) As explained in Section 1.2 we have that Assumption 2’ implies
Assumption 2 and so by Theorem 1.1 we know that £V is a tight sequence of line
ensembles. Let £, be any subsequential limit. We will prove that £, has the same
distribution as £>° as in the statement of the theorem. If true, this would imply that
LY has only one possible subsequential limit (namely £°°) which combined with the
tightness of £V would imply convergence of the sequence to £>.

By Theorem 1.1 we know that £2°, satisfies the Brownian Gibbs property and by

sub

Assumption 2’, we know that £, ; (the top curve of LZ7,) has the same distribution

sub
as £3°. In [7] it was proved that LAY satisfies the Brownian Gibbs property and
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since £2°(t) = ¢~ /2L (ct), for i € N and t € R we conclude that £ also satisfies the
Brownian Gibbs property. To prove the latter one only needs to utilize the fact that if B;
is a standard Brownian motion so is ¢~ Y/2B,; - see e.g. [12, Lemma 3.5] where a related
result is established. Combining all of the above observations, we see that £, and

L° both satisfy the Brownian Gibbs property and have the same top curve distribution,
which by [12, Theorem 1.1] implies that £, and £* have the same law. O

Su

3 Properties of Bernoulli line ensembles

In this section we derive several results for Bernoulli line ensembles, which will be
used in the proof of Theorem 2.26 in Section 4.

3.1 Monotone coupling lemmas

In this section we formulate two lemmas that provide couplings of two Bernoulli line
ensembles of non-crossing Bernoulli bridges on the same interval, which depend mono-
tonically on their boundary data. Schematic depictions of the couplings are provided in
Figure 4. We postpone the proof of these lemmas until Section 7.

Y1 Y1
Ll T

/ )
Ty Y2 =Y Llf Y2
b
z1 Ltl
! L2
271
Ly ‘
T2 Ly

ﬁ x2
g sz’

t

gb

Figure 4: Two diagrammatic depictions of the monotone coupling Lemma 3.1 (left part)
and Lemma 3.2 (right part). Red depicts the lower line ensemble and accompanying
entry data, exit data, and bottom bounding curve, while blue depicts that of the higher
ensemble.

Lemma 3.1. Assume the same notation as in Definition 2.15. Fix k € N, Ty, T, € Z
with Ty < Ty, S C [Ty, T1], a function g : [Ty, T1] — [—o00,0) as well as Z,y, %', 3§’ € Wy.
Assume that the sets Qqy0id(To, 11, Z, ¥, 00, g; S) and Qayeia(To, Th, 7', ¥, 00, g; S) are both
non-empty. Then there exists a probability space (2, F,P), which supports two [1, k]-
indexed Bernoulli line ensembles £' and £ on [Ty, T1] such that the law of £' (resp. £°)
under P is given by ]ng’of;,’f;;jggoo’g (resp. Pfg;ﬁ:%gfg’g) and such that P-almost surely
we have L!(r) > LY(r) foralli =1,...,k and r € [Ty, T1].

Lemma 3.2. Assume the same notation as in Definition 2.15. Fix k € N, Ty, T, € Z
with Ty < Ty, S C [Ty, T1], two functions gt, g° : [Ty, T1] — [~00,0) and &, i € 2;,. We
assume that g'(r) > ¢°(r) for all r € [Ty, Ti] and that Qgueia(To, 11, ., o0, g*; S) and
Qavoia(To, T1, %, 7,00, g%; S) are both non-empty. Then there exists a probability space
(Q, F,P), which supports two [1, k]-indexed Bernoulli line ensembles £' and £° on [Ty, T1]
such that the law of £ (resp. £%) under P is given byIPaTg’O%:gg;?g’gt (resp. ]Pan)’OZ:%gT’?g’gb)

and such that P-almost surely we have Lt(r) > L!(r) foralli=1,... k and r € [Ty, T1].
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In plain words, Lemma 3.1 states that one can couple two Bernoulli line ensembles
£! and £° of non-crossing Bernoulli bridges, bounded from below by the same function g,
in such a way that if all boundary values of £ are above the respective boundary values
of £%, then all up-right paths of £ are almost surely above the respective up-right paths
of £°. See the left part of Figure 4. Lemma 3.2, states that one can couple two Bernoulli
line ensembles £ and £° that have the same boundary values, but the lower bound ¢*
of £t is above the lower bound ¢° of £%, in such a way that all up-right paths of £* are
almost surely above the respective up-right paths of £°. See the right part of Figure 4.

3.2 Properties of Bernoulli and Brownian bridges

In this section we derive several results about Bernoulli bridges, which are random
up-right paths that have law IPgoe’TT %Y as in Section 2.2, as well as Brownian bridges with
law ]P?ﬁ’e?’x’y as in Section 2.1. Our results will rely on the two monotonicity Lemmas 3.1
and 3.2 as well as a strong coupling between Bernoulli bridges and Brownian bridges
from [6] - recalled here as Theorem 3.3.

If W, denotes a standard Brownian motion and ¢ > 0, then the process

BY =o(W, —tWy), 0<t<1,

is called a Brownian bridge (conditioned on By = 0, B; = 0) with diffusion parameter o.
We note that B is the unique a.s. continuous Gaussian process on [0, 1] with By = B; = 0,
E[B?] =0, and

E[BSB?] = c*(r As—rs—sr+sr)=0c(rAs—rs). (3.1)
With the above notation we state the strong coupling result we use.

Theorem 3.3. Let p € (0,1). There exist constants 0 < C,a,a < oo (depending on p)
such that for every positive integer n, there is a probability space on which are defined
a Brownian bridge B? with diffusion parameter c = \/p(1 — p) and a family of random
paths (™) € Q(0,n,0,z) for 2 =0, ...,n such that /(™) has law P%""* and

E [eaA(n,z)} < Cetllosn)® lz=pnl®/n  yhore

. (3.2)
A(n,z) = ()iltlg \/ﬁBf/n + i (2 ().

Remark 3.4. When p = 1/2 the above theorem follows (after a trivial affine shift) from
[23, Theorem 6.3] and the general p € (0,1) case was done in [6, Theorem 4.5]. We
mention that a significant generalization of Theorem 3.3 for general random walk bridges
has recently been proved in [13, Theorem 2.3], and in particular the inequality in (3.2)
was shown to hold with (logn)? replaced with log n.

We will use the following simple corollary of Theorem 3.3 to compare Bernoulli
bridges with Brownian bridges. We use the same notation as in the theorem.

Corollary 3.5. Fixp € (0,1), 8 > 0, and A > 0. Suppose |z — pn| < K+/n for a constant
K > 0. Then for any € > 0, there exists N large enough depending on p, e, A, K so that
forn > N,

IP(A(n,z) > Anﬂ) <e.

Proof. Applying Chebyshev’s inequality and (3.2) gives

P(A("a z) 2 A”ﬁ) < efAnﬁE{eaA(”’z)} < Cexp [f An® + a(logn)? + %]

< Cexp {—An’6 + a(logn)? —&—K}.

The conclusion is now immediate. O
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We also state the following result regarding the distribution of the maximum of a
Brownian bridge, which follows from formulas in [15, Section 12.3].

Lemma 3.6. Fix p € (0,1), and let B° be a Brownian bridge of diffusion parameter
o =+/p(1 —p) on [0,1]. Then for any C,T > 0 we have

207 >
P( max B%..>C B
<se[0T1 /T ) p( p(1—p)

s (3.3)
2n2C?
P( max |B%.|>C )| =2 —1)"lex <—>
(se[o,T]| sl ) ,;< ) P\ -p)
In particular;
P ( max ’Bg/T’ > C) < 2exp (—202> . (3.4)
s€[0,T] p(1 —p)

Proof. Let B! be a Brownian bridge with diffusion parameter 1 on [0, 1]. Then Bf has
the same distribution as 0 B}. Hence

P ( max Bs/T > C) <maX B > C/g’) = 6—2(0/0)2 — 6—2(}’2/17(1—17).
s€[0,T] te[0,1]

The second equality follows from [15, Proposition 12.3.3]. This proves the first equality
in (3.3). Similarly, using [15, Proposition 12.3.4] we find

oo

P (Srengo; |B /T‘ > C) (tren[éaﬁ] |BH > C/0> - Z yr—le=2n 02/g

proving the second inequality in (3.3).
Lastly to prove (3.4), observe that since Bf has mean 0, B and —B{ have the same
distribution. It follows from the first equality above that

IP(maX !B;’/TIZC) SIP(maX B/T>C)—|—IP(maX (—B;T/T)ZC):

s€[0,T] s€[0,T] s€[0,T]
2]P(max B/T>C)—26_QC /p(=p), O
s€[0,T)

We state one more lemma about Brownian bridges, which allows us to decompose a
bridge on [0, 1] into two independent bridges with Gaussian affine shifts meeting at a
point in (0, 1).

Lemma 3.7. Fixp € (0,1), T >0, t € (0,T). Let £ be a Gaussian random variable with
mean 0 and variance
t t
B¢} =0~ (1-=).
€1=o'7 (1-7)

Let B!, B? be two independent Brownian bridges on [0,1] with diffusion parameters
t/T and o+/(T —t)/T respectively, also independent from B°. Define the process

Se+8'(3), s<t,
Byr={m_, "
/T = —t
B, e
T—t§+ T—t) °="

for s € [0,T]. Then B is a Brownian bridge with diffusion parameter o.
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Proof. It is clear that the process B is a.s. continuous. Since B is built from three
independent zero-centered Gaussian processes, it is itself a zero-centered Gaussian
process and thus completely characterized by its covariance. Consequently, to show that
B is a Brownian bridge with diffusion parameter o, it suffices to show by (3.1) that if
0<r<s<Twe have

5B 2" _ 5
IE[BT/TBS/T]_UT(l T). (3.5)

First assume s < t Using the fact that ¢ and B! are independent with mean 0, we find

5 5 rs ot t ot T s
BB, Byl = o5 (1= 3) +olp 1 (1-7) =

L) sl (1-2)
T\t )T T)

If r > ¢, we compute

E[Br/TBs/T]:w 021(17£)+J2T_t. T_t(1, s—t> _

T—t2 °T T T T-—t T—t
oX(T —s) (t(T —r) o (T —s) r(T—t) o T s
T(T — 1) ( T ”_t):T(T—t)' T :”T(l_T>'

If r < t < s, then since ¢, B!, and B? are all independent, we have

BB r T—s LtT-t) (T —s) 5T s
E[BT/TBS/T]:ng,t'U T2 :UT:gT<1_f).

This proves (3.5) in all cases. O

Below we list four lemmas about Bernoulli bridges. We provide a brief informal
explanation of what each result says after it is stated. For the first two lemmas one
observes that the event whose probability is being estimated is monotone in /. This
allows us by Lemmas 3.1 and 3.2 to replace z,y in the statements of the lemmas with
the extreme values of the ranges specified in each. Once the choice of x and y is fixed
one can use our strong coupling results, Theorem 3.3 and Corollary 3.5, to reduce each
of the lemmas to an analogous one involving a Brownian bridge with some prescribed
diffusion parameter. The latter statements are then easily confirmed as one has exact
formulas for Brownian bridges, such as Lemma 3.6.

Lemma 3.8. Fixp € (0,1), T € N and z,y € Z such that T > y — x > 0, and suppose
that ¢ has distribution P%>*Y. Let M;, M, € R be given. Then we can find W, =
Wo(p, Mo — M;) € N such that for T > Wy, 2 > M;TY/2, y > pT + MyT'/? and s € [0, T]

T—s (3.6)

Wl =

1%?”Q®2 -MJW+;«M4MJW%4”ﬁz
Remark 3.9. If M, M> = 0 then Lemma 3.8 states that if a Bernoulli bridge ¢ is started
from (0, ) and terminates at (7,y), which are above the straight line of slope p, then
at any given time s € [0, T] the probability that ¢(s) goes a modest distance below the
straight line of slope p is upper bounded by 2/3.

Proof. Define A = |[M,T'/?| and B = |pT + M,T'/?|. Then since A < z and B < y, it
follows from Lemma 3.1 that there is a probability space with measure Py supporting
random variables L; and Ly, whose laws under PP, are IP%’ZT’A’B and IP%’Z;’I"“ respectively,
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and Py-a.s. L1 < Lo. Thus

T—
IP%’Z;’I"U (f(s) > T ° M TV 4 *TS - (pT + My1 1/2) TV =
Py ( Lo >LS.MT1/2 5 (T + M,TY?2) — T1/4
0| L2(s) = T 1 + T (P + M ) >
(3.7)

T—s

P, <L1(s) > M TY? 4 % - (pT + MoTV?) - T1/4) =

T —
Py AE (e(s) > TS LM TY? + % - (pT + MTV?) — T1/4> .

Since the uniform distribution on upright paths on [0, 7] x [A, B] is the same as that on
upright paths on [0,77] x [0, B — A] shifted vertically by A4, the last line of (3.7) equals

T—s

py0B-A <€(s) +A> M TY? 4 % - (pT + MoTV?) — T1/4> .

Now we employ the coupling provided by Theorem 3.3. We have another probability
space (2, F,P) supporting a random variable (T:B=4) wwhose law under P is IP%’BTT’O’BfA
as well as a Brownian bridge B coupled with /(7-B=4) We have

T —
pyT0-B-A (12(3) Az ° L MTY? 4 % - (pT + MoTY?) — T1/4) —

P (e(T»B—A>(s) +A> % M TY? % - (pT + MyT/?) — T1/4) -

(3.8)
]P( [£<TaB—A>(s) ~VTBYp - % (B - A)] +VTB, >
T—s

S
—A-Z-(B-A)+

M TY? 4 % - (pT + MoTV?) - T1/4) .

From the definitions of A and B, we can rewrite the quantity in the last line of (3.8) and
bound by

T—5s

C(MITY? — A+ 2 (o + MyTY? — B) — T4 <
T
T—s S
Z Yt = 7Vt 4,
T + T +
Thus the last line of (3.7) is bounded below by

P ([eT2=(s) ~ VT B, - 2 (B A)| +VTByp > -TV 4 1) >

P(VIBj ;20 and A(T,B-A)<T"/"-1)>

P (B;‘/T 2 0) - P (A(T,B —A) > /4 _ 1) _ (3.9)

%—IP(A(T,B—A)ETl/“—l).

For the first inequality, we used the fact that the quantity in brackets is bounded
in absolute value by A(T, B — A). The second inequality follows by dividing the event
{B{,r > 0} into cases and applying subadditivity. Since |B—A—pT| < (|Mz— M|+ VT,
Corollary 3.5 allows us to choose W, large enough depending on p and M; — M; so that
if T > W, then the last line of (3.9) is bounded above by 1/2—1/6 = 1/3. In combination
with (3.7) this proves (3.6). O
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Lemma 3.10. Fixp € (0,1), T € N and y,z € Z such that T > y,z > 0, and suppose
that ¢,, (. have distributions IP%’Z;’_O’Z’, IP%’Z;:O’Z respectively. Let M > 0 and € > 0 be given.
Then we can find Wy, = W1(M,p,e) € N and A = A(M,p,e) > 0 such that for T > W,
y>pT — MTY?, z < pT + MT"? we have

(3.10)

P (s [6() -] 2 ATV <
s€[0,T]

Remark 3.11. Roughly, Lemma 3.10 states that if a Bernoulli bridge ¢ is started from
(0,0) and terminates at time 7" not significantly lower (resp. higher) than the straight
line of slope p, then the event that ¢ goes significantly below (resp. above) the straight
line of slope p is very unlikely.

Proof. The two inequalities are proven in essentially the same way. We begin with the
first inequality. If B = |pT — MT"'/?| then it follows from Lemma 3.1 that

0,70, . 0,7,0,B( .
Pyl y(sel[léfT] [¢y(s) —ps] < —AT1/2> <Py <sé[%,fﬂ [6(s) — ps] < —AT1/2), (3.11)

where ¢ has law ]P%’GTT’O’B . By Theorem 3.3, there is a probability space (2, F, P) support-

. . . 0,7,0,B : ;
ing a random variable ¢(7-%) whose law under P is also P;. """, and a Brownian bridge

B with diffusion parameter o = \/p(1 — p). Therefore

]PO,T,O,B . f _ < _AT1/2 —P : f (T,B) _ < _AT1/2 <
Ber in [Z(s) ps] < selﬁl),T] [E (s) ps} < <

1
P | inf \/TB;’/T < —ZATY?2) 4P| sup ‘\/TB;’/T +ps — Z(T’B)(s)’ >
S€[0,T] 2 s€[0,7]

ATl/Z) <

N[ =

1
P (Jé%&’%} BY)p > A/2) +P (A(T,B) > 5ATW — MTYV? ~ 1) :

(3.12)

For the first term in the last line, we used the fact that B and —B“ have the same
distribution. For the second term, we used the fact that

pT — MT'/?

T 8|+ 1= MTY? 1.

S
sup ‘ps——~B‘ < sup ‘ps—
s€[0,T] T s€[0,T]

By Lemma 3.6, the first term in the last line of (3.12) is equal to e—A/20(1-p)  If we
choose A > /2p(1 — p)log(2/e), then this is < ¢/2. If we also take A > 2M, then since
|B — pT| < (M +1)\/T, Corollary 3.5 gives us a W large enough depending on M, p, e so
that the second term in the last line of (3.12) is also < ¢/2 for ' > W;. Adding the two
terms and using (3.11) gives the first inequality in (3.10).

If we replace B with [pT + MT'/?] and change signs and inequalities where appro-
priate, then the same argument proves the second inequality in (3.10). O

We need the following definition for our next result. For a function f € C([a,b]) we
define its modulus of continuity for § > 0 by

w(f,0) = sup |[f(z)— f(y)l. (3.13)
z,y€[a,b]
le—y|<d
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Lemma 3.12. Fixp € (0,1), T € N and y € Z such that T > y > 0, and suppose that ¢
has distribution IP%;CT,’,O’y. For each positive M, ¢ and 1), there exist a 6(e¢,n, M) > 0 and
Wy = Wa(M,p,e,m) € IN such that for T > W, and |y — pT| < MT"/? we have

PLES (w(/0) 2 €) <. .19

where f*(u) = T~Y/%(¢(uT’) — puT) foru € [0,1].
Remark 3.13. Lemma 3.12 states that if ¢ is a Bernoulli bridge that is started from (0, 0)

and terminates at (T, y) with y close to pT (i.e. with well-behaved endpoints) then the
modulus of continuity of ¢ is also well-behaved with high probability.

Proof. By Theorem 3.3, we have a probability measure P supporting a random variable
¢T9) with law ]P%GT;,O’y as well as a Brownian bridge B with diffusion parameter ¢ =

v/p(1 — p). We have
PRI (w(f",6) = €) =P (w(s"",6) > ¢), (3.15)
and

w(fZ(T"y),(S) =712 sup ‘K(T’y)(sT) — psT — ¢(Tv) (tT) ertT‘ <
s,t€[0,1], |s—t|<d

T-1/? sup <’ﬁB§+sypsTﬁBfty+ptT’+
5,t€[0,1], [s—t]<d

VT B2 + sy — 609 (T) | + |VT B7 +ty — €79 7)) > - (3.16)

sup BT = By + T2 (y —pT)(s — 1) + 2T V2A(T,y) <
s,t€[0,1], |s—t|<d

w(B%,8) + Mé + 2T~ 2 A(T, y).

The last line follows from the assumption that |y — pT'| < MT'/2. From (3.15) and (3.16)

PLLY (w(f',0) = €) <P (w(B7,6) + M§ + 2T PA(T,y) = ¢) <
(3.17)
P (w(B7,0) + M6 > ¢/2) + P (A(T,y) > eTV/?/4).

Corollary 3.5 gives us a W5 large enough depending on M, p, €, so that the second term
in the second line of (3.17) is < n/2 for T > W5. Since B? is a.s. uniformly continuous
on the compact interval [0, 1], w(B?,0) — 0 as § — 0. Thus we can find éy > 0 small
enough depending on €, so that w(B?,dy) < /4 with probability at least 1 — 1/2. Then
with 6 = min(dg, €/4M), the first term in the second line of (3.17) is < 7/2 as well. This
implies (3.14). O

Lemma 3.14. Fix T € N, p € (0,1), C;K > 0, and a,b € Z such that Q(0,T,a,b) is
nonempty. Let ly,; € Q(0,T,a,b) or {y,y = —co. Suppose Z,§ € Wy,_1, k > 2, are such
thatT > y; —x; > 0 for1 <i <k — 1. Write Z = ¢ — ¥, and suppose that

(1) xp_1 + (2x-1/T)s — Lpor(s) > CV/T forall s € [0, T]

(2) Ty — Tj41 ZC\/Tadez—thl ZC\/TfOfl SZSI{—Q,

(3) |zi — pT| < KT for1 <i<k—1, for a constant K > 0.
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Let £ = (Li,...,Ly_1) be a line ensemble with law ]P%g:f’g, and let E denote the event
E={Li(s) >+ > Lr_1(5) > lyot(s) for s € [0, T} .
Then we can find W3 = Ws5(p, C, K) so that for T > W3,

oo k-1
P (B) > (; - Z(l)”le"202/8p<1p>> . (3.18)
n=1

Moreover if C > /8p(1 — p)log 3, then for T > W3 we have
L k—1
IP%STT’I’y(E) > (1 N 36—02/817(1—17)) . (3.19)

Remark 3.15. This lemma states that if £ independent Bernoulli bridges are well-
separated from each other and /;,;, then there is a positive probability that the curves
will cross neither each other nor ¢;,;. We will use this result to compare curves in an
avoiding Bernoulli line ensemble with free Bernoulli bridges.

Proof. Observe that condition (1) simply states that ¢;.; lies a distance of at least CVT
uniformly below the line segment connecting x;_; and yx_1. Thus (1) and (2) imply that
E occurs if each curve L; remains within a distance of C'v/T/2 from the line segment
connecting z; and y;. As in Theorem 3.3, let IP; be probability measures supporting ¢(7>%)
with laws ]P%eTT’O’Zi. Then

PRI (R > PG ( sup |Li(s) —x; — (2:/T)s| <OVT/2, 1 <i <k — 1) —
s€[0,T]

k—1
[]P%GT,;O’“ ( sup |Li(s) — (2/T)s| < cﬁm) = (3.20)
=1 s€[0,T]
k—1
1-P; | sup |07 (s) — (2;/T)s| > CVT/2 || .
=1 s€[0,T
In the second line, we used the fact that Lq,...,L;_; are independent from each other
under IP%ZT’O’“. Let B be the Brownian bridge with diffusion parameter o = \/p(1 — p)
coupled with ¢(7°#!) given by Theorem 3.3. Then we have
P; ( sup |07 (s) — (2;/T)s| > cﬁvz) <
s€[0,T]
(3.21)

P, ( sup [VTBp| > cﬁ/4> +P; (A(T, z) > cﬁ/4) .

s€[0,T]

By Lemma 3.6, the first term in the second line of (3.21) is equal to

) Z(il)nfleanC&/Sp(lfp)'

n=1

Moreover, condition (3) in the hypothesis and Corollary 3.5 allow us to find W3 depending
on p, C, K but not on i so that the last probability in (3.21) is bounded above by % -
Zle(—1)"‘16_”202/81’(1_1’) (note that this quantity is positive by (3.3)) for T > Ws.
Adding these two terms and referring to (3.20) proves (3.18).

Now suppose C' > /8p(1 —p)log3. By (3.4) in Lemma 3.6, the first term in the
second line of (3.21) is bounded above by 2¢=C%/8p(1-p)  After possibly enlarging W3
from above, the second term is < e~C°/8?(1=P) for T > W;. The assumption on C implies
that 1 — 3¢~C°/82(1=P) > (), and now combining (3.21) and (3.20) proves (3.19). O
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3.3 Properties of avoiding Bernoulli line ensembles

In this section we derive two results about avoiding Bernoulli line ensembles, which
are Bernoulli line ensembles with law P’0"% %979 a5 in Definition 2.15. The lemmas
we prove only involve the case when f(r) = oo for all » € [Ty, T1] and we denote the
measure in this case by IPangzl:%’f;?g’g LA Pfg;ﬁ:%’i’;fg’g -distributed random variable will be
denoted by Q = (@1, ..., Qi) where k is the number of up-right paths in the ensemble. As
usual, if g = —o0, we write ]Pfggcll:%fm g~ Our first result will rely on the two monotonicity
Lemmas 3.1 and 3.2 as well as the strong coupling between Bernoulli bridges and
Brownian bridges from Theorem 3.3, and the further results make use of the material in

Section 8.
Lemma 3.16. Fixp € (0,1), k € IN. Let &,y € 20 be such that T > y; — z; > 0 for
t=1,...,k. Then for any M, M, > 0 we can find W, € IN depending on p, k, M, M, such
that if T > Wy, x > —M/T, and yj, > pT — M,\/T, then for any S C [0,T] we have
_ _p)\ 2k 2k(M+M;+6)>
2k/2(1 — 2e=1/P(1-9)) " exp (fW)
[7p(1 — p)]+/2

PO i ers (Qu(T/2) = pT/2 > MVT) >
(3.22)

Proof. A sketch of the proof is given in Figure 5 and its caption.

?Wyi

ﬂ/w

’
R 5/2" % Yo

"~ 7/

N / 7
’
’ /—/ K 3 w Ys
I~ s
AN Vad
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s —~ /\// KéW /
ar'2 / ~ i Yq

o

T T
2

Figure 5: Sketch of the argument for Lemma 3.16: We use Lemma 3.1 to lower the
entry and exit data Z, 7 of the curves to £’ and 7/’. We define E to be the event that
that the lines in the line ensemble lie in well-separated strips with all the strips high
enough so that F is contained in the event we want to lower bound in (3.22). We then
use strong coupling with Brownian bridges via Theorem 3.3 and bound the probability of
the bridges remaining within the blue windows to lower bound P(E).

Define vectors Z, iy € 20, by

xf = |-MVT| —10(i — 1)[VT], yj = [pT — MyVT| —10(i — )[VT].
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Then o} < zp < x; and y, <y, <y,; for 1 <i <k — 1. Thus by Lemma 3.1, we have
P s (Qk(T/ 2) - pT/2> MVT ) > P s (Qk(T/ 2)-pT/22M \/T)

Let us write K; = pT/2 + MNT + (10(k — i) — 5)[\/T] for 1 < i < k. Note K; is the
midpoint of pT'/2 + MVT + 10(k — i — 1)[VT] and pT/2 + MV/T + 10(k — i)[VT]. Let E
denote the event that the following conditions hold for 1 < i < k:
(1) |Qi(T/2) — Ki| < 2[VT],
Ki — x;
T/2
y; — K;
T/2

(2) sup,cpo,7/2) ’Qi(s) - = 5' <3VT,

(3) Sub.ciryo ) [Quls) — Ki - (s = 7/2)| < 3VT.

The first condition implies in particular that Q.(7/2) — pT//2 > M+/T, and also that
Qi(T/2) — Qi41(T/2) > 6T for each i. The second and third conditions require that
each curve Q; remain within a distance of 3v/T of the graph of the piecewise linear
function on [0, 7] passing through the points (0, z}), (T'/2, K;), and (T, y.). We observe

P i s (@4(T/2) = pT/2 2 MVT) > RUEE () > POLT T ().
The second inequality follows since on E we have Qi(s) > --- > Qi(s) for all s €

[0,T] (here we used that |Q(To, 71,27, 7)| > |Qavoeia(To, T1, &, Y, 00, —00; .S)|). Writing
z =y, — ), we have

Pyl (E) = {IP%:ET;O’Z ( ‘E(T/Q) —pT/2 = MVT = 5[VT] + 2| <2[VT| and
Kl — CU/l
sup |[l(s) — ——————s <3VT and
s€[0,T/2] (s) T/2 (3.23)
" _K k
sup ﬁ(s)—(Kl—xll)—yl 1(8—T/2)’<3\/f>:| :
S€[T/2,T] T/2

Let P be a probability space supporting a random variable ¢(7*) with law P0.7:0.2
coupled with a Brownian bridge B? with diffusion parameter o, as in Theorem 3.3. Then
the expression on the right in (3.23) being raised to the k-th power is bounded below for
large enough T by

P%Z}IO,Z ( ‘é(T/2) —pT/2 — (M + My + 5)\/?‘ <2VT —10 and

M+ My +5
sup E(s)—ps—+1+3’§3ﬁ—1 and
s€[0,7/2] VT/2
M+ M +5
sup E(s)—ps—(M+M1+5)\/T+M(s—T/Q)‘SS\/T—l) >
se[T/2,T) VT2
IP( ‘\/:FB{'/Q — (M + M, + 5)\/ﬂ < VT and
sup \/TBg/T—(M+M1+5)\/T-S‘<2\/T and
5€[0,7/2] T/2
T —
sup (VT B — (M + M +5)VT -~ <2\/:F> —P(A(m) > ﬁ/z).
s€[T/2,T] T/2
(3.24)
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Note that By, is a centered Gaussian random variable with variance p(1 — p)/4 =
02(1/2)(1—1/2). Writing ¢ = BY /2. it follows from Lemma 3.7 that there exist independent

Brownian bridges B!, B? with d1ffusion parameters o/+/2 so that BY? has the same law
as 7758 + By, for s € [0,7/2] and L 7758 + Bl for s € [T/2,T)]. The first term in
the last expression in (3.24) is thus equal to

Byyp— (M4 M, +5—-¢)-

<2)>

IP(E (M + M, +5)| <1 and sup |By,p| <1 and  sup |Bp, pyp| < 1) =
s€[0,T/2] s€[T/2,T]

P(g— (M +M; +5)] <1 and sup
s€[0,T/2]

<2 and

772‘ an

su — 5
> T/2

B(2257T)/T (M + M +5-¢)-
s€[T/2,T)

IP(|§— (M + M; +5)| < 1) -]P( sup yBQS/T| < 1) ]P( sup |B(2257T)/T] < 1) >
s€[0,7/2] s€[0,7/2]

M+M _ _ B 612 /(1
(1—26_4/1”(1_1’))2/ +M1+6 ,—2¢/p(1 p)dg - 24/2 e~ 2(M+M1+6) /p(1—p)

M+M;+4 \/m N Vv 7p(1 —p)

(1 _ 26—4/17(1—:0))2_
(3.25)

In the fourth line, we used the fact that &, B!, and B? are independent, and in the second
to last line we used Lemma 3.6. Since |z — pT'| < (M; + 1)v/T, Lemma 3.5 allows us to
choose T large enough so that P(A(T, z) > +/T/2) is less than 1/2 the expression in the
last line of (3.25). Then in view of (3.23) and (3.24), we conclude (3.22). O

We now state an important weak convergence result, whose proof is presented in
Section 8 (more specifically see Proposition 8.3).

Proposition 3.17. Fixp,t € (0,1), k € N, @, b € W}, where we recall

Wk:{fERklIlz.ﬁQZ"'Zxk}.

Suppose 1 = (2,...,2]) and §" = (yI,...,yl) are two sequences in 20, such that for
i€ [1,k]
T T _ T
lim i —q; and lim 227 3,
T—oo /T T— o0 \/T
Let (QT,...,QT) have law ]ng:;fl éyer: and define the sequence {ZT} of random k-

d1mens1ona1 vectors

r_ (Q1(tT) —ptT Qi (tT) — ptT
Z _( 7T . 7T >

Then as T — oo, ZT converges weakly to a random vector Z on R* with a probability
density p supported on W .

The convergence result in Proposition 3.17 allows us to prove the following lemma,
which roughly states that if the entrance and exit data of a sequence of avoiding Bernoulli
line ensembles remain in compact windows, then with high probability the curves of the
ensemble will remain separated from one another at each point by some small positive
distance on scale /7. This is how Proposition 3.17 will be used in the main argument
in the text, although in Section 8 we give a detailed description of the density p in
Proposition 3.17.

Lemma 3.18. Fix p,t € (0,1) and k € N. Suppose that £T = («1,... 2]), 7 =
(yf,...,yl) are elements of 2, such thatT > y! — zI > 0 fori € [1,k]. Then for any
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My, My > 0 and € > 0 there exists W5 € IN and § > 0 depending on p, k, My, My such that
if T > Ws, |27 | < MiVT and |y} — pT| < MaV/T, then

IPO’vaTJT ( min [Ql(ﬁT) — Qi+1 (tT)] < (5\/T> < €.

avoid,Ber 1<i<k—1

Proof. We prove the claim by contradiction. Suppose there exist M7, M>, e > 0 such that
for any W5 € IN and § > 0 there exists some T > W5 with

pO-TE " ( min  [Q;(tT) — Qi1 (tT)] < 5ﬁ> > e

avoid,Ber 1<i<k—1

Then we can obtain sequences T, d,, > 0, T,, oo, d,, \, 0, such that for all n we have

Y Th —Th 7,tTn — tTn
o™ (L [QUB Q)] Y 5
avoid,Ber 1<i<k—1 VT,

Since |xiT"| < M;+/T,, and |yiT" —pT,| < My\/T, for 1 <i <k, the sequences {77 /\/T,},
{(y™ — pT,)/V/T,} are bounded in R*. It follows that there exist #,7 € R" and a
subsequence {T,,, } such that

f Tn m

V Tnvn
as m — oo (see [29, Theorem 3.6]). Denote
Z:n _ Qz (tTnm) - ptTnm )
/T,

Fix 0 > 0 and choose M large enough so that if m > M then §,, < 6. Then for m > M

=T,
Yy rm— an'm

V Tn m

—

— I, —

€ <liminfP ( min [Z" — Z},] < 5nm)§liminf]P ( min [Z" — ZI},] < 5). (3.26)
m—o0 1<i<k-—1 m—oo 1<i<k-—1

Now by Lemma 3.17, (Z{", ..., Z;]") converges weakly to a random vector Z on RF with a

density p. It follows from the portmanteau theorem [16, Theorem 3.2.11] applied with

the closed set K = [0, ¢]

I%ILSBOpP <1<rin<i£11 [ZZ” — Z{il] S K> <P <1<I7,'r£llcll [ZAl — Zi+1] S K> . (3.27)
Combining (3.26) and (3.27), we obtain
k—1
e<P (0 < min [Z-Zi] < 5) <Y P(0<Zi-Zin<5), (3.28)

i=1
To conclude the proof, we find a § for which (3.28) cannot hold. For 77 > 0 put
E?:{ZeRk:OSZi—ziJrlgﬁ}.

For each i € [1,k — 1] and > 0, we have
P (0 < Zi—Zip < n) :/ p-1gndz ---dz. (3.29)
Rk ‘

Clearly p- 157 — p- 1p0 pointwise as n — 0, and E) = {7 € R*: 2z, = z;11} has Lebesgue
measure 0. Thus p - 1gp — 0 a.e. asn — 0. Since lp- lE?| < p and p is integrable, the
dominated convergence theorem and (3.29) imply that

]P(OSZAl— i1 Sn)—)O
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as ) — 0. Thus for each i € [1,k — 1] and € > 0 we can find an 7; > 0 such that 0 < n <,
implies IP(O < Z;— Zi+1 < 77) < 6/(]43 — 1). Putting 6= minlgigk_l 7; We find that

k—1
SP(0<Zi-Zin<o)<e
=1

contradicting (3.28) for this choice of §. O

4 Proof of Theorem 2.26

The goal of this section is to prove Theorem 2.26. Throughout this section, we assume
that we have fixed k € Nwith £ > 2, p € (0,1), a, A > 0, and

{2N = (Livv Léva SRR) L.{fv)};.\jzl

an («,p, A)-good sequence of [1, k]-indexed Bernoulli line ensembles as in Definition 2.24,
all defined on a probability space with measure IP. The proof of Theorem 2.26 depends
on three results — Proposition 4.1 and Lemmas 4.2 and 4.3. In these three statements
we establish various properties of the sequence of line ensembles £V. The constants
in these statements depend implicitly on «, p, A, k, and the functions ¢;, ¢2,% from
Definition 2.24, which are fixed throughout. We will not list these dependencies explicitly.
The proof of Proposition 4.1 is in Section 4.1 while the proofs of Lemmas 4.2 and 4.3 are
in Section 5. Theorem 2.26 (i) and (ii) are proved in Sections 4.2 and 4.3.

4.1 Preliminary results

The main result in this section is presented as Proposition 4.1 below. In order to
formulate it and some of the lemmas below, it will be convenient to adopt the following
notation for any » > 0 and m € IN:

tm = |(r+m)N“|. 4.1)

Proposition 4.1. Let P be the measure from the beginning of this section. For any ¢ > 0,
r > 0 there exist 6 = d(e,r) > 0 and Ny = Ni(e,r) such that for all N > N; we have

IP<Z( —t1,t, &, 7,00, Ly [-t1, t1]) < 5) <€

where ¥ = (LY (—t1),...,LY [(—t1)), § = (LY (t1),..., LY _,(t1)), LV [—t1,t1] is the re-
striction ofL{CV to [—t1,t1], and Z is the acceptance probability of Definition 2.22.

The general strategy we use to prove Proposition 4.1 is inspired by the proof of [8,
Proposition 6.5]. We begin by stating three key lemmas that will be required. The proofs
of Lemmas 4.2 and 4.3 are postponed to Section 5 and Lemma 4.4 is proved in Section 6.

Lemma 4.2. Let P be the measure from the beginning of this section. For any ¢ > 0,
r > 0 there exist Ry = Ri(e,r) > 0 and Ny = Ny (e, r) such that for N > Ny

P sup [L{V(s) —ps|] > RiN“/? | <e.
s€[—t3,t3]

Lemma 4.3. Let P be the measure from the beginning of this section. For any ¢ > 0,
r > 0 there exist Ry = Ra(e,r) > 0 and N3 = N3(e,r) such that for N > N3

P ( [inf [LY_1(s) — ps] < —RQNO‘/2> <e.
se

—t3,t3]
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Lemma 4.4. Fixk e N, k > 2, p € (0,1), r,«, My, My > 0. Suppose that lpo; : [—t3,t3] —
R U {—oc}, and Z,§ € W1 are such that |Quvoia(—ts, ts,Z, ¥, 00, lpot)| > 1. Suppose
further that

1. SUDye(_yy 1y [loot(s) — ps] < Ma(2t5)'/2,
2. —pts+ My (2t3)V/? > 21 > 2p_1 > max (byor(—t3), —pts — My (2t3)1/?),
3. pts+ Mi(2t3)Y? > y1 > yp—1 > max (ot (t3), pts — My (2t3)1/2).
Then there exist constants h > 0 and Ny € N, depending on My, Ms, p, k,r, o, such that
for any ¢ > 0 and N > N4y we have
Posi gl (Z( =t Q(-4), 1), 00, b [, 1]) < he) <& (4.2)

avoid,Ber

where Z is the acceptance probability of Definition 2.22, {y,:[—t1,t1] is the vector, whose
coordinates match those of £y, on [—t1,t1] and Q(a) = (Q1(a), ..., Qr—1(a)) is the value

. . —t3,t3,%,7, 4 .
of the line ensemble Q = (Q1,...,Qk—1) whose law is P 3 #5°Y"° " at Jocation a.

Proof of Proposition 4.1. Let € > 0 be given. Define the event

Ey = {L}j_l(its) ¥ pts > —M1(2t3)1/2} N {L{V(its) ¥ pts < M1(2t3)1/2} N

sup  [LY (s) — ps] < Ma(2t3)Y/? 5.
s€[—ts,t3]

In view of Lemmas 4.2 and 4.3 and the fact that P-almost surely LY (s) > L (s) for all

s € [—t3, t3] we can find sufficiently large M7, M5 and N, such that for N > N, we have

P(EY) < €/2. (4.3)

Let 71, Ny be as in Lemma 4.4 for the values M, M as above, the values «, p, k from
the beginning of the section and r as in the statement of the proposition. For § = (¢/2) - h
we denote

V= {Z( —t1,t1, &, 9,00, Ly [-t1, t1]) < 5},

and make the following deduction for N > Ny
P(VNEy) = E[E[HEN : 1V‘a(2N(—t3),sN(tg),LkN[[—tg,tg]])H -

E[HEN CB[1{Z(— 1,0, 7,00, LY [, 1]) < 6}\0(£N(ts),SN(tBLLiV[[tg,tg]])H =

E [1gy - Eavoia [L{Z( — t1,t1, £(—t1), £(t1), 00, Ly [t1,t1]) < 6}]] < E[Lg, - €/2] < €/2.

(4.4)
In (4.4) we have written ;4 in place of ]E;Jj;ffﬁe]:(_ts)’SN(tS)’m’L"N[[_tg’tﬂ to ease the
notation; in addition, we have that £~ (a) = (LY (a),..., LY ,(a)) and £ on the last line is

N N N
“taits, £ (—ts), 7 (a) .00, Lic [=ta.ta] \we alaborate on (4.4) in the

avoid,Ber

distributed according to P
paragraph below.

The first equality in (4.4) follows from the tower property for conditional expectations.
The second equality uses the definition of V' and the fact that 15, is
o (&N(—t3), &N (t3), Ly [—ts, t3])-measurable and can thus be taken outside of the condi-
tional expectation. The third equality uses the Schur Gibbs property, see Definition 2.17.
The first inequality on the third line holds if N > N, and uses Lemma 4.4 with ¢ = ¢/2
as well as the fact that on the event Ey the random variables £V (—t3), £V (¢3) and
LY [—t3,t3] (that play the roles of 7, i and ;) satisfy the inequalities

EJP 26 (2021), paper 135. https://www.imstat.org/ejp
Page 33/93


https://doi.org/10.1214/21-EJP698
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Tightness of Bernoulli Gibbsian line ensembles

1. SUPge[—tg,t5] I:L{CV(S) *ps] < M2(2t3)1/2'
2. —ptg + My (2t3)"/? > LY (—t3) > L{_;(—t3) > max (L} (—ts), —pts — M;(2t3)"/?),
3. pts + My(2t3)"/% > LYV (t3) > LY | (t3) > max (LY (t3), pts — My (2t3)1/?).

The last inequality in (4.4) is trivial.
Combining (4.4) with (4.3), we see that for all N > max(N2, N;) we have

P(V)=P(VNEN)+P(VNEY) <e/2+P(ES) <e,

which proves the proposition. O

4.2 Proof of Theorem 2.26 (i)

Since ~n are obtained from f2 by subtracting a deterministic continuous function
(namely \s?) and rescaling by a constant (namely /p(1 — p)) we see that Py is tight
if and only if Py is tight and so it suffices to show that Py is tight. By Lemma 2.4, it
suffices to verify the following two conditions for all i € [1,k — 1], » > 0, and € > 0:

lim limsup P(|fY (0)| > a) =0 (4.5)

=30 N0

lim lim sup P < sup 1N (x) — N (y)| > e) =0. (4.6)

020 N—oo z,y€l—r,r],|lz—y|<s

For the sake of clarity, we will prove these conditions in several steps.

Step 1. In this step we prove (4.5). Let ¢ > 0 be given. Then by Lemmas 4.2 and 4.3 we
can find Ny, N3 and Ry, Rs such that for N > max(Ny, No)

P sup  [LY(s) —ps] > RiN®/? | < ¢/2,
s€[—t3,t3]

P ( inf  [LY ,(s) —ps] < —RgNO‘/2> < €/2.

sE€[—t3,ta]

In particular, if we set R = max(R;, R2) and utilize the fact that L{(0) > --- > LY ,(0)
we conclude that for any ¢ € [1,k — 1] we have

P(ILY(0)] > RN*/?) <P(LY(0) > RiN*/?) + P(L}_1(0) < —RoN/?) < e,
which implies (4.5).

Step 2. In this step we prove (4.6). In the sequel we fix r,e > 0 and i € [1,k — 1]. To
prove (4.6) it suffices to show that for any n > 0, there exists a 6 > 0 and Ny such that
N > Ny implies

P sup |sz(~T) - le(y)\ >e| <n. (4.7)
z,y€[—rr],|z—y|<s
For § > 0 we define the event
3N*/2¢
AY = { sup L3 () = LY (v) = ple — )| > =— } . (4.8)
mwye[ftl’tl]"w*ylgéNa

where we recall that ¢; = |(r + 1)N] from (4.1). We claim that there exist §; > 0 and
Ny € IN such that for § € (0,09] and N > Ny we have

P(AY) <. (4.9)
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We prove (4.9) in the steps below. Here we assume its validity and prove (4.7).

Observe that if § € (0,min (Jo,€- (8Ar)~1)), where X is as in the statement of the
theorem, we have the following tower of inequalities

P( L Iffv(:v)—fiN(y)I>e>=

—rrl|z—y|<8

P sup )N’”‘/z (LY (N%) = L (yN®)) —p(w—y)N“/2+/\(x2—y2)‘ >e <
wﬂjE[-Tﬂ‘],lI—y‘S(;

P sup N=2|LY (aN®) — LY (yN®) — p(z — y)N*| + 2)\ré > € | <
m,yE[*T,T],lI*Z}‘S&

3Na/2

P sup |LN (@N®) — LY (yN*) — p(xz — y)N*| > ) <PAd) <

yel—rr]|e—y|<s 4
(4.10)

In (4.10) the first equality follows from the definition of fiN , and the inequality on the
second line follows from the inequality |z% — y?| < 274, which holds for all z,y € [—r, 7]
such that |z —y| < §. The inequality in the third line of (4.10) follows from our assumption
that § < - (8)\r)~! and the first inequality on the last line follows from the definition of
A(];V in (4.8), and the fact that t; > rN“. The last inequality follows from our assumption
that § < dg and (4.9). From (4.10) we get (4.7).

Step 3. In this step we prove (4.9) and fix n > 0 in the sequel. For §;, M; >0and N € IN
we define the events

Ey = {ngg I‘Lé‘v(ih) Tt < MlNa/Q} LBy ={Z(—t1,t1, %, 7,00, Ly [t1,11]) > 61},
) -

(4.11)

where we used the same notation as in Proposition 4.1 (in particular

F=(LY(-t1),..., LY ;(—t1))and § = (LY (t1),..., LY ,(t1))). Combining Lemmas 4.2, 4.3
and Proposition 4.1 we know that we can find §; > 0 sufficiently small, M; sufficiently
large and N & N such that for N > N we know

P(E{UES) <n/2. (4.12)

We claim that we can find &, > 0 and Ny > N such that for N > Ny and § € (0, dp)

P(AY NEy N Ey) < n/2. (4.13)
Since

P(AY) = P(AY N Ey N Ea) + P(AY 1 (B UES)) < P(AY N Ey 0 Ey) + P (B UES),
we see that (4.12) and (4.13) together imply (4.9).
Step 4. In this step we prove (4.13). We define the o-algebra
F =0 (LY [t t1], LY (1), LY (£t1), ..., LYy (£81)) -

Clearly E1, E» € F, so the indicator random variables 1, and 1, are F-measurable. It
follows from the tower property of conditional expectation that

P(AYNE NE) = {114?1&1@} —E {1E11E2E |:1Aé\r |]-‘H . (4.14)
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By the Schur-Gibbs property (see Definition 2.17), we know that IP-almost surely

= = N
E[Lay | F] = B~ 000 1], (4.15)
—t1,t1,3,§,00,Ly [—t1,t1]

We now observe that the Radon-Nikodym derivative of P, ', 5.~

with respect
to Pgilr’tl’f’g is given by
—t1,t1,3,7,00, Ly [—t1,t1]
dIPafu;idl,Ber " o (Ql’ s ,Qk—l) ﬂ{QlZ“'ZQk—lZQk}

- _ : 4.16
dIP;t;r’tl’%y Z(_tlatlafa g,OO7L£[|I_t1,t1]]) ( )

where Q = (Q1,...,Qr—_1) is ]P;Z;’tl’i’g-distributed and Q. = LkN[[—tl,tl]]. To see this,
note that by Definition 2.15 we have for any set A C Hf:_f Q(—ty1,t1,z;,y;) that
prtvtsgee i i-nnl g _ P T AN{Q1 2 - 2 Quor 2 Qi)
d’B - - b )"7(‘.
e Pot™(Qr > > Que1 > Q)
]E_tlyt17£7g

Ber []lA : ﬂ{QlZ"'ZQk—lZQk}] :/ ]l{QlZ"'ZQk—12Qk} dP7t17t1>f,g
Z(—tl,tl,f, g,OO,L]iV[[—thh]]) A Z(—tl,tl,f,:lj,OO,L{cV[[—tl,tl]]) Ber

It follows from (4.14), (4.16), and the definition of F5 in (4.11) that
{ Ipy - 14qQ,>>qu} ” <
Z(_tlytlafvgw[/iv[[_tbtl]]) -
]lBN

1 N
S < . —t1,61,%,Y N
51 :|:| = 51]E |:]1E1 ]PBer (B§ ):| )

]P(A(];V N El N EQ) = E |:]]‘E1]]~E2]EBilT,,tl’f7g
(4.17)
<E []lElllEzElerxthf,ﬂ {

where §; is as in (4.11), and

o¢/26
By = { sup |Qi(7) — Qi(y) — p(z —y)| > 5N }

oy€[—t1,t1],|z—y|<SN 4

t1,t1,
er

Notice that under P ™7 the law of Q; is precisely P00 and so we conclude

—t1,t1,7( gN 0,2t1,0,y: —a: 3N“/%e
IPBer ( (B5 ) = IPBer sSup |€(‘T) - [(y) - p({E - y)| > 4 ’
z,y€[0,2t1],|z—y|<SN <«

(4.18)

where £ has law P%>"'%¥ =% (note that in (4.18) we implicitly translated the path ¢ to the

right by ¢; and up by —x;, which does not affect the probability in question). Since on
the event E; we know that |y; — x; — 2pt1| < 2M1 N* we conclude from Lemma 3.12 that
we can find Ny and §p > 0 depending on M, r, a such that for N > Ny and § € (0,6o)

vi—w; 3Ne/? §
L, - Py Ov sup [0() = £(y) — pla —y)| > =] < 2L (4.19)
2,y€[0,261],|x—y|<SNe 4 2
Combining (4.17), (4.18) and (4.19) we conclude (4.13), and hence statement (i) of the
theorem.

4.3 Proof of Theorem 2.26 (ii)

In this section we fix a subsequential limit £ = (f~{’°7 RN fkoil) of the sequence
Py as in the statement of Theorem 2.26, and we prove that £°° possesses the partial
Brownian Gibbs property. Our approach is similar to that in [12, Sections 5.1 and 5.2].
We first give a definition of measures on scaled free and avoiding Bernoulli random walks.
These measures will appear when we apply the Schur Gibbs property to the scaled line
ensembles {fN}F 1
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Definition 4.5. Let a,b € N~ °Z with a < b and z,y € N~*/?7Z satisfy 0 < y — z <
(b—a)N*/2. Let ((T*) denote a random variable with law P >"* as before Definition 2.15.
We define IP;’Tbejf_’j”\’, to be the law of the C([a, b])-valued random variable Y given by

z o N0/ [(0m N =N D) (¢ - q)N2) — ptNe]

Y (t) , t€la,bl.

p(1 = p)
Now for i € [1,k], let {(N-*)¢ denote i.i.d. random variables with laws P}2"%. Let
Z, 7 € (N~*/?2Z)* satisfy 0 < y; — x; < (b — a)N®/? for i € [1,k]. We define the [1, k]-
indexed line ensemble YV by

2y 4+ N—o/2 {g((bw)N", W=z )N ((t — g)N@) — ptN®
V() = . i€ [1,k],t€ [a,b].
p(1—p)

We let P‘}Tbef]’z, denote the law of Y. Suppose %, ij € (N~*/2Z)* N W}, where

Wk:{f:(l'h...,xk)ERk:xl21‘22"'2$k}.

Suppose further that f : [a,b] — (—o00, 0], g : [a,b] = [—00,0) are continuous functions.
a,b, %,y

We define the probability measure ]PZ;)bjfjvf Y to be P Free.N conditioned on the event

E={f(r)= Y (r) > >IN (r) > g(r) forr € [a,b]}.

This measure is well-defined if E is nonempty.

Next, we state two lemmas whose proofs we give in Section 7.5. The first lemma
proves weak convergence of the scaled avoiding random walk measures in Definition 4.5.
It states roughly that if the boundary data of these measures converge, then the measures
converge weakly to the law of avoiding Brownian bridges with the boundary limiting
data, as in Definition 2.7.

Lemma 4.6. Fix k € N and a,b € R witha < b, and let f : [a — 1,b+ 1] = (—o00, 0],
g:la—1,b+ 1] — [—o0,00) be continuous functions such that f(t) > ¢(t) for all t €
[a—1,b+1]. Let ,§ € W be such that f(a) > x1, f(b) > y1, g(a) < zx, and g(b) < ys.
Let ay = [aN®|N~® and by = [bBN*|N~%, and let fx : [a — 1,b+ 1] = (—o0, 0] and
gy : [a—1,b4+ 1] = [—o0,00) be continuous functions such that fy — f and gy — g
uniformly on [a — 1,b+ 1]. If f = co the last statement means that fy = oo for all large
enough N and if g = —oo the latter means that gy = —oo for all large enough N.
Lastly, let 7N, 5N € (N~°/2Z)* N W}, write

i = (2 —pan N //p(L=p), G = (yY — pbaN°/?)/\/p(1 - p),

and suppose that ¥ — x; and § — y; as N — oo for eachi € [1,k]. Then there exists
+N +N
Ny € N so that Pzgofévl\f T ININ s well-defined for N > Ny. Moreover, if Y have laws

bn, 2N, g N N, . . .
Poran Y INON apd ZN = YNk x[ap), 1-€. ZV is a sequence of random variables on

C([1, k] x [a, b]) obtained by projecting V¥ to [1,k] x [a,b], then the law of ZV converges
weakly to P@>%919 a5 N =5 o0,

avoid
The next lemma shows that at any given point, the values of the k£ — 1 curves in £L*
are each distinct, so that Lemma 4.6 may be applied.

Lemma 4.7. Let L be as in the beginning of this section. Then for any s € R we have
L£5(s) = (f1°(s);- -, [R24(s)) € Wi_y, P-as.

Using these two lemmas whose proofs are postponed, we now give the proof of
Theorem 2.26 (ii).
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Proof. (of Theorem 2.26 (ii)) For clarity we split the proof into three steps.

Step 1. We write ¥ = [1,k — 1] and £V = (f{,..., fN ,), where we recall that

FN(s) = N=*/2(LY (sN®) — psN®)//p(1 — p).

Since £> is a weak subsequential limit of £ we know there is a subsequence {Nm}2_,
such that £V» = £°°. We will still call the subsequence £V to not overburden the
notation. By the Skorohod representation theorem [1, Theorem 6.7], we can also assume
that £V and £ are all defined on the same probability space with measure P and the
convergence is happening IP-almost surely. Here we are implicitly using Lemma 2.2 from
which we know that the random variables £V and £ take value in a Polish space so
that the Skorohod representation theorem is applicable.

Fix a set K = [k1,k2] C [1,k — 2] and a,b € R with ¢ < b. We claim that for any
bounded Borel-measurable function F': C(K X [a,b]) — R we have

E[F (L x (o) | Feat (K x (a,0))] = Egsii™ [P (Q)), (4.20)

where 7 = (f;:f(a), . f,j;’(a)), 7 = (f,jf(b), ce f,j;’(b)) [ = [_y (with f§° = +400),
g= f§§+1' the o-algebra F.,:(K X (a,b)) is as in Definition 2.8, and Q has law IPZ;)b(;ff’f’g.
We mention that by Lemma 4.7 we have P-a.s. that f°(z) > f;,(x) foralli € [1,k — 2]
so that the right side of (4.20) is well-defined. We will prove (4.20) in the steps below.
Here we assume its validity and conclude the proof of the theorem.

We first observe from (4.20) that for any bounded Borel-measurable F; : C([1,k —
2] x [a,b]) = R and F; : C([a,b]) — R we have PP-almost surely

Fo(f21) - BIF (L piax(as) | Fear ([ k= 2] x (a,0))] = Fa(f4) - Bgyii R (Q)].
(4.21)
Let H be the class of bounded Borel-measurable functions H : C([[1,k — 1] x [a,b]) = R
that satisfy
E[H (L1 k-11x(at)) | Feat ([, k = 2] x (a,0))] = EL 509 [H(Q, g)), (4.22)

avoid

where on the right side (Q, g) is the line ensemble with k — 1 curves, whose top k — 2
curves agree with Q and the k£ — 1-st one agrees with g. From (4.21) H contains functions
of the form

k—1
H(fl, .. .,f}cfl) = H ]l{fl € BZ}
i=1

for any Borel sets By,...,By—1 C C(Ja,b]). In addition, it is clear from (4.22) that
‘H is closed under linear combinations (by linearity of conditional expectations) and
under bounded monotone limits (by the monotone convergence theorem for conditional
expectations). Thus by the monotone class theorem [16, Theorem 5.2.2], H contains all
bounded Borel measurable functions H : C([1,k — 1] x [a,b]) — R.

In particular, setting H(f1,..., fr—1) = 1{fi(s) > -+ > fr_1(s) forall s € [a,b]} in
(4.22) we conclude that £%[[; _1]x[4,5 iS NOn-intersecting P-a.s. for any a < b. Taking
a = —m, b = m and a countable intersection over m € Z we conclude that £* is non-
intersecting P-a.s. The latter and (4.20) together imply that £ satisfies the partial
Brownian Gibbs property of Definition 2.10.

Step 2. In this and the next step we prove (4.20). Fixm € N, nq,...,ny, € 3, t1,...,t;m €
R, and hy,..., h;, : R — R bounded continuous functions. Define S = {i € [1,m] : n; €
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K, t; € [a,b]}. In this step we prove that

- ]E H hs(f;f(ts EZUbofdy f g [H hs(Qns (ts))]] I (423)

Ls¢ S seS

E

IIlu(?ﬁ(n))

where Q denotes a random variable with law P**%%/9 By assumption, we have

=E ﬁhi(f,fj(ti))l : (4.24)

i 1| LDt
We define the sequences ay = |[aN“|N~%, by = [bIN*IN~, 2N = (L} (an), ..., Ly, (an)),

:JN = (L%(bN),,L{C\L(bN)), fN = fk171 (where fO = +OO), gN = fk2+1. Since
ay — a, by — b, we may choose N, sufficiently large so that if N > Ny, then
ts < ay orts > by for all s ¢ S with n; € K. Since the line ensemble (LY,..., LY ))
in the definition of £V satisfies the Schur Gibbs property (see Definition 2.17), we
see from Definition 4.5 that the law of £V | x[a,p) conditioned on the o-algebra F =

o (f,ﬁ\lf_l, f,i\;rl, f,f\f(aN), f,i\f(bN), el fg(aN), f,ﬁi(b]\;)) is (upto a reindexing of the curves)
precisely P.X O’fé\’ ]\f TAREOS Therefore, writing Z" for a random variable with this law,
we have

E ([T (£ )
i=1

H hs(.frjl\:(ts Ezgéfclzv}v v fN’QN [H h n —k1+1 t ))]] .
s¢S sES

) } 3 (4.25)
Now by Lemma 4.7, we have P-a.s. that fk:1 (@) > fe(a) > - > fo(a) > fio,(a)
and also f,C _,(b) > fkl( ) > > ka( ) > fk2+1( ). In addition, we have by part (i) of
Theorem 2.26 that P-almost surely fy — f = f,?"_l and gy — g = f,;’oﬂ uniformly on

[a=1,6+1] 2 [an, by], and (2 —pan N®/2)//p(1 = p) = 7, (4 —pbn N*/2)/\/p(1 = p) —

g fori € [1,k — 1]. It follows from Lemma 4.6 that

lim Gy o th nmlt))] = B Q[Hh (Qn, (t 1 (4.26)

N=roo s€S s€ES
Lastly, the continuity of the h; implies that
Jim Hh (fN () =[] hs(f3 (4.27)
*s¢s s¢S
Combining (4.24), (4.25), (4.26), and (4.27) with the bounded convergence theorem
proves (4.23).

Step 3. In this step we use (4.23) to prove (4.20). The argument below is a standard
monotone class argument. For n € IN we define piecewise linear functions

0, x>r+1/n,
Xn(z,7) =< 1—n(z—7), z€lr,r+1/n],
1, T <7
We fix mi,mg € N, ng,...,n} ,ni,....,n%, €%, t},....t; ,t1,...,t2, € R, such that

(n},t}) ¢ K x [a,b] and (n?,t?) € K x [a, b] for all i. Then (4.23) implies that

1Y

E Hxn<f;:;<t}>,aaHxn<fz§<t%>7bi>] -
=1

i=1

E | T Do (£5 ¢, an) B [H X (@2t )H :
=1
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Letting n — oo, we have x,(z,7) — x(z,r) = 1,<,, and the bounded convergence
theorem gives

Hx £, a; Hx £

miy
=E HX(f;z?(tzl Egvbofdy o [HX Qn t2 ‘|‘|
i=1

Let H denote the space of bounded Borel measurable functions H : C(K x [a,b]) = R
satisfying

my
E HX(fﬁif(tzl)»aﬂ (L2 K x[a,b])
i—1

Hx £, a) B [H (Q)]] . (4.28)

The above shows that A contains all functions 1,4 for sets A contained in the 7-system A
consisting of sets of the form
{h € C(K x [a,b]) : h(n?,t?) < b; for i € [1,ms]}.
We note that # is closed under linear combinations simply by linearity of expectation, and
if H,, € H are nonnegative bounded measurable functions converging monotonically to a
bounded function H, then H € H by the monotone convergence theorem. Thus by the
monotone class theorem [16, Theorem 5.2.2], H contains all bounded o(A)-measurable
functions. Since the finite dimensional sets in A generate the full Borel o-algebra Cx
(see for instance [12, Lemma 3.1]), we have in particular that I’ € H.
Now let B denote the collection of sets B € F.,:(K X (a,b)) such that

Elp - F(L%|kxpan)] = E[ls - Egni? M [F(Q)]). (4.29)
We observe that B is a A-system. Indeed, since (4.28) holds for H = F, taking a;,b; — oo
and applying the bounded convergence theorem shows that (4.29) holds with 15 = 1.
Thus if B € Bthen B¢ € Bsince 1g- =1— 1. If B; € B, i € IN, are pairwise disjoint and
B =J,; B;, then 15 = )", 15, and it follows from the monotone convergence theorem
that B € B. Moreover, (4.28) with H = F implies that 53 contains the 7-system P of sets
of the form

{h e C(Z xR): h(n;,t;) < a; fori € [1,m1], where (n;,t;) ¢ K x (a,b)}.

By the 7-A theorem [16, Theorem 2.1.6] it follows that B contains (P) = Feut (K X (a,b)).
Thus (4.29) holds for all B € F..:(K x (a,b)). It is proven in [12, Lemma 3.4] that
]Ezvbofdy’f I[F(Q)] is an Feut(K X (a,b))-measurable function. Therefore (4.20) follows

from (4.29) by the definition of conditional expectation. This suffices for the proof. O

5 Bounding the max and min

In this section we prove Lemmas 4.2 and 4.3 and we assume the same notation as in
the statements of these lemmas. In particular, we assume that k € IN, k > 2, p € (0, 1),
a, A > 0 are all fixed and

{eN =@, LY, ..., LY)}5_s

is an (a,p, A)-good sequence of [1, k]-indexed Bernoulli line ensembles as in Defini-
tion 2.24 that are all defined on a probability space with measure IP. The proof of
Lemma 4.2 is given in Section 5.1 and Lemma 4.3 is proved in Section 5.2.
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5.1 Proof of Lemma 4.2

Our proof of Lemma 4.2 is similar to that of [6, Lemma 5.2]. For clarity we split the
proof into three steps. In the first step we introduce some notation that will be required
in the proof of the lemma, which is presented in Steps 2 and 3.

Step 1. We write sy, = |[r+4|N®], s3 = ||(r+3)]N®], so that s3 < t3 < s4, and assume
that N is large enough so that )(N)N® from Definition 2.24 is at least s;. Notice that
such a choice is possible by our assumption that £V is an (a, p, A)-good sequence and in
particular, we know that LY are defined at +s, for i € [1,k]. We define events

E(M) = {|LY (=s0) + psa| > MN/2}, F(M) = {LY (=s5) > —pss + MN*/2],

G(M) = { sup [LY(s) — ps] > (6r + 22)(2r + 10)"/2(M + 1)Na/2},
s€[0,s4]

: If € > 0 is as in the statement of t~he lemma, we note by (2.7) that we can find M and
N, sufficiently large so that if NV > N; we have

P(E(M)) < ¢/4 and P(F(M)) < ¢/12. (5.1)

In the remainder of this step we show that the event G(M) \ E(M) can be written as a
countable disjoint union of certain events, i.e. we show that

| ] E(a,b, 8, biop, lyor) = G(M) \ E(M), (5.2)
(a,b,8,8t0p loot)ED(M)

where the sets E(a, b, s, {iop, {bor) and D(M) are described below.

For a,b, 21, 22,23 € Z with z1 < a, 20 < b, s € [0,84], lpor € Q(—54, 8, 21,22) and £y, €
Q(s, 84,b, 23) we define E(a,b, s, liop, lpor) to be the event that LY (—sy) = a, LY (s) = b,
LY agrees with £;,, on [s, s4], and L} agrees with £;,; on [—sy4, s]. Let D(M) be the set
of tuples (a, b, s, Liop, Lror) satisfying

(1) 0 <5< sy,

(2) 0<b—a<s+sy, latpss < MN/?, and b—ps > (6r+22)(2r +10)/2(M +1)N/2,

(3) z1 < a, z0 <b, and lyo; € Q(—54, S, 21, 22),
(4) b<z3<b+(sa—s), and lyop € (s, 54, b, 23),
(5) if s < &' < 54,8 € Z then ly,,(s') — ps’ < (6r +22)(2r + 10)Y/2(M + 1)N/2,

It is clear that D(M) is countable. The five conditions above together imply that

U E(a,b, 5, Lrop, loor) = G(M) \ E(M),
(a,b,5,8t0p,Lbot )ED (M)

and what remains to be shown to prove (5.2) is that E(a,b, s, {iop, lbor) are pairwise
disjoint.

On the intersection of E(a,b, s, iop, fpor) and E(d,é, 3, @top,fbot) we must have a =
L{V(—34) = a so that a = a. Furthermore, we have by properties (2) and (5) that s > 3
and § > s from which we conclude that s = § and then we conclude b= b, liop = Ztop,
lyor = lpop. In summary, if E(a,b, s, liop, hor) and E(d,?),é,pr,ibot) have a non-trivial
intersection then (a, b, s, Ciop, lbot) = (4, b, 3, gtop,gbot), which proves (5.2).
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Step 2. In this step we prove that we can find an N> so that for N > N,

P ( sup [L1(s) —ps] > (6r + 22)(2r + 10)"/2(M + l)N"‘/2> <P(G(M)) < ¢/2. (5.3)
s€0,t3]

A similar argument, which we omit, proves the same inequality with [—¢3, 0] in place of
[0,¢3] and then the statement of the lemma holds for all N > N,, with Ry = (6r + 22)(2r +
10)Y/2(M +1).

We claim that we can find N, € IN sufficiently large so that if N > N, and
(a,b, 8, Liop, loor) € D(M) satisfies P(E(a,b, s, liop, lvor)) > 0 then we have

1
P754,s,a,b,oo,fbgt (4(—83) > —pss + MNa/Q) > § (5.4)

avoid,Ber

We prove (5.4) in Step 3. For now we assume its validity and conclude the proof of (5.3).

Let (a,b, s, iop, lvor) € D(M) be such that P(E(a,b, s, iop, fpot)) > 0. By the Schur
Gibbs property, see Definition 2.17, we have for any ¢, € Q(—s4, s,a,b) that
P (L{V[[—&;, s] =4y | E(a,b, s, liop, ébot)) = P55 %b00.loor (L =4yp), (5.5)

avoid,Ber

where L{'[—s4, s] denotes the restriction of L' to the set [—s4, s].
Combining (5.4) and (5.5) we get for N > N,

P (LY (=50) > —pss + MNP E(a,b,5, oy foor) ) =
1 (5.6)
Posiit e (U=ss) > —psa + MN*/2) > 2.

It follows from (5.6) that for N > NQ we have

/12 > P(F(M)) > > P (F(M) N E(a,b, 5, Liop, lbot)) =
(a,b,8,£t0p,loot)ED(M),
P(E(a,b,s,liop,Lbot))>0

Z P (L{V(_S3) > —ps3 + MNQ/2|E(a7b7 57&50;07&)075)) P (E(a7b7 S7€top7€b0t)) >

(a,b,5,L10p,luot)ED (M),
P(E(a,b,s,ltoplbot))>0

>

(a-,bvs-,etopjbot)ED(A{)a
P(E(avbvsvétopyébot))>o

P (E(a,b, 8, brop, lhot)) = 5 - P(G(M) \ E(M)),

W =
Wl =

(5.7)

where~ in ~the last equality we used (5.2). From (5.1) and (5.7) we have for N > N, =
max(Ny, Na)

P(GM)) <P(EM))+P(GM)\ E(M)) < e/4+ ¢/4,
which proves (5.3).
Step 3. In this step we prove (5.4) and in the sequel we let (a, b, s, l1op, loot) € D(M) be

such that P(E(a, b, s, Liop, lbot)) > 0. We remark that the condition P(E(a, b, s, Ctop, Lbot)) >
0 implies that Qqy0ia(—54, S, @, b, 00, €yt ) is not empty. By Lemma 3.2 we know that

]P_s4737a7b1001£b0t (6(—83) > —pss + MNCX/?) Z IPEZA:Sy(lab (f(—Sg) > —pss + MNﬂ/Q) ,

avoid,Ber

and so it suffices to show that

Poi " (U(=ss) > —psy + MN*/2) > - (5.8)

Wl =
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One directly observes that
Pou ™ (U(=ss) > —pss + MN*/2) = PRIF0 (4(sy = s5) + a = —psg + MN*/2) >

PG00 (U — 53) = plsa — 53) + 2MN/2),
(5.9)

where the inequality follows from the assumption in (2) that a+pss > —M N/2. Moreover,
since b — ps > (61 + 22)(2r + 10)"/2(M + 1)N°/? and a + psy < MN/2, we have

b—a > p(s+s4)+(6r+21)(2r+10)2(M+1)N/2 > p(s+s54)+ (6r+21)(M+1)(s+s4)"/2.

The second inequality follows since s + s4 < 2s4 < (2r + 10) N,
It follows from Lemma 3.8 with M; = 0, My = (6r + 21)(M + 1) that for large N

S84 — 83

N (T [pls + 54) + Mals +50)'/% = (s 4+ 5)/%) 2 1/3. (5.10)

S+ 84

and so for all N € IN we have

S4—S83 N< f— 1
Note that =55 > w957+ = 5510

54— 5
54+ 543 [P(s + s4) + Ma(s + 54)' /] = (s + s4)'/* >
(5.11)
6r +21)(M + 1 1/2
p(sa — s3) + (6r +21)(M + 1)(s + 5) — (54 s4)"* > p(s4 — s3) + 2MN*/2,

2r 4+ 10

CombNining (5.9), (5.10) and (5.11) we conclude that we can find NQ € N such that if
N > N5 we have (5.8). This suffices for the proof.

5.2 Proof of Lemma 4.3

We mention that the general idea behind the proof of Lemma 4.3 has similarities with
the proof of [18, Proposition 2.7].

We begin by proving the following important lemma, which shows that it is unlikely
that the curve Lkal falls uniformly very low on a large interval.

Lemma 5.1. Under the same conditions as in Lemma 4.3 the following holds. For any
r,e€ > 0 there exist R > 0 and N5 € IN such that for all N > Nj

P ( sup (Lp_y(zN®) —paN*) < —(AR? + $2(e/16) + 1)N°‘/2> <, (5.12)
z€[r,R]

where \, ¢ are as in the definition of an («, p, \)-good sequence of line ensembles, see
Definition 2.24. The same statement holds if [r, R] is replaced with [-R, —r] and the
constants N5, R depend on ¢, as well as the parameters «, p, A, k and the functions ¢s,
from Definition 2.24.

Proof. Before we go into the proof we give an informal description of the main ideas.
The key to this lemma is the parabolic shift implicit in the definition of an («, p, A)-good
sequence. This shift requires that the deviation of the top curve L{ from the line of slope
p to appear roughly parabolic. On the event in equation (5.12) we have that the (k —1)-th
curve dips very low uniformly on the interval [r, R] and we will argue that on this event
the top k — 2 curves essentially do not feel the presence of the (k — 1)-th curve. After a
careful analysis using the monotone coupling lemmas from Section 3.1 we will see that
the latter statement implies that the curve L} behaves like a free bridge between its
end-points that have been slightly raised. Consequently, we would expect the midpoint
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LY (N*(R +7)/2) to be close (on scale N°/?) to [LY (rN®)+ LY (RN®)]/2. However, with
high probability [LY (rN®) + LY (RN“)]/2 lies much lower than the inverted parabola
~A(R + 7)2N“/2 /4 (due to the concavity of the latter), and so it is very unlikely for
LY (N*(R + 1)/2) to be near it by our assumption. The latter would imply that the event
in (5.12) is itself unlikely, since conditional on it an unlikely event became likely.

We proceed to fill in the details of the above sketch of the proof in the following steps.
In total there are six steps and we will only prove the statement of the lemma for the
interval [r, R], since the argument for [-R, —r] is very similar.

Step 1. We begin by specifying the choice of R in the statement of the lemma, fixing
some notation and making a few simplifying assumptions.
Fix r,e > 0 as in the statement of the lemma. Note that for any R > r,

sup (LkN_l(xNa) —pzN*) > sup (Lj_ (zN®) — pzN®).
r<z<R [r]<2<R

Thus by replacing r with [r], we can assume that r € Z, which we do in the sequel.
Notice that by our assumption that £% is (o, p, A\)-good we know that (5.12) holds trivially
if k = 2 (with the right side of (5.12) being any number greater than ¢/16 and in particular
€) and so in the sequel we assume that £ > 3.

Define constants

3
C=,/8(1—p)l 5.13
and Ry > r sufficiently large so that for R > Ry and N € IN we have
AR —1r)?
% > 2¢2(e/16) + 2+ k[C[RN“] — LTNO‘HN_O‘/Q. (5.14)

We define R = [Ro| + 1{g,]+r odd, SO that R > R, and the midpoint (R +r)/2 are integers.
This specifies our choice of R and for convenience we denote m = (R +r)/2.

In the following, we always assume N is large enough so that 1(N) > R, hence LY
are defined at RN for 1 < ¢ < k. We may do so by the second condition in the definition
of an (o, p, A\)-good sequence (see Definition 2.24).

With the choice of R as above we define the events

A= {L{V (mMN®) — pmN® + \m2N%/2 < —¢2(e/16)N"‘/2} :

(5.15)
B = { sup (Lp_(zN®) — prN®) < —[AR? + ¢2(¢/16) + 1]Na/2} .
z€[r,R]
The goal of the lemma is to prove that we can find N5 € IN so that for all N > Nj
P(B) < ¢, (5.16)

which we accomplish in the steps below.

Step 2. In this step we introduce some notation that will be used throughout the next
steps. Let v = [rN®] and I' = [RN“]. We also define the event

F= { sup ‘L{V(s) —ps 4+ ASPN™Y2| < [pa(e/16) + 1]N°‘/2} . (5.17)
se{v,I'}
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In the remainder of this step we show F'N B can be written as a countable disjoint union

FNB= || E@§ ), (5.18)
(Z,7,Lvot)ED

where the sets F(Z, ¥, {y:) and D are defined below.

For Z,§ € Wy _o, 21,22 € Z, and by € Q(7,T, 21, 22), let E(Z, ¥, lpo:) denote the event
that LY (y) = x; and LN (I') = y; for 1 <i < k —2, and LY | agrees with £, on [y,T]. Let
D denote the set of triples (Z, ¥/, lyot) satisfying

M) 0<y;—a; <I'—yfor1<i<k-2

(2) |z1 — py + M2N 7392 < ¢o(e/16)N*/? and |y; — pI' + ATZN3%/2| < ¢ (€/16)N*/2,
(3) z1 < @p_2, 22 < Yp—2, and lpor € Q(7, T, 21, 22),

(4) sup,cpr, pylloot (tN*) — prN®] < —[AR? + ¢3(e/16) + 1JN/2,

It is clear that D is countable, the events E(Z, 7, {yo:) are pairwise disjoint for different
elements in D and (5.18) is satisfied.

Step 3. We claim that we can find Np so that for N > N, we have
P(A|E(f7ga€bot)) > 1/4 (519)

for all (Z,¢, o) € D such that P(E(Z, 7, o)) > 0. We will prove (5.19) in the steps
below. In this step we assume its validity and conclude the proof of (5.16).

It follows from (5.18) and (5.19) that for N > Ny and P(F N B) > 0 we have

IP(A|E(:E7 37; gbot)IP(E(fa 277 gbot)) >
P(FNB) =

P(A|[FNB) = >

(Z,4,lbo1 ) €D, P(E(Z,4,lbot))) >0

2 (#5000 €D P(E(E5.00))) >0 L (B (T T loot)) 1

1
4 P(F N B) 4

From the third condition in the definition of an (a, p, \)-good sequence, see Defini-
tion 2.24, we can find N; so that P(A4) < ¢/8 for N > N;. Hence if N > max(Ny, N3) and
P(F N B) > 0 we have

P(ANFNB)

P(FNB)=
Lastly, by the same condition in Definition 2.24 we can find ]\72 so that for N > ]\72
P(F¢)=2-¢/8 =¢/4. (5.21)

In deriving (5.21) we used the fact that [L{'(y) — LY (rN®)| < 1, [L{(T) = L{' (RN*)| < 1
and p € [0, 1]. Combining (5.20) and (5.21) we conclude that if N > N5 = max(Ng, N1, N2)

P(B) <P(FNB)+P(F°) <e/2+4+¢€/4<e,
which proves (5.16).
Step 4. In this step we prove (5.19). We define 7', %’ € 20;_» through

=T+ (k—-1-49)[CVT], ¢,=7+(k—-1-49)[CVT]fori=1,...,k—2 with
T = [py — M2N 392 4 [o(e/16) + 1IN/2], 5 = [pl' — ATZN3%/2 4 [y (e/16) + 1]N*/?],
(5.22)
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where C is asin (5.13) and 7' =T — 4. Note that for any (7, ¥, {s,t) € D we have
T >T>x >xiand y; > 7>y > Y
foreachi=1,...,k — 2. Furthermore,
T — iy = CVT and y; — Yig1 = CVT

foralli=1,...,k — 2 with the convention zj,_, =Zand y,_, =7.

ot) € D such that

We claim that we can find Ny so that for all N > N, and (Z, 9, Ll
7, Yy, 00,lpt)] > 1 and

P(E(Z, 7, tor)) > 0 we have [[/=7 1207, T, 25, 4})| > [Qavoia(v,T, 7,
moreover we have

Pyl (Ql (mN®) — pmN® + Am2N*/? < —¢2(e/16)Na/2> > 1/3, (5.23)
Phe” 7 (Quz - 2 Qo) 2 11/12, (5.24)
where Q = (Q1,...,Qk—2) is nggf,’gl-distributed and we used the convention that

Qr_1 = lpor. We prove (5.23) and (5.24) in the steps below. In this step we assume their
validity and conclude the proof of (5.19).

Observe that for any (Z, ¥, fyot) € D such that P(E(Z,7, o)) > 0 we have the follow-
ing tower of inequalities provided that N > N

P(AIE(, 5. boor)) = Pl ey (Qu (mN®) = pmN® 4+ Am?N°/2 < —o(e/16)N*/2) >

avoid,Ber

P B (Qu (mN) = pmN® + MmN /2 < ~a(e/16)N*/2) =
PEEF T ((Qy (mN®) — pmN® + Am2N®/2 < —o(e/16)N2} 1 {Q1 > -+ > Qi_1})

PLITT(Qr > - > Qra)

(5.25)

Let us elaborate on (5.25) briefly. The condition that P(E(Z, ¥, {e:)) > 0 is required to
ensure that the probabilities on the first line of (5.25) are well-defined and N > No
ensures that all other probabilities are also well-defined. The equality on the first line of
(5.25) follows from the definition of A and the Schur Gibbs property, see Definition 2.17,
and Q = (Q1,...,Qu_z) is PVTZ¥c0bot_gigtributed. The inequality in the first line

avoid,Ber
of (5.25) follows from Lemma 3.1, while the equality in the second line follows from
Definition 2.15, and now Q = (Q1, ..., Qx_2) is ]PVB’;’”” Y -distributed with the convention

that Qr—1 = lyot.
Combining (5.23), (5.24) and (5.25) we conclude that

P(A|E(Z, 7, b)) > 1/3 — 1/12 = 1/4,

which proves (5.19).

Step 5. In this step we prove (5.23). We observe that since P(E(Z, ¥, £pot)) > 0 we know
that |Qaveia(7, T, Z, ¥, 00, £por)| > 1 and then we conclude from Lemma 2.16 that there
exist N; € IN such that for N > N; we have |Ravoid (7, Ty &, 7, 00, Lpor)| > 1.

Below /£ will be used for a generic random variable with law P}, where the boundary
data changes from line to line. With Z,% as in (5.22), write Z = y — = and recall that
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T =T —~. Then
PLe % (€mN®) = pmN® 4 amEN/2 < —65(/16)N/2) =
Phs M (UT/2) = pmN® + Am2N/? < —go(e/16)N*/2) =
PLLTT (UT/2) = pmN° + XmPN*/2 < —ga(¢/16)N/2 = (k= 2)[CVTT) >

s — | = 2 2
UL (1072) - T8 < (T ) - 2otef10)+ 1 amfIA S —HICVT) ) =

POTO= (y1/2) — % v? + T2 B 21 n7e/2 _
o 2/2 <M Jxgarz | — [202(6/16) + 1+ Am?|N k[CVT] ) .

(5.26)
The equalities in (5.26) follow from shifting the boundary data of the curve ¢, while the

inequality on the third line follows from the definition of Z,% as in (5.22).
From our choice of R in Step 1 and the definition of v,I" we know that

2 2 2
ve+1 9 (R—r) rA aj2 A
> - 7 > —_ .
SN2 Am A Na 2¢2(€/16) + 2+ k[CVT|N -

The last inequality and (5.26) imply

A

pLlev (e (MN®) — pmN® + Am2N/2 < f¢2(e/16)Na/2> >
_ (5.27)
pYT0 (é(T/z) _z/2 < N2 mN—a/Z‘) .

Let P be the probability measure on the space afforded by Theorem 3.3, supporting
a random variable ¢(7"?) with law ]P%ZT’O’Z and a Brownian bridge B° with diffusion
parameter o = /p(1 — p). Then the probability in the last line of (5.26) is equal to

pYT07 (E(T/Q) —%/2 < N%/2 _ rAN*W) - (z<T2> (T/2) —%/2 < N®/2 — mN*W) >

P (ﬁB;’/Q <0and A(T,z) < N/2 — MN‘C“/2> >- P (A(T, 7) > No/2 r/\N_“/Z) ,

(5.28)
where we recall that A(T, %) is as in (3.2). Since as N — oo we have

z—pT|?

TN(R—T)Naandl T ~ (R+r),

we conclude from Corollary 3.5 that there exists N € N such that if N > max(Nl, Ng)
we have

P (A(Tj) > Ne/2 rAN—W) < (5.29)

| =

Combining (5.27), (5.28) and (5.29) we obtain (5.23).

Step 6. In this last step, we prove (5.24). Let lpor be the straight segment connecting
7 and 7, defined in (5.22). By construction, we have that there is Ng € N such that if
N > N3 we have for any (Z, 7, lpo:) € D that £,,; lies uniformly below the line segment
lpor, Which in turn lies at least Cv/T below the straight segment connecting x)_, and
Ypo- If N, is as in Step 5 we conclude from Lemma 3.14 that there exists N, € IN such
that if N > max(Ny, Ny, Ny) and P(E(Z, 7, lyer)) > 0

V- k—2 11
PLLT 7 (Qu> > Q) > (1 - 3e*02/8p<lfp>) = (5.30)
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where the condition that N > N; is included to ensure that the probability ]PYB,’GFT’f s

well-defined. In deriving (5.30) we also used (5.13), which implies

3
= 1-p)l > 1 - p)log3.
c \/819( p) log -— 1/12) 70D = 8p(1 —p)log3

We see that (5.30) implies (5.24), which concludes the proof of the lemma. O
In the remainder of this section we use Lemma 5.1 to prove Lemma 4.3.

Proof. (of Lemma 4.3) For clarity we split the proof into five steps.

Step 1. In this step we specify the choice of R, in the statement of the lemma and
introduce some notation that will be used in the proof of the lemma, which is given in
Steps 2-5 below. Throughout we fix r, e > 0. Define the constant

3

Let R>r+3, M > 0and N; € N be such that for N > N; we have that the event

B :{ sup (LkN_l(xNo‘) —pzN®) > —MNO‘/Q} N
z€[r+3,R]
(5.32)

sup  (Lp_q(zN*) — pzN®) > —MN*/?
z€[—R,—r—3|

satisfies
P(B)>1-—¢/2. (5.33)

Such a choice of R, M, Ny is possible by Lemma 5.1.
Let us set

ST = [~R-N%), sy = [~(r+3)-N°J, s = [(r+3)- N*], sf = [R-N°,

! 7

and for a € [s],s,] and b € [s], s3] we define Z', 4’ € Wy_; by

x = [pa — MN®/?| — (i = 1)[C1(2R)/2N°/?], (5.34)
y;: Lpb—MNa/zJ _(i_l)[cl(QR)lmNa/Q"l’ .

fori=1,...,k — 1. We will write = ¢ — 7/, and we note that z;,_1 > p(b—a) — 1 and
also 2RN® > b —a > 2(r + 3)N“. The latter and Lemma 3.10 imply that there exists
Rs > 0 and Ny € N such that if N > N5 we have

PO ( [ionbf ] (£(s) —ps) < —(Ry — M — 01(23)1/21«)1\1“/2) <e/4.  (5.35)
s€|0,b—a

This fixes our choice of R5 in the statement of the lemma.

With the above choice of Ry we define the event

A= { inf  [Ly_(s) — ps] < R2N“/2}, (5.36)
s€[—t3,t3]
and then to prove the lemma it suffices to show that there exists Ny € IN such that for
N >N,
P(A) <e (5.37)
EJP 26 (2021), paper 135. https://www.imstat.org/ejp
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Step 2. In this step, we prove that the event B from (5.32) can be written as a countable
disjoint union of the form

B= L E(a,b, %, loot, Lyops U (5.38)

(@07, oot Lyl JED

top? top

where the set D and events E(a, b, Z, ¥, Ebot,ét_op,@gp) are defined below.

Fora € [s;,s;] and b € [s],s5], %,5 € W1, 21, 20,21 , 29 € Z, lpor € Qa, b, 21, 22),
liop € Qsy 0,21, T—1), E?;p € Q(b, 53, yr_1, 25 ) we define E(a, b, T, 7, Eb()t?e{;)}'ﬂgtop) to be
the event that LY (a) = x; and LN (b) = y; for 1 <i < k — 1, and L) agrees with /;,; on
[a,b], Ly, agrees with ¢;,, on [s7 ,a] and with Ktop on [b,s5].

We also let D be the collection of tuples (a, b, Z, 7, Ebot,ﬂt_op,ﬁtop) satisfying:

(1) ac[sy,s5], be[st,s5];

2) Z,yeW,_1,0<y; —x; <b—a, rx_1 —pa> —MN%/2 and Yp—1 — pb > —MNe/2,
(3) if c € sy ,s5] N (—00,a) then £;,,(c) — pc> —MN/?;

(4) ifd € [s{, 53] N (b,00) then £}, (d) — pd > —MN*/?;

(5) 21 < xp_1, 22 < yYp_1, and lpos € Qa, b, 21, 22).

It is clear that D is countable, and that

B= U E(a,b, 2,7, lyot, iops Uiy
(@:b,%,5,Lbot) €D

so to prove (5.38) it suffices to show that the events E(a, b, Z, ¥, Lot Ciops E:;p) are pairwise
disjoint. Observe that on the intersection of E(a,b, 7, ¥, lpot, 10> é;t,p) and

E(a,b, 7,7, fbot,@_op,@;p) conditions (2) and (3) 1mply that a = @, while conditions (2)
and (4) that b = b. Afterwards, we conclude that 7 = 7, y= y, Coor = Lo, Etop = E;Op
o =1t

top = confirming (5.38).

top’

Step 3. In this step we prove (5.37). We claim that we can find N3 € N such that if
N > Nj and (a,b, ,7, loot, L1op, liyp) € D is such that P (E(a, b, Z,7, loot, Lo i) > 0

P(A| E(a,b, 7,7, boor, (o, 01)) < €/2. (5.39)

topr “top

We will prove (5.39) in the steps below. Here we assume its validity and conclude the
proof of (5.37).

If N > max(N;, Ny, N3) we have in view of (5.38) and (5.39) that

P(A) < P(ANB) +P(B°) = P(B°) + Z P(A|E(a,b, &, 7, Lot Liop Uiop)) X

(0,2, lbot Ligp linp) ED
lP( (a,0,%,§,Lbot L1pp Liop) ) >0

IP(E(a,b, ;f’ g’7 ébota&;wgtop)) < IP(BC) + 5 E IP(E(G b, f, gvgbotaet;wginp)) =
(a,b,%,7,Lvot ftopvémp)eD
P(E(a,b,%,7,Lbot LyopLiop) ) >0

P(B%) + 5 P(B) <,

where in the last inequality we used (5.33). The above inequality clearly implies (5.37).
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Step 4. In this step we prove (5.39). We claim that there exists N, € IN such that if
N> Ny, acsy,s;] and b€ [s7,s5] we have that [[*_' |(a, b, 2, })| > 1 and

79

PEOTT(Qr > > Qi) > (5.40)

1
27
where Q = (Q1,...,Qr_1) is sz;f,’gl-distributed and we recall that 7/, § were defined

in (5.34). We will prove (5.40) in Step 5 below. Here we assume its validity and conclude
the proof of (5.39).

Observe that by condition (2) in Step 2, we have that 2 < pa — MN®/2 <zp_1 <z,
and similarly y} < pb — MN®/2 <y, <y;fori=1,...,k— 1. From this observation we
conclude that if N > N, is sufficiently large and (a0, 7, Gy Loots Lyops fjgp) € D is such that
P (E(a,b, Z,7, oot Lop: lip)) > 0 we have

P(A|E(a,b, 2,7, loot, Lrop, Urp)) <

P ( ir[lfb] (L{X_l(s) —ps) < —RyN®/? ’E(a,b,f, 7, fbot,ft_op,@;p)) =
sgla,

avoid,Ber

Pa0E:5,00:b0t ( inf | (Qu_1(s) — ps) < _RQNa/2> <

s€la,b
P e ( inf, (Qr-1(s) —ps) < —RQNW) - (5.41)

P‘Ei’;f”g/ ({infsefap) (Qr—1(s) — ps) < —RoNY2}n{Q1 >+ > Qr-1})
P (Qr > > Qi)
Phel 7 (infucjap) (Qu1(s) = ps) < —RaN°/2)
]PaB’Z;fE/’g/(Ql > > Qp—1) .

Let us elaborate on (5.41) briefly. The first inequality in (5.41) follows from the def-
inition of A and the fact that « < —¢3 while b > t¢3 by construction. The condition
P (E(a,b, Z,7, oot L1op, iyp)) > 0 ensures that the first three probabilities in (5.41) are
all well-defined. The equality on the second line follows from the Schur Gibbs property
and the inequality on the third line follows from Lemmas 3.1 and 3.2 since x; < x; and
y; < y; by construction. To ensure that the probability in the fourth line is well-defined
(and hence Lemmas 3.1 and 3.2 are applicable) it suffices to assume that N > N,, in view
of Lemma 2.16. The equality on the fourth line follows from the definition of ]Pg;b;f;’ger,
see Definition 2.15 and the last inequality is trivial. ’

<

By our choice of Ry, see (5.35), we know that there is N5 € N such that if N > Nj
P%Z}flﬂ ( eiI[lfb] (Qk—l(S) *PS) < RzNa/2> =

P, <se[%nbfa] (¢(s) — ps) < —RoN®/2 — m;_l) < (5.42)

PO ( [%)nbf | (¢(s) —ps) < —(Ro — M — 01(2R)1/2k)N“/2> < /4.
s€|0,b—a

Combining (5.40), (5.41) and (5.41) we conclude that for N > N3 = max(N,, N5) we have

]P(A|E(a7byfa277fbot,f Kz;p)) <2'€/4:€/2,

top>

which implies (5.39).
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Step 5. In this final step we prove (5.40). Set 7' = b — a and note that by our assumption
thata € [s7, s, ] and b € [s], s3] we know that (2r4+-6)N* < T < 2RN®. This implies that
1+ C1(2R)Y/2N*/? >z, — 2! | > C,VT and likewise for y;. It follows from Lemma 3.14,
applied with £,,; = —oo that there is N, € IN such that if N > N, we have T > yi—a, >0
for all 4 so that Hf;ll |Q(a, b, z},y;)| > 1 and moreover

PEUET(Qr > > Q) =PRI (Qr > > Qpy) >

_ (5.43
(1 _ 36—012/81)(1—1)))’c ' >1/2 )
In deriving (5.43) we also used (5.31), which implies
Cy = ] 3 >/ ]
1 =1/16p(1 —p)log 1_o-1/(k-1) = 8p(1 —p)log3.
Equation (5.43) clearly implies (5.40) and this concludes the proof of the lemma. O

6 Lower bounds on the acceptance probability

We prove Lemma 4.4 in Section 6.1 by using Lemma 6.2, whose proof is presented in
Section 6.2.

6.1 Proof of Lemma 4.4

Throughout this section we assume the same notation as in Lemma 4.4, i.e., we
assume that we have fixed k € IN, p € (0,1), My, My > 0, lpot : [—t3,t3] = RU{—00}, and
%,y € Wy_1 such that |Quyeid(—ts, ts, T, ¥, 00, fpot)| > 1. We also assume that

1. supgei_¢, ] [€hot (s) — ps] < M,y (2t3)Y/2,
2. —pts + Mi(2t3)V? > 21 > 21 > max (bpor(—t3), —pts — My (2t3)1/?),
3. pts + My(2t3)Y? >y > yp—1 > max (boor(t3), pts — My(2t3)/2).

Definition 6.1. We write S = [—t3, —t1] U [t1,t3], and we denote by Q = (Q1,...,Qx_1)
and Q = (Ql, e Qk_l) the [1,k — 1]-indexed line ensembles uniformly distributed on
Qavoid(—ts,t3, &, ¥, 00, Lpot) @and Qapeid(—ts, ts, T, Y, 00, lpor; S) respectively. We let Py and
P& denote these uniform measures.

In other words, 9 has the law of k — 1 independent Bernoulli bridges that have been
conditioned on not-crossing each other on the set S and also staying above the graph of
Lyt but only on the intervals [—¢3, —t1] and [¢1,¢3]. The latter restriction means that the
lines are allowed to cross on [—t; + 1,¢; — 1], and Qk_l is allowed to dip below ¢;,; on
[[—t1 +1,t1 — 1]] as well.

Lemma 6.2. There exists N5 € IN and constants g, h > 0 such that for N > N5 we have

Py (Z( — t1,t1,Q(=11), Q(t1), loor[~t1,11]) = g) > h. (6.1)

We will prove Lemma 6.2 in Section 6.2. In the remainder of this section, we give
the proof of Lemma 4.4 using Lemma 6.2. The proof begins by evaluating the Radon-
Nidokym derivative between Py and IPg,. We then use this Radon-Nikodym derivative

to transition between 9 in Lemma 6.2 which ignores £,,; on [-(t1 —1),t; —1] and Q in
Lemma 4.4 which avoids /;,; everywhere.

Proof of Lemma 4.4. Let us denote by Py and Pg, the measures on [1, % — 1]-indexed
Bernoulli line ensembles £, 9’ on the set S in Definition 6.1 induced by the restrictions
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of the measures Py, Pg to S. Also let us write §2,(-) for Q4.04(-) for simplicity, and

denote by Q,(S) the set of elements of Qy0ia(—t3, t3, Q(—t3),Q(¢3)) restricted to S. We
claim the Radon-Nikodym derivative between these two restricted measures on elements
B =(By,...,Bi_1) of Q,(95) is given by
dP g/ ~ Pa(B)
dP g, - Py (B)
with Z' = Eg, [Z (—t1,t1,B(—t1),B(t1), Leot[-t1,t1])]. The first equality holds simply
because the measures are discrete. To prove the second equality, observe that
_ | (—t1,t1, B(—t1), B(t1), loot [—t1,t1])]
|Qa(_t3at37Q(_t3)aQ(t3>7£bOt)| ’
b () — Ui 2t Bi(—t), Bilt)|
= Q20 (—t3,t3, Q(—t3), Q(t3), loot; S)|
These identities follow from the restriction, and the fact that the measures are uniform.
Then from Definition 2.22 we know

= (Z) ' Z (=t1,t1,B (—t1) , B (t1) , by [ t1, t1]) (6.2)

(B)

Po(B)

(6.3)

Qu(—t1, t1, B(—t1), B(t), oo [—t1, t
Z(—t1,t1,B(—t1), B(t1), lpot) = [€2a( kil 1 B(=1), Bt), bhor =11, 01])|
Hi:l |Q(_t1>t1,Bi(_tl)aBi(tl)”

and hence

7' =

Hfgll |Q(_t17t173i(_t1)7Bi(tl)” . |Qa(_tl’tl>%(_t1)7%(tl)’ebot)l _
BEQL(S) |Qa(_t3’t3’Q(_t3),Q(t3)7£bot§S)' Hfgll |Q(7tlat1aBi(*tl)aBi(tl))|

Z‘BeQQ(S) |Qa(_t1’ b, %(_tl)’ %(tl)’ ébOt” _ |Qa(7t37 i3, D(*tg), D(t3)7 gbOt)‘
|Q(l,(7t37 t37 Q(it:ﬁ)? Q(tB)a gb()t; S)' |Qa(7t37 t37 D(*t:},), D(t3)7 Ebot; S)|
Comparing the above identities proves the second equality in (6.2).
Now note that Z (—t1,t1, B(—t1),B(t1), Lot [—t1,t1]) is a deterministic function of
((B(—t1),B(t1)). In fact, the law of ((B(—t1),B(t1)) under Py, is the same as that of

(ﬁ(—tl), ﬁ(tl)) by way of the restriction. It follows from Lemma 6.2 that
7' =B, [Z (—t1,t1,B(—t1), B(t1), loot [t1, t1])]
= ]E{] [Z (_tlv tla Q(_tl)v Q(tl)v Ebot [_tlv tlﬂ)] > gh7

which gives us
1
ZH < —. 6.4
(2" < gh (6.4)
Similarly, the law of (B(—t1),B(t1)) under Pq. is the same as that of (Q(—t1),Q(t1))
under Pn. Hence

Pq (Z(*ththﬂ(*tl),Q(tl)»gbot[[*tl,tl]]) < gh€) =
P (Z(—tl,tl,%(—tl),%(tl),ébot[[—tl,tl}]) < ghe).

Now let us write £ = {Z (—tl,tl,%(—tl),%(tl),fbot[[—tl,ﬁlﬂ) < ghg} C QG(S) Then
according to (6.2), we have

(6.5)

Po/ (E) :/ 1gdPqy = (Z’)fl/ g Z (—t1,t1, B(—t1), B(t1), oot [t1, 11]) dP &, (B).
Qa(5) Qa(5)

From the definition of F, the inequality (6.4), and the fact that 1z < 1, it follows that

1
Po/ (F) < (Z’)_l/ 1g- ghedPgqy < — ghedPg, <€
2u(9) gh Ja,(s)
In combination with (6.5), this proves (4.2) with h = gh. O
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6.2 Proof of Lemma 6.2

In this section, we prove Lemma 6.2. We first state and prove two auxiliary lemmas
necessary for the proof. The first lemma establishes a set of conditions under which we
have the desired lower bound on the acceptance probability.

Lemma 6.3. Let ¢ > 0 and V!°? > 0 be given such that VP > My + 6(k — 1)e. Suppose
further that d,b € 20;,_, are such that

1. VtOp(2t3)1/2 Z aq +pt1 2 Qp—1 +pt1 > (M2 —+ 26)(2t3)1/2;

2. VoP(2t3)1/2 > by — pty > b1 — pt1 > (Mo + 2¢)(2t3)1/%;
3. a; —ajr1 > 3€(2t3)Y/? and b; — by > 3€(2t3)/? fori=1,... k—2.
Then we can find g = g(e, V°P, M) > 0 and Ng € N such that for all N > Ng we have
Z( = t1,t1,@,b, by [~t1,11]) > g. (6.6)

Proof. Observe by the rightmost inequalities in conditions (1) and (2) in the hypothesis,
as well as condition (1) in Lemma 4.4, that ¢;,; lies a distance of at least 26(2t3)1/2 >
2¢(2t1)"/? uniformly below the line segment connecting a;_; and b;_;. Also note that (1)
and (2) imply |b; — a; — 2pt;| < (VP — M, — 2¢)(2t3)'/? for each i. Lastly noting (3), we
see that the conditions of Lemma 3.14 are satisfied with C' = 2¢. This implies (6.6), with

oo

k—1
(1 n—1_—e*n?/2p(1—p)
g= (2 - Z(—l) e PP . O

n=1

The next lemma helps us derive the lower bound % in (6.1).

Lemma 6.4. For any R > 0 we can find V!, V> > My + R, hy > 0 and N; € IN (depending
on R) such that if N > N; we have

Pgq ((2153)1/2‘/175 > Q1(£t2) F pta > Qp—1(£t2) F pta > (2t3)1/2V1b) > hy. (6.7)

Proof. We first define the constants Vlb and hi, as well as two other constants C' and K,
to be used in the proof. We put

C= \/8p(1 —p)log — (11/32)1/@72)»
VP =M +Ck+My+R, K= (4r+10)V7, (6.8)
- 2k/2-5 (1 — 9= 4/p(1-p))*" o (_ 2k(Ky + M + 6)2) '

(mp(1 — p))*/2 p(1—p)

Note in particular that V;? > My + R. We will fix V{ > V} in Step 3 below depending on
h1. We will prove in the following steps that for these choices of V}*, V{!, h;, we can find
N7 so that for N > N; we have

Py (Qroa(t) F pta > (2t3)/2V}) > 21y, (6.9)
Pa (Ql(j:tg) ¥ pty > (2t3)1/2vf) < hy. (6.10)

Assuming the validity of the claim, we then observe that the probability in (6.7) is
bounded below by 2h; — hy = hy, proving the lemma. We will prove (6.9) and (6.10) in
three steps.
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Step 1. In this step we prove that there exists N; so that (6.9) holds for N > Ny,
assuming results from Step 2 below. We condition on the value of Q at 0 and divide Q
into two independent line ensembles on [—t3, 0] and [0, t3]. Observe by Lemma 3.2 that

Py (Qk—l(it2) Fpl2 2 (2?53)1/2‘/1”) > P neg (Qk—l(it2) Fplz =2 (2?53)1/2V1b> :
(6.11)
With K as in (6.8), we define the events

Bz ={(Q1(0),....@r1(0)) = 7},
X = {56 W1t 251 > K1(2t3)/? and P, 8000 ((Ez) > o} :

and £ = | |, x E>. By Lemma 2.16, we can choose Ny large depending on M, C, k, M, R
so that X is non-empty for N > Np. By Lemma 3.16 we can find N so that

—ta,ts, 8,7 ~ta,ts, 27 (A (K, + M, + 6)2
Pl s (B) 2 Posiid o (Qkea(0) 2 K (265)1/2) > Aexp <_ (K1 + M, + ))

p(1—p)
(6.12)
for N > N;, where A = A(p, k) is a constant given explicitly in (3.22).
Now let Q! and Q? denote the restrictions of Q; to [—t3,0] and [0, ¢3] respectively for
1<i<k-—1, and write S; = SN [—t3,0], So = SN[0,¢3]. We observe that if Z € X, then

Pl (Qhy = 0,Qh .y = | B2) = P Tl 6, (0) - POt s, (62). (6.13)
In Step 2, we will find Ng so that for V > NQ we have

_ 7.7 = 1
Paifgz?SZB’er;Sl (QIIC—1<7t2) +pto 2 (2t3)1/2vlb> > 17 (6.14)

—_

0,t3,%,7 32 1/2v/b
Paviiﬁ,;er;sg (Qkfl(tQ) —pta 2 (2t3) / Vl) >

4
Using (6.12), (6.13), and (6.14), we conclude that

s [~ A 2% (K, + M, + 6)?
P (G Fata > (20) 277 2 25 exp (2L AAEON)

p(1—p)

for N > N; = max(No,Nl,Ng). In combination with (6.11), this proves (6.9) with
hi = A/16 as in (6.8).

Step 2. In this step, we prove the inequalities in (6.14) from Step 1, using Lemma 3.8.

Let us define vectors 7/, Z’, ¢’ by
w) = |—pts — My (2t3)"%| — (i = 1)[C(2t5)"/?],
2 = [K1(263)"?) = (i = 1)[C(2t) /2],

v = Ipts — My (2t5)"/% | — (i = 1)[C(2t3)"/?].

/
i
/
i
/
7

Note that 2} < z;_1 < z; and 2} — z/,, > C(2t3)"/? for 1 <i < k — 1, and likewise for
zl,y;. By Lemma 3.1 we have

Pt s (Qhoa(—t2) + pa > (265)2VP ) 2P0 T05 (O (—t2) + pha > (265)/2V7)

avoid,Ber;S; avoid,Ber;S1

—t3,0, / 1 ’_ _ =1 =/ ~ ~
> P () +pta = (219) V) = (1= PR (Q12 201 )
(6.15)
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To bound the first term on the second line, first note that z}_, > —pts — (M1 + C(k —
1))(2t3)Y/? and 2}, > K;(2t3)"/? — C(k — 1)(2t3)'/? for sufficiently large N. Let us write
z, z for these two lower bounds. Then by Lemma 3.8, we have an Nj so that for N > N,

to .tz —to

15,07 _1,2)
Pt (g () > 2 F
t3 t3

z— (2t3)1/4) > % (6.16)

Moreover, as long as J\~/'§‘ > 2, we have for N > Ng that

t37t2>1 (r+2)N« 42 1

ts5 —  (r+3Ne -1~ r+5/2 2r+5

(6.17)

It follows from our choice of V” and K; = 2(2r + 5)V} in (6.8), as well as (6.17), that

t t3 —t t

2422 (25)V = —pty — Ok — 1)(2t3)"% — 2 My (2t3) Y+

t3 t3 t3

t3 —t

S Ka(2)'2 = (23)V1 > —pty — Ch(2ta)'/ = M1 (213)'2 + 5~ — K (23)'2

— —pta + (My + Ch + 2(My + R))(2t)'/2 > —ply + (215)'/2V7.

For the first inequality, we used the fact that ¢2/t3 < 1, and we assumed that Ny is
sufficiently large so that C(k—1)(2t3)'/2+(2t3)'/* < Ck(2t3)'/? for N > Ns. Using (6.16),
we conclude for N > N3

’ ’
—13,0,2) 1,2}

Pger (ﬁl(—tg) +pta > (2t3)1/2Vf’) > (6.18)

1
3
Since |z, — x} — pto| < (K1 + M; + 1)(2t2)'/?, we have by Lemma 3.14 and our choice of
C that the second probability in the second line of (6.15) is bounded below by
(1 — 3e—02/8p<1—1’>)k_1 > 11/12

for N~1ar~ger than some 1\74. It follows from (6.15) and (6.18) that for N > 1\72 =
Hla,X(Ng, N4),

—t3,0,3,7 A1 /2176 > 1 L1
P, o Ber:S; Qr_1(=t2) +pta > (2t3)/°VY ) > - — — = —,
, ; 3 12 4
proving the first inequality in (6.14). The second inequality is proven similarly.

Step 3. In this last step, we fix V{ and prove that we can enlarge N; from Step 1 so
that (6.10) holds for N > N;. Let C be as in (6.8), and define vectors ", %" € 2_1 by

x} = [=pts + Mi(2t)"/?] + (k = )[C(2ta) /],
Yl = [pts + My (2t3) /2] + (k — 1)[C(2t)Y/?].

Note that 2/ > 21 > z; and 2} — 2/, > C(2t3)'/2, and likewise for y!'. Moreover, {;,; lies
a distance of at least C' (2t3)1/ 2 uniformly below the line segment connecting xj_, and
Yp_,. By Lemma 3.1 we have

Py (Q1(ﬂ:t2) F pta > (2t3)1/2v1t) <
SE[—t3,t3]

—t3, ’—»//’—‘//7 7@ R _
Paigifi?ger;% et ( sup [Ql(S) *ps] 2 (2t3)1/2V1t> <

P;Zijta,a:l;yl (SUpse[—tg,tg,] [il(s) —pS] > (2t3)1/2V1t)

—t3,t3, @G ~ ~
Ppae® (Ll > 2> Lp Zfbot)
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In the numerator in the third line, we used the fact that the curves El, ey Ek._l are
independent under P Btj‘r’t?”zl Y1 and the event in the parentheses depends only on L.

By Lemma 3.10, since min(z} + pt3, y{ — pt3) < (M; + C(k — 1))(2t3)'/2, we can choose
Vi > V1 as well as N5 large enough so that the numerator is bounded above by h, /2 for
N > Ns. Since |y} — !/ — 2pt3| < 1, our choice of C' and Lemma 3.14 give a Ng so that the
denominator is at least 11/12 for N > Ng. This gives an upper bound of 12/11-h1/2 < by
in the above as long as N; > max(N5, Nes), which concludes the proof of (6.10). O

We are now equipped to prove Lemma 6.2. Let us put for convenience

ty = Vl HQJ . (6.19)

2

Proof. (of Lemma 6.2) We first introduce some notatign to be used in the progf. Let S
be as in Definition 6.1. For &, d € 2y_1, let us write S = [—ta, —t1] U [t1, 2], Q(E d) =
Qavoid(—ta,ta, C, d, 00, lyor; S). For s € S we define events

(6.20)
c(q Ie, s5) = {Q € Q(c,d) : min [Qz(§5) - Qi+1(<5)] > 36(2753)1/2} )

1<i<k—2,se{-1,1}

-

D(E,d, V' ¢ s) = A d,s) N B( d, V', s)NC(C,d,e,s).

=

Here, € and V%P are constants which we will specify later. By Lemma 6.3, for all (¢, d)
and N sufficiently large we have

D(E,d, V' €,5) C{Z (—t1,t1,Q(—t1), Q(t1), boor[—t1, t1]) > g} (6.21)

for some g depending on ¢, VP, M,. The above gives all the notation we require.
We now turn to the proof of the lemma, which split is into several steps.

Step 1. In this step, we show that there exist R > 0 and N, sufficiently large so tpat if
Ch_1 + pta > (2t3)Y/?(My + R) and dy_; — pta > (2t3)'/?(M, + R), then for all s € S and
N > N, we have

tote,Ed 0o lbor [ Af= T 19 ot d 99
IPazfjiZIQ,Ber;S' vt (AE d,s)) > 2 and ]Pa;t;’;zBer 5 (Qrilg > botlg) > 00" (6.22)
Let us begin with the first inequality. We observe via Lemma 3.2 that
—to,t2,8,d,00,8h0t S 7 —to,ta,Cd S 7
]Pavzidz,Ber;S' ’ (A(C’ d’ S)) Z IPa'U(jidQ,Be'r;S‘ (A(C’ d’ S)) ' (623)
Now define the constant
C = [8p(1—p)lo 3 (6.24)
=[P T P08 T 199 /200) /D) '
and vectors &’,d’ € 2, by
¢ = [=pta + (Mz + R)(2t3)"/?] — (i — 1)[C(2t2)"/?],
d; = |pty + (My + R)(2t3)Y%] — (i — 1)[C(2t2)Y/?].
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Then by Lemma 3.1 we have

—to,t2,8d S 7 —tote, @A st TH
IP@UOid,B@T;S (A(Q d, S)) = IPavoid,BeT;S’(A(c d ’8)) z

PBZ’”’“’“’d’“(Sigfg [6(s) — ps] > (Ma +1)(2t5)"/ 2)— (6.25)

(1 _pgetdd (L > s kal)) ,

By Lemma 3.14 and our choice of~C, we can find Ny so that IP;Z’"T’tZ’E/’d/(Ll > >
Ly_1) > 199/200 > 39/40 for N > Ny. Writing z = dj,_; — ¢},_,, the term in the second
line of (6.25) is equal to

PO (inf [6(s) + ¢y —ps] > (M +1)(2t3)"/2) >
ses

O,2t2,072 . _ > o 1/2 .
Prer (Seﬁgm [6(s) — ps] > (—R+ Ck + 1)(2t3) )

In the second line, we used the estimate ¢} | > —pty + (Mz + R — Ck)(2t3)*/%. Now
by Lemma 3.10, we can choose R large enough depending on C, k, M5, p so that this
probability is greater than 39/40 for N greater than some Nj. This gives a lower bound
in (6.25) of 39/40 — 1/40 = 19/20 for N > max(Np, N;), and in combination with (6.23)
this proves the first inequality in (6.22).

We prove the second inequality in (6.22) similarly. Note that since #;,:(s) < ps +
Mo (2t3)'/? on [—t3,t3] by assumption, we have

—to,t2,8d ~ 3 3 —to,t2,8d . 1/2
P siibons (Qunals 2 thals) 2 P00 S (se[:2£,t2] [Qu-1(5) = ps] > Ma(2t5)"/ ) >

piztad’d <§E[inf | [Qkfl(s) —ps| > M2(2t3)1/2> >

avoid,Ber;S —to.ts

ngﬁQvO»Z( inf  [£(s) — ps] > —(R— Ck)(2t3)1/2> - (1 — Pyt (> > EH)) .
s€[0,2t2]
(6.26)

We enlarge R if necessary so that the probability in the third line of (6.26) is > 199/200
for N > N, by Lemma 3.10, and 3.14 implies as above that the second expression
in the last line of (6.26) is > —1/200 for N > Ng. This gives us a lower bound of
199/200 — 1/200 = 99/100 for N > Ny = max (N3, N3) as desired. This proves the two
inequalities in (6.22) for N > Ny = max(Ny, N1, N2, N3).

Step 2. In this step we fix R sufficiently large so that R > C from (6.24) and the
inequalities in (6.22) both hold for this choice of R. Our work from Step 1 ensures that
such a choice for R is possible. Let V,V, and h; be as in Lemma 6.4 for this choice of
R. Define the set

E = {E, de Wi (2t3)1/2Vf > max(c; + ptad; — pto) and

. e (6.27)
min(cg—1 + pta, di—1 — pt2) > (2t3)"/ V' }.

We show in this step that there exists V' > M, + 6(k — 1) and N; such that for all

=

(¢,d) € E, s € S, and N > N; we have

- &,d, 7 19
L CCYAG (6.28)
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Let C be as in (6.24), and define 5”,(?” € Wyr_1 by
¢ = [—pta+ (2t3) VT + (k — 1 —§)[C(2t2)"/?],
d = [pta + (2t3)" Vi1 + (k — 1 —§)[C(2t2)"/?].

Then ¢/ > ¢; > ¢; and ¢/ — ¢/, > C(2t2)"/? for each 4, and likewise for d/. By Lemma 3.1,
the left hand side of (6.28) is bounded below by

P imens (sup [@1(s) = ps] < Vt"p(2t3)1/2> >
7 7 s€S

(6.29)

sE[—ta,ta]

P%iﬁz’o’z/ ( sup  [€(s) —ps|] < (VP =V — C’k)(2t3)1/2) -
(1 B IP]_B?T’Q’L?N’J”’OC’&M (Ll > > L > Ebot)) )

In the last line, we have written 2’ = d{ — ¢/, and we used the fact that ¢} < —pty + (Vi +
CFk)(2t3)'/2. By Lemma 3.10, we can find V*°? large enough depending on V{,C, k,p
so that the probability in the third line of (6.29) is at least 39/40 for N > J\74. On the
other hand, the above observations regarding ¢”, d”, and lyor, as well as the fact that
|d{ — ¢ — 2pts| < 1, allow us to conclude from Lemma 3.14 that the probability in the
last line of (6.29) is at least 39/40 for N > N5. In applying Lemma 3.14 we used the
fact that V> > M, + R, which implies that /;,; lies a distance of at least R(2t3)'/? (and
hence C(2t3)'/? as R > C' by construction) uniformly below the line segment connecting
cy_, and d}_,. We thus obtain a lower bound of 39/40 — 1/40 = 19/20 in (6.29) for
N, = max(N4, N5), which proves (6.28) as desired.

Step 3. In this step, we show that with F, Vf, and Vlb as in Step 2, there exist ¢ > 0
sufficiently small and N, such that for all (¢,d) € E and N > N,, we have

Lo 5 1
—t2,t2,6,d,00,€p01 = to
IPa'ujidz,Ber;S' ! (D(C’ d’ 4 ;D, € t12)) = 5 (630)
We claim that this follows if we find Nﬁ so that for N > N@,
=7 o - - 9
—ta,t2,C,d — - - o
P s (C(Cds € 112) | A(G d ) N B(E,d, VI 1)) > 1o (6.31)

To see this, note that (6.22) and (6.28) imply that for N > max(Ny, Ny),

19 1) 99 4

ptiaed (@ dH)ABEVP 1) > (2 =) > =
( (C7 ) 1) (C7 ) ) 1)) 20 20 100 > 57

avoid,Ber;S -

and then (6.31) and the second inequality in (6.22) imply that for N > Ny = max (N, N1, Ng),

- . . . 9 4 1 1
—ta,t2,8,d,00,0lp0t - — top - .- -
- (A d,t1) N B(E,d, V', t1) N C(C,d, €, t12)) > 0 097 o

which gives (6.30) once we recall the definition of D(¢, d, Vtop e, t12).

In the remainder of this step, we verify (6.31). Observe that A(¢, d. t1)NB(E, d, Vitop, t1)
can be written as a countable disjoint union:
A@ dty) N B(Ed, V' )= | | F@.b). (6.32)
(@b)el

Here, for @,b € 20,_1, F(a,b) is the event that Q(—t;) = @ and Q(t;) = b, and I is the
collection of pairs (@, b) satisfying
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(1) 0 <min(a; —¢;, d; —b;) <tg—t1and 0 <b; —a; <2t for1 <i<k -1,

(2) min(ag_1 + pt1, by_1 — pt1) > (Mo +1)(2t3)/2,

(3) max(a; + pty, by — pt1) < VioP(2t3)'/2,
Now let Q! = (Q1,...,Q} ) and 9% = (Q3,...,Q}_,) denote the restrictions of Q to
[—t2, —t1] and [t1, t2] respectively. Then we observe that

Poesd (9= 3107 = 8 | @) = P i (21 = B P, (20 = B7).
(6.33)

We also let [ = {(@,b) € I : pi2ted -(F(@,b)) > 0}, and we choose N so that I is

avoid,Ber;S
nonempty for N > N using Lemma 2.16. We now fix (@,b) and argue that we can choose
€ > 0 small enough and Ng so that for N > N,

—to,ta,Cd 9
PuviidﬁBer;S‘ (O(C d, e, tr2) | F(@, ) 2 10 (6.34)

Then using (6.34) and (6.32) and summing over I proves (6.31)~f0r N > N6 = max(N7, Ng).
To prove (6.34), we first show that we can find § > 0 and N, so that

3
—tg,—t1,C,d 1 1 1/2
P2 B (151?;15{—2 [Q1(—t12) — Qi1 (—t12)] > 6(2ts)" ) > 710 (6.35)

for N > N,. We prove this inequality using Lemma 3.18. In order to apply this result, we
first observe that since | — t12 + %(tl +t2)] < 1Dby (6.19), we have

0< Qi (—t12) — Qi (—3(t1 +1t2)) < 1. (6.36)

Now applying Lemma 3.18 with M; = V!, M, = V*°?, we obtain N; and § > 0 such that
if N > N, then

by —t1.2.8 3
t2,—t1,c,a : 1 1 1 1/2
Potae (Lanin | [QH-30 +12) — Qha(—4on + )] <l — 1)) <1-
Together with (6.36) and the fact that ¢3/4 < t5 — t1, this implies that
—to,—t1.2.8 . 3
P voia Bl <1<rgggl Qi (—t12) — Qia(—t12)] < (6/2)(2t3)"* — 1) <1-—= (637
- o 148/62 1/2

for N > N;. Now we observe that as long as N > =745, then (6/4)(2t3) <

(6/2)(2t2)'/? — 1 for N > N;. This implies (6.35). A similar argument gives us a § > 0
such that
—to,—t1,C,d . N 3
Pavizd Bler (1§131§1£—1 [Qi(_t12) - Qi+1(_t12)] < (5/4)(2t3)1/2> <1l-— 7@

for N > N7. Then putting ¢ = min(é,4)/12 and using (6.33), we obtain (6.34) for N > N.

Step 4. In this step, we find N3 so that

k—1
o ta 2 d 1 >
p st (D LV, 2(—2 " ”)> o

n=1
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for N > N;. We will find Ny so that for N > Ny,

—t2,t2,8,d,00,ot > 7 y/to > 7 y/to
IPavoid Ber:S ° (D(Ca d7 V p, €, tl) ‘ D(Ca da v p’ €, tlQ)) Z

1 oo L, k-1 (6.39)
<2 _ Z(_l)nflefe n /2p(1p)> )
n=1
Then (6.30) implies (6.38) for N > N3 = max (N, Ny).
To prove (6.39) we first observe that we can write
D(e,d, V' e tin) = | | G(@ab). (6.40)
(@b)eJ

Here, for @,b € 20,_1, G(@,b) is the event that Q(—t,5) = @ and Q(t12) = b, and J is the

-,

collection of (d, b) satisfying
(1) 0 <min(a; —¢;, d; —b;) <to —t1poand 0 < b, —a; < 2tjofor1 <i<k-—1,
(2) min(ag—1 + pty, bp—1 — pt1) > (Ma + 1)(2t3)"/2,
(3) max(ay + pty, by — pt1) < VoP(2t3)1/2,

(4) min(a; — aiy1, by — biy1) > 3e(2t3)/? for 1 <i < k — 2.
We let J = {(a@,b) € J : F;;;;ngiglbot (G(C_L',f;)) > 0}, and we take Ny large enough
by Lemma 2.16 so that J # &. We also let D(VP ¢ ¢;) denote the set consisting of
elements of D(C,d, VP e, t;) restricted to [—t12,t12]. Then for (@,b) € J we have

—ta,t2,8,d,00,lp0t = 7 y/stop > N\ _ p—tiz,ti2,d@0,00,lp0t [ 7y/1/top >
Pavoid7Ber;§ (D(C’ d’ 4 )6 tl) ‘ G<a’ b)) - PavoidﬁBer;S’ (D(V ) €5 tl) =

P];te;mtlz,d’,g (D(Vt0p76,t1) ) {Ll > >Lp > gbot}) .
(6.41)

We observe that the event in the second line of (6.41) occurs as long as each curve L;
remains within a distance of e(2t3)1/ 2 from the straight segment connecting a; and b; on
[—t12,t12], for 1 < ¢ < k— 2. By the argument in the proof of Lemma 3.14, we can enlarge
Ny so that the probability of this event is bounded below by the expression on the right
in (6.39) for N > Ng. Then using (6.41) and (6.40) and summing over J implies (6.39).

Step 5. In this last step, we complete the proof of the lemma, fixing the constants g and
h as well as Ns. Let g = g(e, VP, M) be as in Lemma 6.3 for the choices of ¢, VP in
Steps 2 and 3, let

o0

k—1
hy (1 Z n—1_—e?n?/2p(1—p)
h= 2 (2 B (_1) c o

n=1

with h; as in Step 2, and let N5 = max(Ny, N1, N2, N3, N7), with N; as in Lemma 6.4. In

-

the following we assume N > N;. By (6.38) we have that if (¢,d) € E and N > N5, then

—tg,ty,E,d,00,L h
]P 2,02,6,4,00,%b0t H >
avoid,Ber;S ( ) - hl’

where H is the event that

1. VPP (2t3)Y/2 > Qq(—t1) + pt1 > Qp_1(—t1) + pt1 > (Ma + 1)(2t2)'/2,
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2. VIP(2t3)1/2 > Qy(t1) — pt1 > Qr—1(t1) — pt1 > (Mo + 1)(2t3)"/?,

3. Ql(ftl) — Qi+1(*t1) Z 36(2t2)1/2, Ql(tl) — Qi+1(t1) Z 36(2t2)1/2 fori = 1, ey k— 2.

—=

Let Y denote the event appearing in (6.7). Then we can write ¥ = U(é‘zf)eE Y (¢ d),

where Y (,d) is the event that Q(—ty) = & Q(t2) = d, and E is defined in Step 2. If
E={@Ed e B Pg(Y(e d)) > 0}, we can assume by Lemma 2.16 that Nj is large
enough so that £/ # @. It follows from Lemma 6.4 that P5(Y) > h;. We conclude from
the definition of ]Pf2 that for all N > N5,

(¢,d)eE
= > 7 h = h
- —t2,t2,C,d,00,0p01 -
> Po(Y(@d)- Bt (1) 2 5L YT Pa(Y(Ed) = ;- Pa(¥) 2 b
(67 _>EE_‘ (E,J)EE’
Now Lemma 6.3 implies (6.1), completing the proof. O

7 Appendix A

In this section we prove Lemmas 2.2, 2.4, 3.1 and 3.2.

7.1 Proof of Lemma 2.2

We adopt the same notation as in Lemma 2.2 and proceed with its proof.

Observe that the sets K1 C Ky C --- C ¥ x A are compact, they cover ¥ x A, and
any compact subset K of ¥ x A is contained in all K,, for sufficiently large n. To see
this last fact, let 71,75 denote the canonical projection maps of ¥ x A onto ¥ and A
respectively. Since these maps are continuous, m(K) and m2(K) are compact in
and A. This implies that 7 (K) is finite, so it is contained in %,,, = ¥ N [—nqy,n;] for
some n;. On the other hand, m3(K) is closed and bounded in R, thus contained in
some closed interval [, 8] C A. Since a,, N\, a and b,, /b, we can choose ny large
enough so that m(K) C [a, 8] C [an,,bn,]. Then taking n = max(n;,ns), we have
K Cm(K)xm(K)C X, X |an,by] = Kp.

We now split the proof into several steps.

Step 1. In this step, we show that the function d defined in the statement of the lemma
is a metric. For each n and f,g € C(X x A), we define

dn(f7g) = Sup ‘f(Z,t) - g(i’t”’ d;z(fvg) = min{dn(fvg)vl}

(i,t)EK

Then we have

d(f,9) =Y 27"d,(f.9).
n=1

Clearly each d,, is nonnegative and satisfies the triangle inequality, and it is then easy to
see that the same properties hold for d/,. Furthermore, d!, < 1, so d is well-defined and
d(f,g) € [0,1]. Observe that d is nonnegative, and if f = g, then each d,,(f,g) = 0, so the
sum d(f,g) is 0. Conversely, if f # ¢, then since the K,, cover ¥ x A, we can choose n
large enough so that K,, contains an = with f(z) # g(z). Then d/,(f,g) # 0, and hence
d(f,g) # 0. Lastly, the triangle inequality holds for d since it holds for each d,.
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Step 2. Now we prove that the topology 74 on C(X x A) induced by d is the same as the
topology of uniform convergence over compacts, which we denote by 7.. Recall that 7. is
generated by the basis consisting of sets

Bre(f.)={g€ C(Lx A): sup |f(i.t) = gi,t)| <],
(i,t)eK

for K C ¥ x A compact, f € C(X x A), and € > 0, and 74 is generated by sets of the form
B(f)={g:d(f,9) < e}.

We first show that 7; C 7. It suffices to prove that every set Bf( f) is a union of sets
Br(f,€). First, choose ¢ > 0 and f € C(X x A). Let g € B4(f). We will find a basis
element A, of 7. such that g € 4, C B(f). Let § = d(f,g) < ¢, and choose n large
enough so that ), 27k < %. Define A, = Bk, (g, %) and suppose h € A,. Then
since K,, C K, for m < n, we have

6—5+6—5
2 2

= €.

d(f,h) <d(f.g)+d(g,h) <o+ 27%du(g, )+ > 27F <o+
k=1 k>n

Therefore g € A, C BY(f). Then we can write

Bl(f)= |J A,

geBL(f)

a union of basis elements of 7.

We now prove conversely that 7. C 74. Let K C ¥ x A be compact, f € C(X x A), and
€ > 0. Choose n so that K C K,,, and let g € Bg(f,€) and § = sup,cx |f(z) — g(x)| < e. If
d(g,h) < 27"(e —9), then d),(g,h) < 2"d(g,h) < € — I, hence d,,(g,h) < € — 0, assuming
without loss of generality that ¢ < 1. It follows that

sup |f(z) — h(z)| <6+ sup |g(z) — h(x)| <5+ dn(g,h) <d+e—d=e
reK reK

Thus g € Bg,n(e_é)(g) C Bk (f,€), proving that Bk (f,¢€) € 74 by the same argument as
above. We conclude that 74 = 7.

Step 3. In this step, we show that (C'(X x A),d) is a complete metric space. Let {f}n>1
be Cauchy with respect to d. Then we claim that {f,,} must be Cauchy with respect to d,,,
on each K. This follows from the observation that d!,(f¢, fm) < 2"d(fe, fm). Thus {f.} is
Cauchy with respect to the uniform metric on each K,, and hence converges uniformly
to a continuous limit fK" on each K, (see [29, Theorem 7.15]). Since the pointwise
limit must be unique at each z € ¥ x A, we have fE»(z) = fEm(2) if z € K, N K,,.
Since U, K, = X x A, we obtain a well-defined function f on all of ¥ x A given by
f(z) =lim, . f&»(z). We have f € C(X x A) since f|g, = fX» is continuous on K, for
all n. Moreover, if K C ¥ x A is compact and n is large enough so that K C K,,, then
because f, — f&» = f|x, uniformly on K, we have f,, — f%"|x = f|x uniformly on K.
That is, for any K C ¥ x A compact and € > 0, we have f,, € Bx ([, ¢) for all sufficiently
large n. Therefore f,, — f in 7., and equivalently in the metric d by Step 2.

Step 4. Lastly, we prove separability by adapting the arguments from [1, Example 1.3].
For each pair of positive integers n, k, let D,, ,, be the subcollection of C'(¥ x A) consisting
of polygonal functions that are piecewise linear on {j} x I, » ; for each j € ¥,, and each
subinterval

In,k:,i: [an"i_%(bn_an%an"'%(bn_an)}a 1§Z§k,
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taking rational values at the endpoints of these subintervals, and extended constantly to
all of A. Then D = U, D, i is countable, and we claim that it is dense in 7.. To see this,
let K C ¥ x A be compact, f € C(X x A), and € > 0, and choose n so that K C K,,. Since
f is uniformly continuous on K,,, we can choose k large enough so that for 0 <: <k, if
t € I, then

£ t) = FUyan + £ (bn — an))| < €/2

forall j € ,,. Using that Q is dense in R we can choose g € Uy, D,, ;, with |g(j, an + £ (b, —
an)) — f(j,an + %(b" —ay,))| < €/2. Then we have

[£(:t) = 90, an + FH(bn = an))| <€ and  [f(j,t) = 9(j, an + £ (bn — an))| <.

Since g(j,t) is a convex combination of g(j, a, + 2 (b, — ay)) and g(j, an + £ (by — an)),
we get

[f(G:8) — g0, t)] < e

as well. In summary,

sup |f(5,1) —g(, )| < sup [f(5,8) — g4, )| <,
() ek ()€K

so g € Bk(f,¢€). This proves that D is a countable dense subset of C(X x A).

7.2 Proof of Lemma 2.4

We first prove two lemmas that will be used in the proof of Lemma 2.4. The first
result allows us to identify the space C(X x A) with a product of copies of C'(A). In the
following, we assume the notation of Lemma 2.4.

Lemma 7.1. Letm; : C(XxA) — C(A), i € 3, be the projection maps given by m;(F')(x) =
F(i,r) for v € A. Then the m; are continuous. Endow the space [[;.5, C(A) with the
product topology induced by the topology of uniform convergence over compacts on
C(A). Then the mapping

F:CExA) — J[C@), £ (m(f))ies

iex
is a homeomorphism.

Proof. We first prove that the m; are continuous. We know C(X x A) is metrizable
by Lemma 2.2, and by a similar argument so is C'(A) (take ¥ = {0} in Lemma 2.2).
Consequently, it suffices to assume that f,, — f in C'(X x A) and show that m;(f,) — 7 (f)
in C(A). Let K be compact in A. Then {i} x K is compactin ¥ x A, and f,, — f uniformly
on {i} x K by assumption, so we have 7;(f)|x = fnl{iyxx — fl{iyxx = mi(f)|x uniformly
on K. Since K was arbitrary, we conclude that 7;(f,) — m;(f) in C(A) as desired.

We now observe that F is invertible. If (f;)ics € [];cx, C(A), then the function f
defined by f(i,-) = fi() is in C(Z x A), since ¥ has the discrete topology. This gives a
well-defined inverse for F. It suffices to prove that F and F~! are open maps.

We first show that F' sends each basis element Bx(f,¢) of C(X x A) to a basis
element in [[, .y, C(A). Note that a basis for the product topology is given by products
[I;cs Bk, (fi,€), where at most finitely many of the K; are nonempty. Here, we use the
convention that By (fi,€) = C(A). Let ms, o denote the canonical projections of 3 x A
onto X, A. The continuity of 7y, implies that if K C ¥ x A is compact, then 7y (K) is
compact in ¥, hence finite. Observe that the set K N ({i} x A) is an intersection of
a compact set with a closed set and is hence compact in ¥ x A. Therefore the sets
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K; = mpa(K N ({i} x A)) are compact in A for each i € ¥ since 7, is continuous. We
observe that F(Bk(f,€)) = [[;cx, Ui, where

Ui:BKi(ﬂ'i(f),E), if iEWz(K),

and U; = C(A) otherwise. Since 7y (K) is finite and the K; are compact, we see that
F(Bk(f,€)) is a basis element in the product topology as claimed.

Lastly, we show that F~' sends each basis element U = [], s, Bk, (fi,€) for the
product topology to a set of the form Bx(f,€). We have K; = & for all but finitely many i.
Write f = F~1((f)iex) and K = U;ex({i} x K;). Notice that K is compact in ¥ x A as a
finite union of compact sets (each of {i} x K; is compact by Tychonoff’s theorem, [25,
Theorem 37.3]). Moreover, one has

F~'(U) = Bk(f,e),

which proves that F~! is also an open map. O

We next prove a lemma which states that a sequence of line ensembles is tight if and
only if all individual curves form tight sequences.

Lemma 7.2. Suppose that {L"},>1 is a sequence of ¥-indexed line ensembles on A, and
let X" = m;(L™). Then the X" are C(A)-valued random variables on (2, F,P), and {L£"}
is tight if and only if for each i € ¥ the sequence {X]'},>1 is tight.

Proof. The fact that the X' are random variables follows from the continuity of the
7; in Lemma 7.1 and [16, Theorem 1.3.4]. First suppose the sequence {£"} is tight.
By Lemma 2.2, C(X x A) is a Polish space, so it follows from Prohorov’s theorem, [1,
Theorem 5.1], that {£"} is relatively compact. That is, every subsequence {£"*} has a
further subsequence {L£"*¢} converging weakly to some £. Then for each i € ¥, since m;
is continuous by the above, the subsequence {m; (L")} of {m;(L™*)} converges weakly to
m;(L£) by the Continuous mapping theorem, [1, Theorem 2.7]. Thus every subsequence of
{m;(L™)} has a convergent subsequence. Since C'(A) is a Polish space (apply Lemma 2.2
with ¥ = {0}), Prohorov’s theorem, [1, Theorem 5.2], implies {m;(£")} is tight.

Conversely, suppose { X"} is tight for all ¢ € .. Then given ¢ > 0, we can find compact
sets K; C C(A) such that

P(X! ¢ K;) <¢/2

for each ¢ € 3. By Tychonoff’s theorem, [25, Theorem 37.3], the product K= HieE K;is
compact in [[, 5, C(A). We have
P((XMies ¢ K) <Y _P(X] ¢ K)) <Ze/2’—e (7.1)

€D

By Lemma 7.1, we have a homeomorphism G : [],.y, C(A) — C(X x A). We observe that
G((XT)iex) = L", and K = G(K) is compact in C(X x A). Thus £" € K if and only if
(XM)iexs € K, and it follows from (7.1) that

P(L"eK)>1—e
This proves that {£"} is tight. O

We are now ready to prove Lemma 2.4.
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Proof. (of Lemma 2.4) By a direct extension of [1, Theorem 7.3], a sequence {Pn}n21
of probability measures on C([u,v]) with the uniform topology is tight if and only if the
following conditions hold:

for some w € [u,v] we have lim limsup P, (|z(w)| > a) =0,
=0 n—oo

lim lim sup Pn( sup |z(s) —x(t)] > e) =0 foralle>0.

=0 nooco |s—t|<6

(7.2)

If {£"},>1 is tight we conclude the sequence {L}|(4,, 5,.]}n>1 is tight for every m > 1.
This is because the projection map is continuous. The last two statements prove the
“only if” part of the lemma. In the remainder we focus on the “if” part, i.e. proving that
{L"},>1 is tight, given that conditions (i) and (ii) in the lemma are satisfied.

Fix i € ¥. By Lemma 7.2, it suffices to show that the sequence {L]},>1 of C(A)-
valued random variables is tight. From (7.2) we see that conditions (i) and (ii) in the
lemma imply that the sequence {L}[,, b,.]}n>1 is tight for every m > 1. Let m,, :
C(A) — C([am,bn]) denote the map f + f|4,, s, @and note that 7, is continuous. It
follows from [16, Theorem 1.3.4] that m,,, (L") = L}4,. b,.] 15 @ C([am, by])-valued random
variable. Tightness of the sequence implies that for any € > 0, we can find compact sets
K, C C([am,bn]) so that

P (7 (L]) ¢ Kpn) < €/27
for each m > 1. Writing K = N%_, ..} (K,,), it follows that

P(L}eK)>1-) ¢/2"=1-¢

m=1

To conclude tightness of {£'}, it suffices to prove that K = N%°_, 7, 1(K,,) is sequentially
compact in C(A). We argue by diagonalization. Let {f,} be a sequence in K, so that
frljam bm] € Km for every m,n. Since K is compact, there is a sequence {n; ;} of natural
numbers such that the subsequence {f,, ,|(,+,]}x converges in C([a1,b1]). Since K»
is compact, we can take a further subsequence {ny 1} of {ni i} so that {fu,, |ja,b. %
converges in C([ag, b2]). Continuing in this manner, we obtain sequences {n;;} 2
{nor} 2 --- sothat {fn,, . lia,n.b..] }x converges in C([am, by,]) for all m. Writing ny, = ng x,
it follows that the sequence {f,, } converges uniformly on each [a,, b,]. If K is any
compact subset of C'(A), then K C [ay, by,]| for some m, and hence {f,, } converges
uniformly on K. Therefore {f,,} is a convergent subsequence of { f,,}. O

7.3 Proof of Lemma 2.16

We adopt the same notation as in the statement of Lemma 2.16 and proceed with its
proof.

We first construct a candidate % and then we prove that B € Quy0ia(T0, 11, T, 7, f, 9)-
Denote By = f and Bji41 = g with xg = f(Tp) and yo = f(71). By Condition (3) of
Lemma 2.16 we know zy > z; and yo > y;. We define inductively B; for j =1,...,k as
follows (recall that By = f). Assuming that B;_; has been constructed we let B;(T) = «;
and then for i € [Ty, T — 1] we define

(7.3)
B, (i) else.

Bj(iJrl){
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This gives our candidate B = (By, ..., By). In order to verify that this candidate ensemble
9B is an element of Quy0ia(To, 11, %, ¥, f, g), three properties must be ensured:

(@) B(Th) =Zand B(T1) =¥
(b) f(i) > B1(i) > -+ > By(i) > g(i) for all i € [Ty, T1] (7.4)
(c) B;(i + 1) — B;(i) € {0,1} for all i € [Ty, Ty — 1] and j € [1, k]

Property (c) follows directly from our definition in (7.3). We split the proof of (a) and (b)
above into three steps.

Step 1. In this step we prove that for each j = 1,...,k that B;_1(i) > B;(i) for
i € [Ty, T1]- If j = 1 and f = oo there is nothing to prove, so we may assume that either
j >2orj=1and f is an up-right path - the proofs in these cases are the same. Suppose
that for some ¢ € [Ty, 77 — 1] we have that B;(i) < B;_1(¢) then we know by construction
that B, (i + 1) = B;(4) or B;(i) + 1. In the former case, we trivially get

Bj(i+1) = B;(i) < Bj—1(i) < Bj—1(i + 1),

where the last inequality used that B;_; is an up-right path. If B;(i + 1) = B;(i) + 1
from (7.3) we see that B;(i) +1 < B;_1(i + 1) and so we again conclude that B;(i + 1) <
B;_1(i + 1). By assumption we know that B;(Ty) = z; < z;_1 = B;j_1(To), and so
by inducting on ¢ from T; to 7 we conclude that B;_;(i) > B;(i) for i € [Ty, 71] and
j=1,... k. To summarize, we have proved that for i € [T, T1]

f(i) > Bi(i) > - > Bi(i). (7.5)

Step 2. In this step we prove (a). By construction we already know that B(7y) = & and
so we only need to prove that B(7;) = §. We will show this claim inductively on j: we
trivially know the claim is true for j = 0, since yo = f(71) is given. Then suppose that
B;(Ty) = y; holds up to j = n — 1. We seek to prove that B, (1) = y,. Notice that by
construction we know that B, (i) < y,, for all i € [Ty, T1] and so we only need to show

Suppose first that B, (i + 1) = B, (i) + 1 for all i € [Ty, 71 — 1]. Then we know that
B, (T1) = @ + (T1 — Ty) > yn by assumption (1) in Lemma 2.16, and so we are done.
Conversely, there is an ig € [Ty, 71 — 1] such that B, (ip + 1) = B,(ip) and we can take
io to be the largest index in [Ty, T — 1] satisfying this condition. Observe that by (7.3)
we must have that either B, (ig) > y, or B, (i9) > Bn—1(ip + 1). In the former case, we
see that since B,, is an up-right path we must have B, (T1) > B,(io) > y, and again we
are done. Thus we only need to consider the case when B,,_1(ip + 1) < B,,(io). By the
maximality of ip we know that B,,(i + 1) = B, (i) + 1 for i = ig + 1,..., 7T} and so we see

B, (Th) = Bu(io+ 1)+ (Th —io — 1) = Bp(io) + (T1 —ig — 1) >
B (io+ 1)+ (Th —ig—1) > Bpet(Th) = Yn—-1 > Yn-

Overall, we conclude in all cases that B, (7T1) > y, which concludes the proof of (a).

Step 3. In this step we prove (b), and in view of (7.5) we see that it suffices to show that
By(i) > g(i) for all i. If g = —oo there is nothing to prove and so we may assume that g is
an up-right path.

Suppose that g(i) > By(i) for some i € [Iy,T1]. Since g(Tp) < By(Tp) = =i by
Condition (3) in Lemma 2.16, we know that there exists some point iy such that g(ip) =
By (ip) and g(ig + 1) > Bg(ig + 1). In particular, since g and By, can each only increase by
1, this implies By (ig) = Bi(ip+1) and g(ip+1) = g(é9) + 1. This implies either By (ip) = yx
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or By(ig) +1 > By_1(ip + 1). If By (ip) = yi then by assumption (3) of Lemma 2.16 we
conclude
Y = 9(T1) = glio + 1) = g(éo) + 1 = By(io) + 1 =y + 1,

which is an obvious contradiction.

Therefore, it must be the case that By (ig) + 1 > Bi_1(ip + 1) and then we conclude
that Bi_1(ip + 1) = Bk_1(i0) = Bx(ip) in view of (7.5). By the same argument we see
that By_1(i0 + 1) = Bg_1(ig) can only occur if By_o(ig + 1) = Bg_2(ig) = Bg_1(ip) and
iterating this k times we conclude that By(ig + 1) = Bg(ig) = B1(ig) = -+ = By(ig) =
g(io) = glip + 1) — 1. But then g(ip + 1) > f(ip + 1), which contradicts condition (3) in
Lemma 2.16. The contradiction arose from our assumption that g(i) > By(¢) for some
i € [To,T1] and so no such i exists, proving (b).

7.4 Proof of Lemmas 3.1 and 3.2

We will prove the following lemma, of which the two lemmas are immediate conse-
quences. In particular, Lemma 3.1 is the special case when ¢ = ¢¢, and Lemma 3.2 is
the case when ¥ = ¥’ and ¢ = j’. We argue in analogy to [12, Lemma 5.6].

Lemma 7.3. Fixk € IN, Ty, Ty € Z with Ty < Ty, S C [Ty, T:], and two functions ¢°, g* :

[To, T1] — [—oc, 00) with ¢* < gt on S. Also fix 7,7, %', 3" € Wy such that x; < z%, y; < y!

for 1 <i < k. Assume that Quy0ia(T0, T1, T, 7, 00, ¢%; S) and Qavoia(To, T1, 2", ', 00, g% S)

are both non-empty. Then there exists a probability space (), F,P), which supports

two [1, k]-indexed Bernoulli line ensembles £ and £° on [Ty, T1] such that the law of
To, Th,Z',5",00,9"

t b : ; To, Ty ,Z,§,00,9°
L' (resp. £") under P is given by P 0 5 Y g (resp. P, 5o ) and such that

IP-almost surely we have Lt(r) > Li(r) foralli = 1,... .k and r € [Ty, T1].

Proof. Throughout the proof, we will write Q, ¢ to mean Qq4,0ia(T0, 11, Z, ¥, 00, g%; S) and
2, s to mean Qqyoia(To, 11,7, ", 00, g%;.9). We split the proof into two steps.

Step 1. We first aim to construct a Markov chain (X",Y™),>o, with X" € Q, ¢, Y €
Qg 5. with initial distribution given by

X?(t) = min(z; +t — To, i), Yio(t) = min(z, + t — To, y),

fort € [Ty, T1] and 1 < i < k. First observe that we do in fact have X" € , g, since
X,?(To) = Xy, X,?(Tl) = Yi, Xlo(t) < min(xiq +t— To, yifl) = Xzo—l(t)' and X]g(t) >
z; +t—Ty > g"(Ty) +t — Ty > g°(t). We also note here that X° is maximal on the entire
space Q(Ty, T1, %, %), in the sense that for any Z € Q(Ty, T3, 7, %), we have Z;(t) < X?(t)
for all ¢t € [Ty, T1]. In particular, X9 is maximal on Q,.5. Likewise, we see that YO is
maximal on (2, .

We want the chain (X™,Y™) to have the following properties:

(1) (X™)p>0 and (Y™),,>0 are both Markov in their own filtrations,

To,T1,,7,00,9°
avoid,Ber;S 7

(2) (X™) is irreducible and aperiodic, with invariant distribution P

Y e . e cpritrio - o, T1.E 009"
(3) (Y™) is irreducible and aperiodic, with invariant distribution P05 07 6”7,

4) X <Y™on [Ty, Ti] foralln >0and 1 <i<k.

This will allow us to conclude convergence of X" and Y to these two uniform measures.

We specify the dynamics of (X™,Y™) as follows. At time n, we uniformly sample a
triple (4,t, z) € [1,k] x [To,Th] x [z, yi — 1]. We also flip a fair coin, with P(heads) =
P(tails) = 1/2. We update X" and Y using the following procedure. If j # i, we leave
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X;,Y; unchanged, and for all points s # t, we set X""'(s) = XP(s). If Ty < t < Ty,
XMt —1) = 2z, and X?(t + 1) = z + 1 (note that this implies X (¢) € {z,z + 1}), we
consider two cases. If t € S, then we set

X-"“(t) _J* + 1, if heads,
! 2, if tails,

assuming this does not cause X" (t) to fall below X7 ,(t), with the convention that
Xp., =gb Ift ¢ S, we perform the same update regardless of whether it results in a
crossing. In all other cases, we leave X|""'(t) = X'(t). We update Y™ using the same
rule, with ¢* in place of ¢°.

We first observe that X™ and Y™ are in fact non-crossing on S for all n. Note XV is
non-crossing, and if X is non-crossing, then the only way X" *! could be crossing on
S is if the update were to push X"**(¢) below X7, (t) for some i,t with ¢ € S. But any
update of this form is suppressed, so it follows by induction that X" € ), s for all n.
Similarly, we see that Y € ], .

It is easy to see that (X", Y") is a Markov chain, since at each time n, the value of
(Xn+1 yntl) depends only on the current state (X", Y "), and not on the time n or any
of the states prior to time n. Moreover, the value of X"*! depends only on the state X",
not on Y, so (X™) is a Markov chain in its own filtration. The same applies to (Y"). This
proves the property (1) above.

We now argue that (X”) and (Y") are irreducible. Fix any Z € Q,.5. As observed
above, we have Z; < X,? on [Ty, T:] for all i. We argue that we can reach the state Z
starting from X° in some finite number of steps with positive probability. Due to the
maximality of XY, we only need to move the paths downward. If we do this starting
with the bottom path, then there is no danger of the paths X; crossing on S, or of X}
crossing ¢” on S. To ensure that X} = Zy, we successively sample triples (k,t,z) as
follows. We initialize t = Ty + 1. If X}’ (¢) = Z(t), we increment ¢ by 1. Otherwise, we
have X7'(t) > Zy(t), so we set z = X(¢t) — 1 and flip tails. This may or may not push
X (t) downwards by 1. We then increment ¢ and repeat this process. If ¢t reaches 77 — 1,
then at the increment we reset t = Ty + 1. After finitely many steps, X will agree with
Zy, on all of [Ty, T1]. We then repeat this process for X" and Z;, with ¢ descending. Since
each of these samples and flips has positive probability, and this process terminates in
finitely many steps, the probability of transitioning from X™ to Z after some number of
steps is positive. The same reasoning applies to show that (Y") is irreducible.

To see that the chains are aperiodic, simply observe that if we sample a triple (4, Ty, z)
or (i,71, z), then the states of both chains will be unchanged.

To see that the uniform measure ]Pangcll:%gr’?;’gb on Q, s is invariant for (X™), fix any
w € Qg s. For simplicity, write p for the uniform measure. Then for all 7 € €}, g, we have
w(t) =1/1Q4.s|- Hence

1
2 MR =0 XN =m) =5 D P =w| X" =) =
TENq, s | a,S| TEN,, s
1 1
— PX"T =7 X"=w)= —— -1 = p(w).
[ Z ( | ) TON (w)

TGQQYS

The second equality is clear if 7 = w. Otherwise, note that P(X,,11 =w|X,, =7) # 0 if
and only if 7 and w differ only in one indexed path (say the ¢th) at one point ¢, where
|7:(t) — w;(t)| = 1, and this condition is also equivalent to P(X"! = 7| X" = w) # 0. If
X™ = 7, there is exactly one choice of triple (¢, t, z) and one coin flip which will ensure
XM (t) = w(t), i.e., X" = w. Conversely, if X" = w, there is one triple and one coin
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flip which will ensure X™+! = 7. Since the triples are sampled uniformly and the coin
flips are fair, these two conditional probabilities are in fact equal. This proves (2), and
an analogous argument proves (3).

Lastly, we argue that X* < Y;” on [Ty, 73] foralln > 0 and 1 < i < k. This is of
course true at n = 0. Suppose it holds at some n > 0, and suppose that we sample a
triple (i,%, z). Then the update rule can only change the values of the X*(¢) and Y;"(¢).
Notice that the values can change by at most 1, and if Y;*(¢) — X*(t) = 1, then the only
way the ordering could be violated is if Y; were lowered and X; were raised at the next
update. But this is impossible, since a coin flip of heads can only raise or leave fixed both
curves, and tails can only lower or leave fixed both curves. Thus it suffices to assume
X7(t) =Y ().

There are two cases to consider that violate the ordering of X" (¢) and Y;"*'(t).
Either (i) X;(¢) is raised but Y;(¢) is left fixed, or (ii) Y;(¢) is lowered yet X;(t) is left fixed.
These can only occur if the curves exhibit one of two specific shapes on [t — 1,t + 1].
For X;(t) to be raised, we must have X[*(t — 1) = X*(t) = X*(¢ + 1) — 1, and for Y;(¢)
to be lowered, we must have Y*(t — 1) — 1 = Y;"(t) = Y;"(¢t + 1). From the assumptions
that X"(¢t) = Y;"(t), and X]* <Y}, we observe that both of these requirements force the
other curve to exhibit the same shape on [t — 1,¢ + 1]. Then the update rule will be the
same for both curves for either coin flip, proving that both (i) and (ii) are impossible.

Step 2. It follows from (2) and (3) and [26, Theorem 1.8.3] that (X"),>0 and (Y™),>0

To,T1,&,§,00,9" To,T1,&',j’ 009" . :
converge weakly to P2 0009 and P2 % oY o9 respectively. In particular, (X™)

and (Y™) are tight, so (X", Y™), >0 is tight as well. By Prohorov’s theorem, it follows that
(X™,Y") is relatively compact. Let (n,,) be a sequence such that (X", Y ") converges
weakly. Then by the Skorohod representation theorem [1, Theorem 6.7], it follows that
there exists a probability space ({2, F,P) supporting random variables X", 2" and X,92)
taking values in , s, (], 5 respectively, such that

(1) The law of (X™,9)") under P is the same as that of (X", Y™),
(2) X"(w) — X(w) forallw € 9,
3) V" (w) — Y(w) for all w € Q.

In particular, (1) implies that X"~ has the same law as X", which converges

= = b
weakly to ]Pang;:gg;fg’g . It follows from (2) and the uniqueness of limits that X has law

N b =1 =1 t
Pfgofé%grogq . Similarly, 9) has law ]PZS;)Z:%J;O@ . Moreover, condition (4) in Step 1
implies that X"(7,-) <P (i, ), P-a.s., so X(3,-) < Y(3,-) for 1 <14 <k, P-a.s. Thus we can

take £’ = X and £! = 9). O

7.5 Proof of Lemmas 4.6 and 4.7

In this section we use the same notation as in Section 4.3. We first prove Lemma 4.6.
We will use the following lemma, which proves an analogous convergence result for a
single rescaled Bernoulli random walk.

Lemma 7.4. Let z,y,a,b € R witha < b, and let ay,by € N~°Z, 2N, yN € N~*/27 be
sequences with ay < a, by > b, and |yN — V| < (by — anx)N®/2. Suppose ay — a,
by — b. Write #V = (2 — payN*/?)/\/p(1 = p), G~ = (¥ — pbyN*/?)/\/p(1 — p), and
assume #V — z, 7V — y as N — oo. Let YV be a sequence of random variables with

an,bn,

N N
laws P30 Y, and let ZN = Y|, 4. Then the law of ZN converges weakly to
PLY%Y a5 N — 0.

free
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Proof. Let us write zV = (yV — 2V)N®/2 and Ty = (by — ay)N®. Let B be a standard
Brownian bridge on [0, 1], and define random variables BY, B taking values in C([ay, by]),
C([a, b)) respectively via

BN(t)Z bN—aN-B<

)

t—aN t—CLN _~N+ bN—t 'i‘N
by —an by —an by —an
b—t

b—a

B(t)y=vb—a-B A B S z.
b—a b—a

We observe that B has law IP‘}’Tbe’f’y and BY — Bas N — co. By [1, Theorem 3.1], to

show that ZV¥ — B, it suffices to find a sequence of probability spaces supporting
YN BN so that

p(BN.YN)= sup |BYt)-YN({t)] = 0 as N — oo (7.6)
t€lan,bn]

It follows from Theorem 3.3 that for each N € IN there is a probability space supporting
BY and YV, as well as constants C,a’, o’ > 0, such that

E [ea’A(N,zN,yN):| < Cea/ logNe\zN—pTN\z/N"‘7 (77)

where A(N, 2V, yN) = /p(1 — p) N*/?p(BN,YN). Since by assumption

(2N = pTw)N~*2 = /p(1 —p) (y — @),

there exist Ny € IN and A > 0 so that |z — pT| < AN®/2 for N > Ny. Then for ¢ > 0 and
N > Ny, Chebyshev’s inequality and (7.7) give

IP(p(BN,YN) N 6) < Cefa'm/p(lfp) N”/Qea'logNeA2.

The right hand side tends to 0 as N — oo, implying (7.6). O
We now give the proof of Lemma 4.6.

Proof. (of Lemma 4.6) We prove the two statements of the lemma in two steps.

Step 1. In this step we fix Ny € IN so that ]qufj(;fjlf;\fN’gN’fN’gN is well-defined for N > Nj.
Observe that we can choose ¢ > 0 and continuous functions hy,...,hx : [a,b] = R
depending on a, b, Z, ¥, f, g with h;(a) = x;, h;(b) = y; for i € [1, k], such that if u; : [a,b] —
R are continuous functions with p(u;, hi) = sup,¢(q 4 [ui(z) — hi(z)| <€, then

flx) —e>u(z) +e>u(r) —e> - >up(x) + € >up(r) —e>g(r) +e (7.8)
for all x € [a,b]. By Lemma 2.6, we have

P47 (p(Qi, hi) < € fori € [1,k]) > 0. (7.9)

Since yN — N —p(by —an)N/? — /p(1 —p) (yi —x;) as N — oo fori € [1,k] and p < 1,

we can find N; € N so that for N > Ny, [y¥ — 2| < (by — an)N®/2. It follows from
~ SN =N ~ ~

Lemma 7.4 that if YV have laws ]P;;Vesfjvz Y for N > Ny and ZN = YN[ k1« [a.p], then

a,b,Z,§
free

the law of ZN converges weakly to P . In view of (7.9) we can then find N5 so that

if N > max(Ny, N2) then

PO T (p(VN hi) < e fori € [1,k]) > 0 7.10
free.N p(V¥, h;) < eforie[1,k]) >0. (7.10)
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We now choose N3 so that sup,ci,_1,511] |f(xz) = fn(2)] < €/4 and SUD,cla—1,b41] lg(x) —
gn(z)| < €/4. If f = o0 (resp. g = —o0), we interpret this to mean that fy = co (resp.
gy = —o0). We take N, large enough so that if N > N, and |z — y| < N~%/2 then
|f(z)— f(y)] < e/4and |g(x) — g(y)| < €/4. Lastly, we choose N5 so that N “ < ¢/4. Then
for N > NQ = maX(Nl,Ng, N3,N4, N5), we have using (78) that

{p(ON h;) < eforie [Lk]} c {fn >IN >---> V) > gy on [an,bn]}. (7.11)

By (7.10) and (7.11) we conclude that

gN

N
PN T ({fny = VY > > VY > gy on [an, by]}) >0,

+N =N
which implies that ]Pzgof’j]\”,” FININ g well-defined.

Step 2. In this step we prove that 2V — P &0.5:9 with ZV defined in the statement

avoid

of the lemma. We write ¥ = [1, k], A = [a,b], and Ay = [an, bn]. It suffices to show that
for any bounded continuous function F': C(X x A) — R we have

lim E[F(ZN)] = E[F(Q)], (7.12)

N—oc0

where Q has law P*%%V:f:9,

avoid

We define the functions Hy, : C(X x A) = R and HyY, : C(X x Ay) = R by
Hyo(L)=1{f>L1>->Ly>gonA},
HY (L) =1{f>LY > > L >gonAyn}.
Then we observe that for N > N,

E[F (LN s an) Hfy(LY)]

E[F(ZN)] = ]E[H}V (ﬁN)] )

(7.13)

where £V has law P;ﬁe’gﬁ\;iN“ﬁN. By our choice of Ny in Step 1, the denominator in (7.13)
is positive for all N > Ny. Similarly, we have

E[F(L)Hy,o(L)]

RO = ", o

(7.14)

where £ has law P%>%Y. From (7.13) and (7.14), we see that to prove (7.12) it suffices

free
to show that for any bounded continuous function F': C(X x A) — R,

Jim BIF(EY |sgo ) HY, (EY)] = BIF(£)Hp,y (L) (7.15)

By Lemma 7.4, £N|E><[a,b] = L as N — oco. Since C(X x A) is separable, the Skorohod
representation theorem [1, Theorem 6.7] gives a probability space (2, F,P) supporting

C(¥ x Ay)-valued random variables £ with laws P;i’;ffj\;fN’gN and a C(X x A)-valued

random variable £ with law IP;’Tbe’f ¥ such that £V |sx[a,p) — £ uniformly on compact sets,
pointwise on (2. Here we rely on the fact that ay, by are respectively the largest element
of N~°Z less than a and the smallest element greater than b, so that £V |5, [a,b) Uniquely
determines £V on [ax, bx].

Define the events

Ei={w:f>Li(w)> > Lg(w)>gon [a,bl},
Ey ={w: Li(w)(r) < Liz1(w)(r) for some i € [0, k] and r € [a, b]},
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where in the definition of Fs; we use the convention £y = f, Lx+1 = g. The continuity
of F implies F(LN s (q.5))H Y 4 (LY) = F(L) on the event Ey, and on the event Ey we
have F(LN [sxfas) H L gy (LY) — 0. By Lemma 2.5 we have P(E; U Ey) = 1, so P-a.s. we
have F (LN |5y (a5 H [y g (EN) = F(L)Hy 4(L). The bounded convergence theorem then
implies (7.15), completing the proof of (7.12). O

We now state two lemmas about Brownian bridges which will be used in the proof of
Lemma 4.7. The first lemma shows that a Brownian bridge started at 0 almost surely
becomes negative somewhere on its domain.

Lemma 7.5. Fix any T > 0 and y € R, and let () denote a random variable with law
P90V Define the event C' = {inf 0,71 Q(s) < 0}. Then PYTOv(Cy = 1.

free free

Proof. Let B denote a standard Brownian bridge on [0, 1], and let
B, = Byr + %7 fors € [0, 7).

Then B has the law of (). Consider the stopping time 7 = inf{s > 0: B, < 0}. We will
argue that 7 = 0 a.s, which implies the conclusion of the lemma since {r = 0} C C. We
observe that since B is a.s. continuous and Q is dense in R,

{7 =0} = Nnen Use(0,1/n)nQ {Bg <0} e ﬂne]NU(Bs 18 < 1/n).

Here, J(BS : s < €) denotes the o-algebra generated by B, for s < e. We used the fact
that for a fixed ¢, each set { B, < 0} for s € (0,¢) N Q is contained in this -algebra, and
thus so is their countable union. It follows from Blumenthal’s 0-1 law [16, Theorem
7.2.3]1 that P(7 = 0) € {0, 1}. To complete the proof, it suffices to show that P(r = 0) > 0.
By (3.1), B, is distributed normally with mean 0 and variance o = (s/T')(1 — s/T). We
observe that for any s € (0,7,

P(r <s) > P(Byr < —sy/T) =P (cN(0,1) > (s/T)y) =P (N(O, 1) > yv/s/(T — s)) .

As s — 0, the probability on the right tends to P(N(0,1) > 0) = 1/2. Since {r = 0} =
N {r <1/n}and {r <1/(n+1)} C {r < 1/n}, we conclude that

P(r =0) = lim P(r <1/n) > 1/2

Therefore P(7 = 0) = 1. O

The second lemma shows that a difference of two independent Brownian bridges is
another Brownian bridge.

Lemma 7.6. Let a,b,x1,y1,x2,y2 € R with a < b. Let By(t), Ba2(t) be independent
Brownian bridges from on |[a, b] from z; to y; and from x» to y, respectively, as defined in
(2.2). If B(t) = By (t) — Ba(t) fort € [a,b], then 271/ B is itself a Brownian bridge on [a, b]
from 22 (xy — x3) to 272 (y; — ya).

Proof. By definition, for i = 1,2 we have

Bi(t) = (b—a)'/2- B, (Z:Z) + (;’_‘2) oz + <Z:Z> i,

with B;(t) = W} — tW/ for independent Brownian motions W' and 2. We have

B = (b= (B~ B) (1=2) + (30 ) o= a) 4 (=2 ) -G = ). (716

a
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Note that the process Bl — Bz is a linear combination of continuous Gaussian mean 0
processes, so it is a continuous Gaussian mean 0 process, and is thus characterized by
its covariance. Since E1(~) and BQ(') are both Gaussian with mean 0 and the covariance
min(s, ), their difference B;(-) — By(-) is also Gaussian with mean 0 and covariance
2min(s,t). This implies that 27 '/2(B; — By) is itself a Brownian bridge B on [a, b], and
hence equation (7.16) can be rewritten

~(t—a b—t t—a
27'2B(t)=(b—a)'/*- B (b—a) + (b—a) 272 (g — o) + (b a) 272 (yy — o).

This is a Brownian bridge on [a, b] from 27'/2(2; — z5) to 27/2(y; — ) as desired. O
To conclude this section, we prove Lemma 4.7.

Proof. (of Lemma 4.7) Suppose that £ is a subsequential limit of (f¥,..., f~ ). By
possibly passing to a subsequence we may assume that (le7 ey f,ﬁ\’_l) = L. We will
still call the subsequence ( le ey f,év_ 1) to not overburden the notation. By the Skorohod

representation theorem [1, Theorem 6.7], we can also assume that (ffv7 RN f,fv_l) and
L% are all defined on the same probability space with measure P and the convergence
is happening P-almost surely. Here we are implicitly using Lemma 2.2 from which we

know that the random variables (f}, ..., f¥ ,) and £ take value in a Polish space so
that the Skorohod representation theorem is applicable.
Let us denote the random variables with laws (f1¥,..., f&’ ;) by A" and the one with

law £ by X and so X" — X almost surely w.r.t. P. In particular, XY~ (s) — X(s) for any
s € R. Recall that f{V(s) = N=/2(LN (sN®)—psN®)+\s?, s0 XN (s) = N~/2(LN (sN*)—
psN®)/+/p(1 — p), where £V has the law of L.

Suppose that X;(s) = X;11(s) for some i € [1, k—2]. Then we have X (s) — XY, (s) —
0, i.e.,, N=/2(LN(sN®) — LN (sN*)) — 0 as N — oco. Let us write a = [sN®|N~¢,
b= [(s+2NIN-® and 2V = £N(aN®) — £, (aN®), y¥ = LN (bN®) — LN, (bN®).
Then N-*/2zN — 0. If Q, Qi+1 are independent Bernoulli bridges with laws
]PEZ;,LN“NQ)’L’N(W&) and sz;cﬁl(azvﬂ),cﬁl(bzv”)’ then ¢ = Q; — Q;+1 is a random walk
bridge taking values in {—1,0,1}, from (a,2") to (b,y"). Let us denote the law of

N | N

N=/20/\/p(1 = p) by PG 4

By Lemma 7.4,

(@ + N=*2Q; 11 — ptN®)/y/p(1 = p) and (" + N=*/2Q; — ptN*)//p(1 — p)

converge weakly to the law of two Brownian bridges B* from £5°(s) to £°(s+2) and B*!
from £5%,(s) to £, (s+2) respectively. Consequently, their difference N=/2¢/,/p(1 — p)
converges weakly to the difference of two independent Brownian bridges, B! — B2. By
Lemma 7.6, this difference is equal to 21/2B, where B is a Brownian bridge B on
s, s + 2] from 0 to 271/2y, where y = £L°(s + 2) — £, (s + 2). In other words, B has law

—1/2 N, N
P;f;2’0’2 Y. Therefore ]PZ;%? ¥ converges weakly to ]P;f:f’o’y. With probability one,

min;e(s s42) By < 0 by Lemma 7.5. Thus given ¢ > 0, we can choose N large enough so
that the probability of N=*/2¢/,/p(1 — p), or equivalently /, remaining above 0 on [a, ]
is less than §. Thus for large enough N we have

P (f7°(s) = [ (s)) SP(PZ;?fN’yN< sup £(s) 20> <6> <

s€la,b] (717)

P (Z(a,b, LN (aN*), LY (bN®), 00, L) < 6) .
Here, Z denotes the acceptance probability of Definition 2.22. This is the probability that

k — 1 independent Bernoulli bridges @1, ...,Qk—_1 on [a,b] with entrance and exit data
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LN (a) and £V (b) do not cross one another or £ . The last inequality follows because ¢
has the law of the difference of ); and Q;;1, and the acceptance probability is bounded
above by the probability that @); and @;y; do not cross, i.e., that Q; — Q;;1 > 0. By
Proposition 4.1, given € > 0 we can choose ¢ so that the probability on the right in (7.17)
is < e. We conclude that

P (fz‘oo(s) = zoi1(5)) =0. 0

8 Appendix B

The goal of this section is to prove Proposition 3.17, which roughly states that if the
boundary data of an avoiding Bernoulli line ensemble converges then the fixed time
distribution of the ensemble converges weakly to a random vector with density p. In the
process of the proof we will identify this limiting density p.

Throughout this section we fix & € IN and consider sequences of [1, k]-indexed line
ensembles with distribution given by P2 T%Y  in the sense of Definition 2.15. Recall that

avoid,Ber
this is just the law of k independent Bernoulli random walks that have been conditioned

to start from ¥ = (z1,...,z)) at time 0 and end at §¥ = (y1,--- ,yx) at time T and are
conditioned on never crossing. Here Z, ¢ € 2y, satisfy T > y; —x; > 0fori=1,... k,
which by Lemma 2.16 ensures the well-posedness of ]PZ;JTO’;’%W.

In Section 8.1, we introduce some definitions and formulate the precise statements
of the two results we want to prove as Propositions 8.2 and 8.3. In Section 8.2, we
introduce some basic results about skew Schur polynomials and express the fixed time
distribution of avoiding Bernoulli line ensembles through these polynomials in Lemma 8.7.
In Sections 8.3 and 8.4, we prove Propositions 8.2 and 8.3 for an important special
case. In Section 8.5 we introduce some notations and results about multi-indices and
multivariate functions which paves the way for the full proofs of Propositions 8.2 and 8.3
in that section and Section 8.6.

8.1 Weak convergence

We start by recalling and introducing some helpful notation. Recall,
Wk:{feRk:x12x22~-~2xk}, W,‘j:{feRk:x1>x2>~-~>wk}.
Definition 8.1. Here we recall the scaling from Proposition 3.17. We fix p,t € (0,1), and

,b € Wy. Suppose that &7 = («7,...,zT) and §7 = (y7,...,yF) are two sequences of
k-dimensional vectors in 2, such that

T T _poT

lim Ti a; and lim Yo =P _ b;

T—o0 \/T T—o0 \/T
fori=1,..., k. Define the sequence of random k-dimensional vectors Z* by

L¥(tT) — ptT LI@#T) — ptT
ZT:(Z{‘F,...7Z,§F):( (D) —ptT L () —p ) (8.1)
VT VT

where (LT,... LT) is ]Pg;g’iiéyz -distributed.

We next define a class of functions that will be used to express the limiting density p in
Proposition 3.17. These functions depend on two vectors ad,b € W}, as well as parameters
p,t € (0,1) through the quantities

1

p(1L—p)t’ cz(p,t)zm, 03(p’t):2p(1fp)t(1—t)' (8.2)

1 (p’ t) =
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Suppose the vectors d and b have the following form

d=(a1,...,05) = (Q1,...,00,...,Qp,...,0p)

miy my

g:(b17~-'7bk):(ﬁla"'751)"'75q7"'76q)

ni Ng

(8.3)

where a; > as > -+ >y, 1 > P2 > - > Bgand Y0 m; = > ! n; = k. We denote
m = (mq,---,mp), i = (n1,---,n,) and define two determinants ¢(a, z,m) and W(b, Z, i)
as follows

((Cl(t p) )z 1 cl(t,p)alzj) 1

((er(t,p)z) ! eer(tpIas % )iz, .. oy
j=1,...,k

(8.4)

((cz(t D)z )z 1 Cz(tp)ﬂlzl)z:L n1

j=1,....,k

W(b, Z,7) = det :
((ca(t,p)z;) ”‘tmﬁq%) 1,y
Jj=1,....,k
Then we define the function

H(Z) = (@, 7,mm) - (b, Z,7) - [[ e P, (8.5)

i=1

The function H implicitly depends on p, ¢, k, @, b but we will not reflect this dependence in
the notation. The following result summarizes the properties we will require from H(Z).
Its proof can be found in Sections 8.3 and 8.5.

Proposition 8.2. Fix p,t € (0,1) and @,b € W}, and let H(Z) be as in (8.5). Then we have:
1. H(Z) > 0 for all Z € Wy,
2. HZ)=0forze W, \W¢ and H(?) > 0 for 7 € W}.
3. Z.:= fW Z)dZz € (0,00), where dZ stands for the usual Lebesgue measure.

In view of Proposition 8.2 we know that the function

p(i) = p(zlv R Zk) = Zfl ’ ]1{21>22>~->Zk} ’ H(Z?), (86)

defines a density on R*. This is the limiting density in Proposition 3.17. We end this
section by stating the main convergence statement we want to establish.

Proposition 8.3. Assume the same notation as in the Definition 8.1. Then the random
vectors Z7T converge weakly to p as in (8.6) as T — oc.

The way the proof of the above two propositions is organized in the remainder of
the section is as follows. We first prove Proposition 8.2 and Proposition 8.3 for the case
when a, be W, — this is done in Sections 8.3 and 8.4 respectively. Afterwards we will
prove Proposition 8.2 for vectors d, b that have the form in (8.3) in Section 8.5 and then
use Proposition 8.3 for the case 6,5 € Wg and the monotone coupling Lemma 3.1 to
prove Proposition 8.3 in the general case in Section 8.6.
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8.2 Skew Schur polynomials

In this section we give some definitions and elementary results regarding skew Schur
polynomials, which are mainly based on [24, Chapter 1]. Afterwards we explain how the
fixed time distribution of an avoiding Bernoulli line ensemble is expressible in terms of
these skew Schur polynomials.

Definition 8.4. Partitions, skew diagrams, interlacing, conjugation

1. A partition is an infinite sequence A = (A1, Ag, ..., Ar,...) of non-negative integers
in decreasing order A\ > Ay > --- > A\, > --- and containing only finitely many
non-zero terms. The non-zero \; are called parts of \, the number of parts is called
the length of the partition A, denoted by I()\), and the sum of the parts is the weight
of \, denoted by |\|.

2. A partition ) is graphically represented by a Young diagram that has \, left-justified
boxes on the top row, A\, boxes on the second row and so on. Suppose \ and yu are
two partitions, we write A D u if \; > u; for all© € IN. We call the set-theoretic
difference of the two Young diagrams of A and i a skew diagram and denote it A/ .

3. Partitions A = (A, \a,---) and pu = (p1,pe,---) are call interlaced, denoted by
NI > 2 A > g > e

4. The conjugate of a partition X is the partition \' such that
Ai = max{j : Aj > i}

In particular, N} = I(\), Ay = I(N) and notice that \" = \. For example, the
conjugate of (5441) is (43331).

According to Definition 8.4, we directly get that if p C A then I(\) > I(n) and
I(N) > 1(y). Also, p < X implies ;1 C X. Also as explained in [24, pp. 5] we have that if
i = X are interlaced, then A\, — p; = 0 or 1 for every ¢ > 1.

Definition 8.5. Elementary Symmetric Functions.For each integer r > 0, the r-th
elementary symmetric function e, is the sum of all products of r distinct variables x;, so
that eg = 1 and

e, = Z Tiy Tiy T, (8.7)
i1 <ia <o <ip
forr > 1. Forr < 0, we define e, to be zero. In particular, whenxy =2z9 =--- =z, =1,
Tptl = Tpyo = --- =0, e, is just the binomial coefficient when 0 < r < n:

n
rln =
0= (")

and e, =0 whenr > n.

Next, we introduce Skew Schur Polynomial based on [24, Chapter 1, (5.5), (5.11),
(5.12)].

Definition 8.6. Skew Schur Polynomial, Jacob-Trudi Formula

1. Suppose p C M\ are partitions. If y < \ are interlaced, then the skew Schur
polynomial s, with single variable x is defined by sy, (z) = zA=#l, Otherwise,
we define s/, (x) = 0.
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2. Suppose ;i C A are two partitions, define the skew Schur polynomial s/, with
respect to variables z1, s, - , T, by

Sx/u(1, - 2y ZH Syi pyi1 (i) an‘” - (8.8)

V) =1 (V) =1
summed over all sequences (v) = (V°,v!,--- ,v™) of partitions such that 1° = p,
v = Xand ° < v!' < ... < " In particula, when z1 = x93 = -+ =z, = 1,
the skew Schur polynomial is just the number of such sequences of interlaced
partitions (v). This definition also implies the following branching relation of skew
Schur polynomials:

S,{/N(!Ijl,...,xn) = an/)\(mlv- ..,J}m) . S)\/H(SL’m+1,...7$n), (89)
A

where 1 <m <n and s,/,(@) = 1{sx = A}.

3. We also have the following Jacob-Trudi Formula[24, Chapter 1, (5.5)] for the skew
Schur polynomial:

Sa/ = det (eA;,,L;fw)lSi’jSm (8.10)
where m > [1()'), and e, is the elementary symmetric function in Definition 8.5.

Based on the above preparation, we are ready to state the following lemma giving
the distribution of avoiding Bernoulli line ensembles at time [¢T'].

Lemma 8.7. Assume the same notation as in Definition 8.1, denote m = |tT], n =
T — [tT| and assume m,n € IN. Then, the avoiding Bernoulli line ensemble at time m
has the following distribution:
0,7,
HDavozd Ber(LT( ) - /\17 o aLg(m) = Ak) =
det (eAi—mr—i-ﬁ—j(lm)) . det (eyT—AJ—i-i-j(]‘n))
det (e 1m+”))

1<i,j<k 1<ij<k (8.11)

)

T _ T _;45
ot —a =it 1<ij<k

where \1 > Ay > --- > )\, are integers.

Proof. Notice that if we shift all z;,y; and \; by the same integer, both sides of (8.11)
stay the same and so we may assume that all of these quantities are positive by adding
the same large integer to all the coordinates. We then let x be the partition with
parts k; = y!, ;1 be the partition with y; = 2! and A be the partition with parts \; for
1 =1,...,k. All three partitions have length k. In view of (8.10) we see that the right
side of (8.11) is precisely

") 50 (17)

S\ /!
RHS of (8.11) =
SK’//L( T)

(8.12)

Let Q(0, 7,27, 4") be the set of all avoiding Bernoulli line ensembles from z7 to 47,
and analogously deﬁne Q(0,m, 7T, ) and 2(0,n, A\, 4"). Then we get by the uniformity of

0,7,% ,y
the measure IPMmd Ber that

[20,m, 77, M| - IQOTM ol

LHS of (8.11) = |Q(O 7,7, 50|

(8.13)
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Let us define the set

TBL, ={\ .. AT [ X = p, AT =5, N < X fori=0,--- T —1}.

By the definition of Q(0,7,Z7,¢") the map f : Q(0,7, %%, 57) — T BT

o/ given by

f(ﬁ) = (2(70)’ s 72('7T))a

where £(-, j) stands for the partition with parts £(7, j) for ¢ = 1,..., k defines a bijection
between Q(0,7, 77, 47) and TBZ/“ and so we conclude that

|Q(O7T7 fTaij” = |TB,Z//L| = SH’/M'(lT)’

where in the last equality we used (8.8). Applying the same argument to Q(0, m, Z7, \)
and Q(0,n, A\, ¥7) we conclude

|Q(0,m7fT,)\)| = S)\//“/(lm), |Q(0,H,A,QT)| = SH//)\/(].”), |Q(O,T, fT,gTN = S,,i//u/(].T).
(8.14)
Combining (8.12), (8.13) and (8.14) gives (8.11). O

8.3 Proof of Proposition 8.2 for d, be Wy

In this section we prove a few technical results we will need later as well as Proposi-
tion 8.2 for the case when @, b have distinct entries.

Lemma 8.8. Suppose that p € (0,1) and R > 0 are given. Suppose that z € [—R, R] and
N = pn+ /nzx € [0,n] is an integer. Then

exp (—nlog(l —p) — (1/2)logn — (1/2)log (p(1 — p)))

where the constant in the big O notation depends on p and R alone. Moreover, there
exist positive constants C,c > 0 depending on p alone such that for all large enough
n € Nand N € [0,n],

1—

en(1™) < C-exp (Nlog b nlog(l —p) —(1/2) logn) ~exp (—en ™' (N —pn)?).

(8.16)
Remark 8.9. Notice that when R > 0 is fixed and N € [pn — Rv/n,pn + R\/n] we have
N € [0,n] for all large enough n so that our insistence that N € [0, n] in the first part of

Lemma 8.8 does not affect the asymptotics. The second part of the lemma, equation
(8.16), also trivially holds if N ¢ [0,n] since ey (1™) = 0 in this case by Definition 8.5.

Proof. For clarity the proof is split into several steps.
Step 1. In this step we prove (8.15). Using Definition 8.5 we obtain

|
en(17) = m (8.17)

We have the following formula [28] forn > 1

1
<rp < —/— (8.18)

=2 "e~ e, where
n m™mn e e W ]_2’[7, n 1 12n
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Applying (8.18) to equation (8.17) gives

exp ((n+1/2)logn — (N +1/2)log N — (n — N +1/2)log(n — N) + O (n™'))

en(1") = V2r
» N n—N
= (\/%) - exp <(n+ 1/2)logn — (N +1/2) IngTl —(n=N+1/2)log (1—p)n> '

exp (—(N +1/2)log(pn) — (n — N +1/2)log((1 — p)n) + O (n™ 1)) .
(8.19)

Denote A = y/nz = O (n'/2), and we now use the Taylor expansion of the logarithm
and the expression for N to get

N A A1 A2
log = —log (1+ 2 ) = = = 22 4 0 (n?2)
pn n pn 2 p3n?

Analogously, we have

n— 2 _a/9
tos <1—zj>vn = oz (1 <1—Ap>n> ‘<1—Ap>n *%a —Ap>2n2 +0(n*")

Plugging the two equations above into equation (8.19) we get

en(1") = (V2r)~! - exp (—(N+ 1/2) L)A LA +0 (n—3/2)D :

n o 2p2n?

o (== 1) [ s ro (7))

exp ((n+1/2)logn — (N +1/2)log(pn) — (n — N + 1/2)log((1 — p)n) + O (n™'))

(8.20)
We next observe that
A(N+1/2) (n—N+1/2)A A2 _1/2
- + = - +0 (n Y
pn (I-p)n p(1—p)n ( )
A*(N+1/2)  A%(n—N+1/2) A? +O( _1/2)
2nZp? 21—-p)2n2  2p(1—p)n " (8.21)

(n+1/2)logn — (N +1/2)log(pn) — (n — N +1/2)log((1 — p)n) =

1-— 1 1
NlogJ — ilogp(l —p)— §logn—nlog(l - D)
p

Plugging (8.21) into (8.20) we arrive at (8.15).

Step 2. In this step we prove (8.16). If N = 0 or n we know that ex(1™) = 1 and then
(8.16) is easily seen to hold with C' = 1 and any ¢ € (0, min(— log p, — log(1 — p))). Thus it
suffices to consider the case when N € [1,n — 1] and in the sequel we also assume that
n > 2.

Combining (8.17) and (8.18) we conclude that
en(1") <exp((n+1/2)logn — (N +1/2)logN — (n— N +1/2)log(n — N))  (8.22)
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From (8.22) we get for all large enough n that

¢ :=log[en(1") - exp (=Nlog((1 — p)/p) + nlog(1 — p) + (1/2)logn)]

<(n+1/2)logn— (N+1/2)10ngn — (N +1/2)log(pn) — (n — N +1/2)log n-N

(1-pn

—(n—N+1/2)log((1 —p)n) — Nlog L-p +nlog(l —p) + (1/2)logn
= —(V+1/2)log 2 (n = N+ 1/2)log T — (1/2)log (o(1 )

= —(pn+ A +1/2)log (1+Zi) —((1—pn—A+1/2)log <1_(1_Ap)n> -

S 108 (p(1— 7)) < 1 + Y (A)

where C7 > 0 is sufficiently large depending on p alone and

¥n(s) = —(pn+ s +1/2) log (1 + p‘l) (1 —p)n—s+1/2)log <1 - (1—sp)n> (8.23)

where s € [-pn + 1, (1 — p)n — 1]. We claim that we can find positive constants Cs > 0
and ¢ > 0 such that for all n sufficiently large and s € [-pn + 1, (1 — p)n — 1] we have

Yn(s) < Co—en™'s? (8.24)

We prove (8.24) in Step 3 below. For now we assume its validity and conclude the proof
of (8.16). In view of ¢,, < C + ¢,,(s) and (8.24) we know that

eN(ln) S 6C1+02+N10%((1*p)/17)*”10%(1*17)*(1/2) logn | exp(fcnfl(N *p’rl)Q),

which proves (8.16) with C' = e“11C2,
Step 3. In this step we prove (8.24). A direct computation gives

. =—1o i 0 —; 1 1 1 1
P (s) = 1g(1+pn>+lg<1 (1p)n)+2 pn+t+2 T
! (pn+ 5)2((1 — p)n — 5)°

(8.25)

Notice that the numerator of ]/ (s) is a quadratic function with min at i, = (—p+1/2)n,
which is the midpoint of the interval [—pn + 1, (1 — p)n — 1]. Consequently, the numerator
reaches its maximum at either one of the two endpoints of the interval [—pn+1, (1—p)n—1].
The denominator is the square of a parabola that reaches its minimum also at the
endpoints of the interval [-pn + 1, (1 — p)n — 1]. Therefore, we conclude that
1 " " _%n2 +1
Yp(s) < p(=pn+1) =4 (L —p)n—1) = ICEDE
L 1 1- L <—1- L <—i:—2cn_1
n—1 2 (n=-12~" 2 n—-17" 2n

(8.26)

where ¢ = 1/4. Next, we prove (8.24) under two cases when s € [—pn + 1,0] and
s €10, (1 — p)n — 1], respectively.
1°. When s € [-pn + 1,0], by the fundamental theorem of calculus and (8.26) we get

0
_ 2p—1 1
vils) = 0) = [ Uy 2 0,0) ~ (=) (-2en7) = e
(s) = 0,0~ | wiitw) (O = (9)(-2en™) = 5
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and a second application of the same argument yields for s € [—pn + 1, 0]

0 2p—1 -1 N (2p—1)s ~1.2
wn( wn / ¢ dy >~ /s <2p(1_p)n — 2¢cn y) dy = m —Ccn s,

When p < 1/2, 2(;(”1:;))‘; < ;i’g:g’z = 211125), so (8.24) gets proved with Cy = 21(1:22).
When p > 1/2, (8.24) gets proved C5 = 0.

2°. When s € [0, (1 — p)n — 1], using the fundamental theorem of calculus and (8.26)

/ // 2p—1 _ 1
Y (s) / Yo (y)dy <= w1 —pn 2cn” s,

and a second application of the same argument yields for s € [0, (1 — p)n — 1]

u(s) /w < p=ls

- 2p( —p)n

When p > 1/2, 2(;’1 ;);n < <2g;(11>9p;§>" = 2’;;1, so (8.24) gets proved with Cy = 2’;;1.

When p < 1/2, (8.24) gets proved C, = 0. Combining 1° and 2° we complete the proof. O

Lemma 8.10. Assume the same notation as in Definition 8.1. Fix 7 € R* such that
z1 > --- > z. Suppose that T € N is sufficiently large so that for T > T, we have

2VT 4+ ptT > ayVT + k+1 and by VT + pT > oVT + ptT + k+ 1,

and define \] = | 2;V/T + ptT| fori = 1,...,k (to ease notation we suppress the depen-
dence of A on T in what follows). Settmg m = |[tT'| and n =T — m define

AN(T) = det (eM_xJT_Hj(W))KMQ - det (ey;_kj_m(l")) : (8.27)

1<i,j<k

BA(T) = (V2m)F - exp (kT'log(1 — p) + klog T + (k/2)log(p(1 — p))) -

exp( log< _p)z ) Ay (T) (6:28)

We claim that

lim BA(T) = (27) "2 - exp(—(k/2) log(p(1 — p)) — (k/2)log(t(1 — 1)))-

T—o0

det [ecl(tﬁp)aﬂj}

k t,p)a? + cao(t, p)b? (8.29)
(t,p)biz; 7 ’ i
i -det { } et Hexp( 5 ) .

Proof. Let us write

AL = det (e&,m_;,i+j(1m))1§i’j§k, A2 = det (ey;,AJ_,M(l”)) , and

1<i,j<k
AS :det(e r_.7_. (1 n) .
A Y, —x; ’LJr]( ) 1<ij<k
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Then from Lemma 8.8 we have

A} = det [exp (— (i—a) g —pm)2> exp (O (T‘l/Q))] - (Vam) 7.

2(1 —p)pm

k
exp (kmlog(l —p) — (k/2)logm — (k/2)log(p(1 — p)) + log ( ) > (i -] )

i=1

(8.30)
A2 = det {exp (— i ;\E;L_jp;pl_ pn)2> eXp 1/ ? }
exp (—knlog(l —p) — (k/2)logn — (k/2)log(p( )+ log <1 » p) i )
- (8.31)
A= et | (Jle 2?1+ jp)_pZT_ = )exp o) ]
exp <leog(1 —p) = (k/2)log T — (k/2)log(p( )+ log <1 > p> Xk: i )
=1

(8.32)

where the constants in the big O notation are uniform as z; vary over compact subsets of
R. Combining (8.31), (8.30) and (8.28) we see that

BA(T) = (2m) /% - exp(—(k/2) log(p(1 — p)) — (k/2) log(t(1 — 1)) + O(T")):

(8.33)

Taking the limit 7' — oo in (8.33), and using the identities

(Zi — aj)2 _ c1(t,plaiz k a1 <t7p) 2 2
det [exp <_2p(1p>t det |: 7i| - Hexp 2 (a”i + Zi) ; and

oo (g PN o] e (2025740

1,7 i—1
(8.34)
we get (8.29). O
Lemma 8.11. Suppose the vector m = (my,...,m,) satisfies k = > >, m;, and a; >

ag > --- > «ap. Then the following determinant

(55 e )iz

FEREEY L4
7j=1,...,k
U = det :
i—1 ;
(25 €% )i=1,..om,
j=1,...k
is non-zero for any Z = (21, ..., 2,) € R* whose entries are distinct.

Proof. We claim that, the following equation with respect to z over R

(€14 &2 4+ &y 2™ TN e (G, a1+ &) =0
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has at most (k — 1) distinct roots, where (&1, .. .,&;) € R¥ is non-zero.
Denote the rows of the matrix in the definition of U by vi,...,v;. If the above
claim holds, we can conclude that we cannot find non-zero (¢1,--- , &) € R¥ such that

&y + - -+ &gvg, = 0. Thus, the k row vectors of the determinant are linearly independent
and the determinant is non-zero. Thus it suffices to prove the claim, and we do it by
induction on k.

1°. If k = 2, the equation is (§; + £22)e®* = 0 or &% + £re%2% = (0, where £,& € R
cannot be zero at the same time. Then, it’s easy to see that the equation has at most 1
root in two scenarios.

2°. Suppose the claim holds for k£ < n.

3°. When k = n + 1, we have the equation

(El + 522 +--+ §7n12mi71)ealz 4 (§m1+"'+mp—1+1 + -+ Ekzmpil)eapz =0

but now >¥_ m; = n+ 1. WLOG, suppose ({1, ...,&n,) has a non-zero element and &
is the first non-zero element. Notice that the above equation has the same roots as the
following one:

F(2) = (&2 4 4 &m 2™ ) 4 4 Gy b1 + oo F &2 el = 0,

Assume it has at least (n + 1) distinct roots ;1 < 72 < -+ < 7p41. Then F'(z) = 0
has at least n distinct roots 6; < -+ < §, such that n; < 61 < 12 < -+ < I < Npt1,
by Rolle’s Theorem. Actually, F'(z) = (£(0 — 1))z 72 + - + & (my — 1)2™72) 4o
(s otmy 1 oo+ &z el ™)z = 0 where &, i = my +1,-- -, k are coefficients
that can be calculated. This equation has at most (m; —1)+mao+---+mp, —1=n—-1
roots by 2°, which leads to a contradiction. Therefore, our claim holds and we have
proved the lemma. O

Proof. (of Proposition 8.2 when &’,5 € Wy) Let us fix Z € Wy, and define AT as in
Lemma 8.10. We also let 2! and y! be sequences of integers such that

T T
: s — T
lim 2L — a; and lim Yi — DL _ b;

T—o0 \/T T—00 \/T

fori =1,...,k. In view of the Jacobi-Trudi formula (8.10) we know that B,(T') as in
Lemma 8.10 are non-negative and from (8.29) they converge as T tends to infinity to

(2m) /% - exp(—(k/2) log(p(1 — p)) — (k/2) log(t(1 — 1)))-

k
- det {ecz(mp)bizj} b e (_ ci(t, p)ai + 02(15,1?)37?) .
1=1

det [ecl(t>”)“izi] :

i,j=1 i,j=1 2

On the other hand, we have that when the entries of a, b are distinct

k

JLeetne.

i=1

k
H() = dot [eer 0]

k
. det [662(t,p)bﬂj}
ij=1

4,j=1

The last two statements imply that H(Z) > 0 and from Lemma 8.11 we have H(Z) # 0 so
that H(Z) > 0 for z € Wp. If 2 € W, \ W, then z; = z; for some i # j and then we see
that H (%) = 0 since the matrices in determinants in the equation above for H (%) have
i-th and j-th column that are equal, which makes the determinant vanish. This proves
the first two statements in the proposition.
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To prove the third statement observe that by the continuity, non-negativity of H(Z)
and the fact that it is strictly positive in the open set W} we know that Z, € (0, o] and
so we only need to prove that Z, < co. Using the formula

k
det [A; ;)51 = > (-1)7- ][ Aioty
=1

€Sk

and the triangle inequality we see that

§ H eC1(t:p)ac(;)z; < E H ecl(typ E \ai\)'\zﬂ

det |:€c‘1 (tm)ai Zj }

i,5=1
. o€Sk J kl oeSE =1 (835)
<k Hecl|zj|, where C; = ch(t,p)\ai|
i=1 i=
Analogously, define the constant Cy = Zle ca2(t,p)|b;| and we have
X k
det [ec2(t’p)bizj} <R Hecﬂzﬁl (8.36)
Using (8.35) and (8.36) we get

|H(%)| < kl Hec\zll es(t,p)z] (8.37)

where C = C; + Cs. Since the right side of (8.37) is integrable (because of the square in
the exponential) we conclude that H(Z?) is also integrable by domination and so Z. < co
as desired. O

8.4 Proof of Proposition 8.3 for @,b € Wy

For clarity we split the proof into several steps.
Step 1. In this step we prove that Z. from Proposition 8.2 in the case when a, b have
distinct entries satisfies the equation

2

(p(l— )(1—t))§ rl(f])) Sk a? cz(fp) sk 7det |:6 2p(1 spa—py (bi —a;)?

Z, = (27)® -
1,j=

(8.38)
Let B,(T) be as in Lemma 8.10 for A € 2, with #7, 77 as in the statement of the
proposition. It follows from Lemma 8.7 that

> D) (V) - exp(RTlog(1 ~ p) + (k/2)losT + (k/2)lozp(1 - p))
AEW

K
1-— P Z m+n
o <_10g <p> W - x?)) et (eyinzJ‘Tf”j(l " ))1<ij<k’

i=1

(8.39)

where we recall that m = [tT| and n = T — m. Taking the 7" — oo limit in (8.39) and
using (8.32) we obtain

. B\(T) el (biay)?]F
Tlgrcio Z Tk/2 = det [6 e ]ij:l ' (8-40)
A€W, ’
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For A\ € W, and T € IN we define Q,(T) to be the cube [\T~2 — ptv/T, (A +
T2 —ptVT) x - - x \NeT Y2 = pt/T, (M +1)T~ /2 — pt/T) and note that Q»(T') has
Lebesgue measure 7 %/2. In addition, we define the step functions fr through

)= Y BAT) 1g,m)(?) (8.41)
AG‘JBk
and observe that
Tk/2 / fr(Z (8.42)
AEQUk

where dZ represents the usual Lebesgue measure on R*.
In view of (8.29) we know that for almost every 2= (21, -+ ,2;) € R* we have

k
2

Tlim Jr(2) =1 snzy - H(z) - 2rp(1 —p)t(1 —1t)) " 2-

H ( erlt,p)a’ +cQ<tp>b) (843
exp 5 .

We claim that there exists a non-negative integrable function g on R* such that if T is
large enough

[fr(zn 2l < gz, 2)] (8.44)

We will prove (8.44) in Step 2 below. For now we assume its validity and conclude the
proof of (8.38).

From (8.43) and the dominated convergence theorem with dominating function g as
in (8.44) we know that

lim | fr(2dz= | HE@Ep(1-pit(1-1) Hexp< tp)a;czup)b)dz

(8.45)

Combining (8.45), (8.42) and (8.40) we conclude that

mPr

1 k k cq1 (t,p)a2+cq(t,p)b2
det |[emmnm e’ = | (@) @ap(l -1 - ) E [T ez
L=t Wi i=1
(8.46)
which clearly establishes (8.38).

Step 2. In this step we demonstrate an integrable function g that satisfies (8.44). Let us
fix \ € Wy,. If\; > a2l +m+1or\; <zl forsomei € {1,2,...,k} we know that

det (eAi*maT*”j(lm))lgi,jSk =0
To see this, observe that if A\, > 27 + m + 1 then the top-right s x (k — s)-th block in
the matrix consists of zeros (since ex(1™) = 0 for N > m + 1). Thus if A and B are the
top-left (s — 1) x (s — 1) submatrix and bottom-right (k — s + 1) x (k — s + 1) submatrix
we would have that
det (e/\i_wr_iﬂ-(lm)) =det A - det B,

1<i,j<k
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but then det B = 0 since its top row consists of 0’s. Similar arguments show that the
determinant is 0 if A, < 7 for some s € {1,2,...,k}, where now we would get a block
of 0’s in the bottom left corner using ex(1™) = 0 for N < 0. From the definition of
B(T) we conclude that By(T) = 0if A\; > I + m + 1 or \; < z7. Similarly, we have that
BA\(T)=0ifyl > \;+n+1oryl <\ for someie€ {1,2,...,k}, using that

=0

det (ey;,xﬁiﬂ(1n))lgm -
in this case. Overall, we conclude that B)(7T') = 0 unless

m>N\—al >0andn >yl —\; >0forallic {1,...,k}
which implies that for all large enough 7" we have

BA(T) =0, unless |\; — ;] +j—i| < (L+p)mand |y} —X;j+j—i| < (L+pn (8.47)

foralli,j € {1,---,k}. To see the latter, suppose that there exist ¢, j such that (1 +p)m <
|\i — 2] +j — i|. Then we have

(1+p)m<|/\i—xJT+j—i|S|)\i—a:iT|—|—k:—|—|xiT—a:]T|:|)\¢—JJZ»T|—|—O(\/T).

When T is sufficiently large, the above inequality implies \; — I & [0,m] so that
Bx(T) = 0, and similar result holds for y/ — \; + j — i, which justifies (8.47). From the
definition of B, (T") we know

BA(T) = Cr - det[E(\; — x] +j —i,m)]} ,_y - det[E(y] — X\; +j —i,n)]};_,, where
1—
E(N,n) =en(1") - exp <—N10g <pp> + nlog(l —p) + (1/2)log n> , and
Cr = (V2m)*(p(1 — p))k/2 ~exp(klogT — (k/2)logn — (k/2)logm).
(8.48)
Notice that C'r is uniformly bounded for all T large enough, because
k k k T2 k
klogT — = logn — — 1 =1 = ——log(t(1 —t 7!
el T glen T g lem =y Og(LtTJ T - LtTJ)) g gt =) + O (™)
(8.49)

and O (T~!) is uniformly bounded.
In view of (8.16) we know that we can find constants C7, ¢; > 0 such that for all large
enough T and N; € [0,m] and N, € [0, n] we have

E(Ni,m) < Cyexp(—cym™ (N1 — pm)?) and E(N2,n) < Cyexp(—cin™ ' (Na — pn)?)
(8.50)

Observing that e,.(1") = 0 for » > n or r < 0, we know that (8.50) also holds for all
N1 € [-(1 4 p)m, (1 + p)m] and Nz € [—(1 + p)n, (1 + p)n]. Combining (8.47), (8.48) and
(8.50) we see that for all A € 20, and T sufficiently large

k
0<BANT)<CY [N —af +j—il <@ +pm}- Yy =N +j—il < (1+pn}-

o, TES i=1
exp <fET*1 {()\2 — \/Tao(i) — ptT)? + (\/Tbl — A + ptT)QD
(8.51)
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where ¢, C' > 0 depend on p, ¢, k but not on T provided that it is sufficiently large.
In particular, we see that if z € R” then either Z ¢ Q,(T) for any A € 2J;, in which
case fr(Z) =0 or Z € Q,(T) for some A\ € 2, in which case (8.51) implies

0< fr(®<C Y Hexp (—e((z — ap()? + (b — 20))) (8.52)

where C, ¢ > 0 depend on p, t, k but not on 7" provided that it is sufficiently large. We
finally see that (8.44) holds with g being equal to the right side of (8.52), which is clearly
integrable.

Step 3. Our work in Steps 1 and 2 implies that the density p(Z) we want to prove to be
the weak limit of Z7 has the form

k
p(2) = Z" - det [ecl(t’p)aizfr - det [ecz(tap)bizj}k . H e~ P! where
i.j=1 ig=1
k k c1(t,p) kg2 ca(t,p) kb2 — s (bi—a;)? k
Z.=(2m)z(p(1 —p)t(1 —t))z-e =z Zi=1% .~z 2i=1" det [e 2p1=p) (01— .
i,j=1
(8.53)
We fix a compact set K C W and for 7 € K we define A7 () € 20, through
M(Z) = |ptT + zTY?| fori=1,... k.
In this step we prove that
lim T2 UL (LT (m) = AT (2), -+, LE (m) = AL(2)) = p(2), (8.54)

T—o0
where the convergence is uniform over K. Combining (8.11), (8.28),(8.32), (8.33), (8.34)
we get

T2 RO I (LT (m) = AT (2), -+ LE (m) = AL (2) = [1+O(T /)] 2m) /2.

avoid,Ber

det [ecl(t’p)aﬂj} - det [e”(t’p)bm} -exp(—(k/2)log(p(1—p))—(k/2) log(t(1—t)))-

k

ca(t,p), o, o c2(tip) 10 o (yf—x?—l—j—i—pTF
| | exp ( (af +2z;7)——2(b;+2;) | -det |exp
i=1 2 2 2(1=p)pT

where the constants in the big O notation are uniform over K. Using that

(yi —=] +j—i—pl)?
det [exp [ — J
[ ( 2(1 = p)pT

= det {e*m(bi*‘”f] [1+o(1)],

where the constant in the little o notation does not depend on K and (8.53) we see that
1,27 g7 — - — =
T2 P i, (LT (m) = AT (2), -+, L (m) = M[(2)) = [1+ O(T)][1 + o(1)] - p(2),

which implies (8.54).

Step 4. In this step, we prove that for any R = [ug, v1] X - - X [ug,vi] C W¢

lim P(Z* € R) :/p(é')dé', (8.55)
R

T—o0
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where we have written P in place of P%7% #7115 ease the notation.

avoid,Ber

Define m! = [u;/T + ptT] and M = [vzf + ptT|. Then we have:

P(z" eR) :IP(ui\/T—i—ptTSLiT(LtTJ) < VT + ptT,i = 1k)

Z Z )= A, LE(IET]) = M)

kl—ml kk_mk
MT

= Z Sy TRRLTRE R ([#T)) = A, LE ([ET) / hr(Z)dz
/\1—m1 ’\k_"Lk

where hp(Z) is the step function

M1
he(Z)= ) - Z 1o, (ry(2) - TH2 P(LT([¢T]) = M, LE(T]) = Ae),
Al_ml )\k_mk

where as in Step 1, Qx(7) is the cube [\T~2 — pt/T, (A + D)T~Y2 — pt/T) x
NI~ Y2 —pt/T, (A, + )T~ Y2 —pt+/T). The last equation and (8.54) together imply that

P (2" € R) = [1 + o(1) / p(2)dz.
R
Letting T' — oo in the last equation we obtain (8.55).

Step 5. In this step, we conclude the proof of the proposition. By [16, Theorem 3.10.1] to
prove the weak convergence of Z7 to p it suffices to show that for any open set U C Wy

liminf P(Z7 € U) > / p(2)dz. (8.56)
T— 00 U

In the remainder we fix an open set U C W, and prove (8.56).

From [30, Theorem 1.4] we know that we can write U = U2, R;, where R; =
[uf,vi] x -+ x [ul,vi] are rectangles with pairwise disjoint interiors. Let us fix n € IN and
€ > 0 and put RS = [u} +¢€,v] — €] x -+ x [u} + €, v} — €]. By finite additivity of P and (8.55)

liminf P(ZT € U) > hmlanP(ZT eUr RS =

T—o0

€ J—
hHi}lOI(ljf Z P(ZT € RY) Z / 2)dZ = / z%dz
=1
We can now let ¢ — 04 and n — oo above and apply the monotone convergence theorem
to conclude that the right side converges to [, U p(z)dz. Here we use that p is continuous
and non-negative. Doing this brings us to (8.56) and thus we conclude the statement of
the proposition.

8.5 Proof of Proposition 8.2 for any da, be Wi

In this section, we give the proof of Proposition 8.2 for any 6,5 € Wi. In what
follows we assume that d, b have the form in (8.3), which we recall here for the reader’s
convenience.

a= (al’.‘. ,ak) = (0417"' L0, Oy ,ap)
mi mp
. (8.57)
b:(blv"'7bk):(ﬂ17"'7ﬂ1;"'75qa"'75q)
ni Ng
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We recall that a1 > ag > -+ >y, f1 > 2> -+ > fgand D0 m; = >0 n; =k We

denote m = (mq,--- ,my), T = (N1, ,ng). If a@,b have the above form we recall from
(8.5) that
k
H(2) = o(d, Z,m) - (b, 2,7) - [[ e =, (8.58)
=1

where ¢ and ) are as in (8.4).
We next introduce some new notation that will be useful for our arguments. For any
€ > 0 we define the vectors @l and b through

(@) mytootms 14j =i+ (mi—j+1efori=1,...,pand j =1,...,m;, (8.59)
)yt tniarj =Bi+ (i —j+1efori=1,...,qand j =1,...,n,.
Similarly, we define the vectors a_ and 5; through
(G/E_)m1+...+mi71+j = Q; — j€ for: = 1, ...,p andj = 1, e, My, (860)

(b;)n1+"'+7lif1+j = ﬁb - j€ fori = 1a - q and.j = 17 ceey T
We next let H+, H- be as in (8.58) for the vectors @, b} and @_,b_ respectively. In
particular,

k

) He_cg(t7p)2i2' (8.61)

i=1

HZE(2) = det [ecl(twl’)(af)j,zj} k

i.j=1

det [een e 65 :

4,5=1

Observe that by construction we have a=, 5} € Wy forall € € (0,1) that are sufficiently
small, which we implicity assume in the sequel. It follows from our work in Section 8.3
that
z* = H*E(2)dz € (0,00)
Wi
and so the functions
pe(2) =257 HX(2) (8.62)

are well-defined densities on Wy,.

We next recall some basic notation for multivariate Taylor series. Suppose ¢ =
(01,...,0%) is a multi-index of length k. In our context, we require oy,...,o be all
non-negative integers (some of them might be equal). We define |o| = Zle o; as the
order of 0. Suppose 7 = (11,...,7;) is another multi-index of length n. We say 7 < o if
7 <o;fori=1,--- k. Wesay 7 < ¢ if 7 < ¢ and there exists at least one index ¢ such
that 7; < ;. Then, define the partial derivative with respect to the multi-index o:

_ 8|“|f(x1,--- ,Tk)

e i o

We also have the Taylor expansion for multi-variable functions:

1
flan, - m) =Y D7 I(@0) (& — #0)7 + RI.(%,7)) (8.63)

lol<r

In the equation, o! = oqlog! - - - 01! is the factorial with respect to the multi-index o,

Zo = (29, ,2Y) is a constant vector at which we expand the function f, (¥ — %)’ stands

for (zq — 29)7* -+ (z — 2)7%, and

= = 1 o — = = = = \O
Rl (#.30)= ), —D7f(d0 +6(F — £0))(¥ ~ 7o)

o:lo|=r+1
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is the remainder, where 6 € (0, 1).
We also need some notation for permutations. Suppose s, is a permutation of

{1,...,n}, and s,(i) represents the i-th element in the permutation s,. We define
the number of inversions of s, by I(s,) = Y i Z] _it1 s, (i)>s,(j)}- For example,
the permutation s, = (1,...,n) has 0 number of inversions, while the permutation
s5 = (3,2,5,1,4) has number of inversions equal to 2+ 1+ 2+ 0+ 0 = 5. Define the
sign of permutation s, by sgn(s,) = (—1)!(*»). For instance, sgn((1,...,n)) = 1 and
sgn(ss) = —1 in the previous example.

We now turn to the proof of Proposition 8.2.

Proof. (of Proposition 8.2) For clarity we split the proof into two steps.
Step 1. In this step we prove that for every z € W, we have

lim e 2= (%) -2 (%) g% (2) = O(m) - C(7) - H(Z), where

e—0+
H (jo — j1) and C(7 Hni H (J2 — J1)-

f[ 1 (8.64)
C(m) =
i=1 m 1<j1<j2<m; i=1 1<j1<j2<n;

7

As the cases are very similar we only show (8.64) for H j . Equation (8.64) would follow
if we can show that

P m; k
lim e =1 (%) . det [emtvp)(af%z]} = C(im) - p(a@, Z,m),
Jj=1

o o (8.65)
lim e (9) - deg [ext00D5 ] — (@) (B, 2.7),
Jim e e iy = G 90, 27)
Let us put f(¢,z) = det [er(t:P)e ZJ]szl, 9(¢,2) = det [602“’1’)”%’]?],:1, u=>" ("),
v =", (). By the multi-variable Taylor series expansion (8.63) we know that
oo D7 f(a, z) o
fad 2= == a - a7 + R, (@) a2). (8.66)
lo|<u )
where )
Rl (@fa2)= Y, —Df@+6@ —a).2at -a’. (8.67)
o:lo|=u+1

and # € (0,1). We also observe, by basic linear algebra, that for any multi-index
a=(ag,...,qk) .
DO f(Z,7) = det {(cl(t p)z;) e (tp)i ] - (8.68)
l,j:

We note that if |o| < u then there existi € {1,...,p} and j1,j2 € {1,...,m;} such that
J1 7 j2 and Oy 4t 1451 = Tma+-+ms_1+j»- Lhe latter implies that D7 f(@, Z) = 0 since
by (8.68) the latter is the determinant of a matrix with two equal rows. An analogous
argument shows that D7 f(a@, 2) = 0 unless |o| = uw and {0, 4ccqm; 145 :J=1,...,m;} =
{0,1,...,m; — 1} foralli € {1,...,p}.

On the other hand, if || = v and {oym,+4m; 1457 =1,...,m;} ={0,1,...,m; — 1}
foralli € {1,...,p} we have that

o= (o o2, ,oP),
where o' € S,,,, (the permutation group of {0,1,...,m; — 1}). Using the multi-linearity of
the determinant we obtain for all such ¢ that
Dof(a,z . o Posgn(at) - ™, ro' ()
L(dj —a)? =€"-F(o)-(d, z,m), where F(o) = H gnte) 11,2, .
i=1
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Summing over all o we conclude that

De (@, z o T
Z %(aj_a) =€ 'Qo(aaszn)']__[l

lo|<u

H (j2_j1) = eu'@(a Z, _z)c(m)v

U 1<g1<g2<m;

where in deriving the above we used the formula for a Vandermonde determinant, cf.
[24, pp. 40]. Combining the latter with (8.66) and (8.67) we conclude that

|e*“f(c?j,z*) —C(m) - (@, z, rﬁ)| < |e*“R£+1(5j,&, Z)| = O(e). (8.69)
Analogous arguments show that

‘ (bt %) — C() - (b, Z,7)| < |e "R, (57,5, 2)] = OCe). (8.70)

Combining (8.69) and (8.70) we conclude (8.65).

Step 2. In this step we conclude the proof of the proposition. In view of (8.64) and the
fact that H(Z) > 0 for Z € W} (we proved this in Section 8.3) we conclude that H(Z) > 0
for Z € W2. Also by Lemma 8.11 we know that H(Z) # 0 for Z € W, and so indeed,
H(Z) > 0 for 7 € W2. Furthermore, we know that H(Z) = 0 for Z € W}, \ W} since the
determinants in the definition of H (%) vanish due to equal columns when 2 € W;, \ W¢.
Finally, we observe that by (8.69) and (8.70) we know that there exist positive constants
D, d > 0 independent of € provided it is sufficiently small such that

eT“7Y  H(Z)| < D -exp (d||5|| — 03(t,p)||5||2) , (8.71)

where as usual ||Z]|? = Zle z2. In view of (8.71) and the dominating convergence

theorem, we conclude that H(?) is integrable and since it is continuous and positive on
W2 we conclude that Z, € (0, c0) as desired. O

The above proof essentially shows the following statement.

Corollary 8.12. Let d, b € Wy. Let p;t be as (8.62), and let p be as in Proposition 8.2 for
the two vectors @,b. Then p* weakly converge to p as ¢ — 0+.

Proof. We use the same notation as in the proof of Proposition 8.2 above. As the proofs
are analogous we only show that p} weakly converges to p. We claim that for any Borel
set B C Wy

lim [ et UH (2)ds = C(m) - O(7) - / H(z)d>. (8.72)
e—0+ B B

Assuming the validity of (8.72) we see that for any Borel set B C W}, we have

f o C(Tﬁ C(ﬁ f —

which proves the weak convergence we wanted. Thus we only need to show (8.72).
In view of (8.64) we know that e~“~YH(z) converges pointwise to C(m) - C(7i) - H(z)
and then (8.72) follows from the dominated convergence theorem, invoking (8.71). O

8.6 Proof of Proposition 8.3 for any a, be Wi,

We fix the same notation as in Section 8.5 and suppose that ¢ > 0 is sufficiently small
so that @+, bX € W;. To prove the proposition it suffices to show that for any & € R

€ 7€

0,7, T T -\ 7o
lim IPavmz Byer (2] <er,.... 2 <) = / p(Z)dzZ, (8.73)
T— 00 WiNR
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where R = (—o0,¢1] X -+ X (=00, ¢1].
We define the vectors &/ and ¢, through

(@ ) mattmicatd = Ty oo,y 45 T VT (i =+ Dl fori=1,....p, j = 1,...,m;,
W) nattnicts = Yooy + VT = j + el fori=1,....q,5=1,....n;.
Similarly, we define the vectors Z_; and y,_  through
(:E;T)mﬁ...erFﬁj = xchr.__erth - L\/Tjej fori=1,...,pand j=1,...,m,,
(Y )nattni_1+j = yZIJr___JrnFlﬂ — |VTje|] fori=1,...,qand j =1,...,n,.

It follows from Lemma 3.1 that

0.1, 1.7+ 1 T 07,2757 [ T T
IPLwoid,Ber (Zl SClyeey Zk < Ck) < IPa'uoid,Ber (Zl SC PR Zk < Ck) < (8.74)
0T 1.1 (T T '
Pavoi(LBer (Zl < Cly.vey Zk < Ck) '

Taking the limit as 7' — oo in (8.74) and applying our result from Section 8.4 we obtain

/ pT(2)dZ < liminf IPg;}TO’ZTéi (ZlT <e,..., Z,{ < ck) <
WiNR T—o0 ’
oo (8.75)
limsup PO 0 (Zf <1, 2 <o) < / p~ (2)dz.
T—00 ’ WiNR
Taking the ¢ — 0+ limit in (8.75) and invoking Corollary 8.12 we arrive at (8.73). This
suffices for the proof.
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