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Abstract

We provide sufficient criteria for explosion in Crump-Mode-Jagers branching process,
via the process producing an infinite path in finite time. As an application, we deduce
a phase-transition in the infinite tree associated with a class of recursive tree models
with fitness, showing that in one regime every node in the tree has infinite degree,
whilst in another, the tree is locally finite, with a unique infinite path. The latter
class encompasses many models studied in the literature, including the weighted
random recursive tree, the preferential attachment tree with additive fitness, and the
Bianconi-Barabási model, or preferential attachment tree with multiplicative fitness.
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1 Introduction

In Crump-Mode-Jagers (CMJ) branching processes, an ancestral individual produces
offspring according to a random collection of “birth times” on the non-negative real line.
At each birth time, a new individual begins to produce offspring, according to a collection
of points identically distributed to those associated with the ancestral individual, but now
shifted by their birth time, and one is generally interested in features of the population
as time varies. For example, if for some t ∈ [0,∞), there exists infinitely many individuals
at time t, one says that explosion occurs.

Suppose that ξ(t) denotes the random number of individuals produced by the an-
cestral individual by time t (with ξ(0) denoting the number of individuals produced
“instantaneously”). A result of Komjáthy [13, Theorem 3.1(b)] states that, if for all t > 0

ξ(t) < ∞ almost surely, and for some t0 > 0, we have E [ξ(t0)] < 1, explosion does not
occur. The latter condition is equivalent to having E [ξ(0)] < 1 and E [ξ(t0)] < ∞ for
some t0 > 0. In this short note, we provide a sufficient condition that guarantees the
emergence of an infinite ancestral path of individuals in finite time in CMJ branching
processes (see Theorem 3.8 and Corollary 3.11). This is thus also a sufficient condition
for explosion.
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CMJ processes have been well studied in the so called Malthusian regime (for
example [12, 18, 19]), however, far fewer results are available outside the Malthusian
regime, including, in particular, the regime where explosion may occur. In this regard,
Komjáthy [13] has made a number of foundational contributions, under the assumption
that ξ(t) <∞ almost surely for all t > 0, (that is, the assumption that sideways explosion
does not occur). These include characterising the distribution of the explosion time
in terms of the solution of a functional fixed point equation. Necessary and sufficient
conditions for explosion in branching random walks with plump offspring distributions
have been provided in [1], where the authors showed that this property is equivalent,
in this case, to a weaker condition called min-summability. This was extended to
age dependent branching processes, and processes with incubation in [13, Section 5
and Section 7]. In [2], the authors provided sufficient criteria for local explosion in
related growth-fragmentation processes. Recently, when one allows for the possibility of
sideways explosion, sufficient criteria have been provided for explosion to occur via an
infinite path, or by a single node having infinite degree in [11].

1.1 Random recursive trees with fitness

One commonly used application of CMJ branching process is to evolving random
tree models (an approach originating in [20]). In recursive trees with fitness, nodes
n, labelled by the natural numbers, arrive one at a time, and are assigned an i.i.d.
random weight Wn. This node then is connected with an edge directed outwards1

from a randomly selected target node v. The node v is selected at the nth time-step
with probability proportional to a fitness function f(deg+(v),Wv) which incorporates
information about the out-degree of v at the nth time-step. Particular instances of this
model include inhomogeneous preferential attachment models, such as the Bianconi-
Barabási model (introduced in [3]) and preferential attachment with additive fitness
(introduced in [8]); and the weighted random recursive tree [6, 21]. Inhomogeneous
preferential attachment models are often used as models for the evolution of complex
networks arising in applications.

Interesting effects can occur in these recursive tree models, often as a result of the
inhomogeneities. Suppose that Nk(n) denotes the number of nodes of out-degree k in
the model at the nth time-step. Note that this implies that

∑∞
k=0 kNk(n)/n = 1, since

there are n edges in the tree at the nth time-step. Suppose also that limn→∞
Nk(n)
n exists

for all k, which we denote by pk. It is conjectured [10] that, if

∞∑
j=1

E

[
j−1∏
i=0

f(i,W )

f(i,W ) + λ

]
< 1, for any λ > 0 such that the sum converges,

then
∑∞
k=0 kpk < 1. This indicates that a positive fraction of ‘mass’ of edges has been lost

to a sub-linear number of nodes of ‘large degrees’. This effect, which has been proved in
a number of particular instances, is known as condensation (see, for example, [5, 7]).
Moreover, if the sum does not converge for any λ > 0, an extreme condensation effect is
believed to occur, where

∑∞
k=0 kpk = 0. One of the goals of this article is to investigate

this extreme condensation regime, in the scenario when
∑∞
i=1

1
f(i,W ) =∞ almost surely.

By drawing connections to related work in [11], we show that a phase transition occurs
in this regime. In one phase every node in the infinite tree associated with the model
has maximum degree possible (which may be infinite), whilst in another phase, this tree
is locally finite, with a unique infinite path. One may interpret the latter phase as an

1In different formulations of this model the edge is directed inwards instead, and the fitness function is a
function of the in-degree.
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extreme effect of competition from ‘newer’ nodes, with so much mass of edges carried
away by these nodes, that any individual in the infinite tree only has finite out-degree.

1.2 Overview

Section 2 deals with preliminaries: a formal description of the model (which gener-
alises the classical CMJ framework) in Section 2.1, and measure theoretic technicalities
in Section 2.2. The main results appear in Section 3: in Theorem 3.8 and Corollary 3.11
we provide a sufficient condition for explosion to occur via an infinite path appearing
in finite time. These results use facts from Section 3.1 where we note that a number
of properties of CMJ processes that are ‘inherited’, including explosion, occur with
probability 0 or 1, when one conditions on ‘survival’ of the process. Section 3.3 deals
with applications to the recursive tree with fitness model: Theorem 3.16 provides a
classification of the structure of the infinite tree T∞ associated with this model, whilst
Theorem 3.17 applies these results to a ‘linear fitness’ regime, proving the aforemen-
tioned phase-transition. The linear fitness regime encompasses many existing models
including the Bianconi-Barabási model, preferential attachment model with additive
fitness, and the weighted random recursive tree.

2 Preliminaries

2.1 Notation and model preliminaries

In general, we will follow similar notation to that used in [11]. First, we use N :=

{1, 2, . . .}, N0 := N ∪ 0, N∞ := N ∪ ∞. We consider individuals as being labelled by
elements of the infinite Ulam-Harris tree U∞ :=

⋃
n≥0N

n; where N0 := {∅} contains a
single element ∅ which we call the root. We denote elements u ∈ U∞ as a tuple, so that, if
u = (u1, . . . , uk) ∈ Nk, k ≥ 1, we write u = u1 · · ·uk. An individual u = u1u2 · · ·uk is to be
interpreted recursively as the ukth child of the individual u1 · · ·uk−1; for example, 1, 2, . . .

represent the offspring of ∅. We consider a Crump-Mode-Jagers branching process
as a random labelling2 of the elements of U∞ with elements of [0,∞], one considers
birth-times. In order to do so, we assume the existence of a complete probability space
(Ω,Σ,P) and equip U∞ with the sigma algebra generated by singleton sets. We then,
assume the existence of a random (measurable) function X : Ω × U∞ → [0,∞], where,
for u ∈ U∞, we think of X(uj) as the displacement or waiting time between the (j − 1)th
and jth child of u. We use the values of X to associate birth times B(u) to individuals
u ∈ U∞. In particular, we define B : Ω× U∞ → [0,∞] recursively as follows:

B(∅) := 0 and for u ∈ U∞, i ∈ N, B(ui) := B(u) +

i∑
j=1

X(uj).

Consequentially, a value of X(ui) = ∞ indicates that the individual u has stopped
producing offspring, and does not produce i children or more.

We introduce some notation related to elements u ∈ U∞: we use | · | to measure the
length of a tuple u, so that, if u = ∅ we set |u| = 0, whilst if u = u1 · · ·uk then |u| = k.
Given ` ≤ |u|, we set u|` := u1 · · ·u`. We say a subset T ⊂ U∞ is a tree if, given that
u ∈ T , we also have u|` ∈ T , for each ` ≤ |u|. Note that any such trees can be viewed as
graphs in the natural way, connecting nodes to their children.

For each t ∈ [0,∞], we set Tt = {(x,B(x)) ∈ U∞ × [0,∞] : B(x) ≤ t}, we think of
this as the genealogical tree of individuals with birth time at most t. We also define

2Note that the notation we introduce here is actually more general than the classical CMJ branching process,
assumed to satisfy Assumption 3.1. In principle, one may consider structures with more correlations, or also
consider labelling structures that allow these labels to take values in an arbitrary vector space instead of
[0,∞].
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for each k ∈ N0, Gk := {(x,B(x)) ∈ U∞ × [0,∞] : |x| ≤ k}. We set T∞ :=
⋃
k∈NGk. We

denote by (Ft)t≥0 and (Gk)k∈N0
the natural filtrations generated by (Tt)t≥0 and (Gk)k∈N

respectively3. In relation to the process (Tt)t≥0, we define the stopping times (τk)k∈N0

such that τk := inf{t ≥ 0 : |Tt| ≥ k}. One readily verifies that (|Tt|)t≥0 is right-continuous,
and thus |Tτk | ≥ k. We call τ∞ := limk→∞ τk the explosion time of the process. For a
given choice of X, we say that T∞ is an X-Crump-Mode-Jagers (CMJ) branching process.
We also use this term in regards to the stochastic processes (Tt)t≥0 and (Gk)k∈N0

. In
this paper we denote by S the event

S :=
{
∀k ∈ N ∃u ∈ Nk : B(u) <∞

}
. (2.1)

In words, this event indicates that individuals u of arbitrarily large size |u| are born. We
call this event survival, and the complementary event Sc extinction.

It will be helpful to have notation concerning “shifts” of T∞ representing the sub-tree
associated with some u ∈ U∞. With regards to birth-times, for any v ∈ U∞ we define

B(u)(v) :=

{
B(uv)− B(u) if B(u) <∞
∞ otherwise.

For u ∈ U∞, we define T ↓u∞ :=
{

(x,B(u)(x)), x ∈ U∞
}

.
For each u ∈ U∞ it will be helpful to a have a map ξ(u) : Ω× [0,∞]→ N0 indicating

the number of children u has produced, more precisely, we define ξ(u)(t) such that

ξ(u)(t) =

{∑∞
i=1 1{B(u)(i)≤B(u)+t} if B(u) <∞;

0 otherwise.

We denote by ξ(t) := ξ(∅)(t).

2.2 Measure theoretical technicalities

Formally, we consider T∞, as a random mapping Ω×U∞ → [0,∞], such that u 7→ B(u).
Viewing the branching process as a random function from U∞ to [0,∞], it is helpful to
define a sigma algebra on the space of functions [0,∞]U∞ , representing properties of
the branching process that can be “measured”. In particular, we want to ensure events
involving uncountable unions, such as “there exists an infinite path in finite time”, can
be measured. This is the reason for the technicalities in this section.

In this regard, given X, and hence B, we define the function ιB : Ω → [0,∞]U∞

such that ω 7→ B(·, ω). We equip [0,∞]U∞ with the pushforward sigma algebra induced
by the map ιB, that is, the sigma algebra J :=

{
A ⊆ [0,∞]U∞ : ι−1B (A) ∈ Σ

}
. The fol-

lowing is a foundational definition from descriptive set theory. Here, we reformulate
Definition 1.10.1. [4]:

Definition 2.1 (Souslin scheme). Given a collection of subsets C of a given set S, a
Souslin scheme over C is a mapping that associates to every sequence n1 · · ·nk of natural
numbers, a set Cn1,···nk

∈ C. A Souslin operation is the map that associates, to every
Souslin scheme {Cn1,···nk

, n1 · · ·nk ∈ U∞} over C, the set⋃
(ni)∈N∞

∞⋂
k=1

Cn1···nk
.

The collection of such sets, along with the empty set is denoted A(C).
3More formally, we view (Tt)t≥0 as a measurable mapping Ω × [0,∞) × U∞ → [0,∞], where, Tt(u) =

B(u)1B(u)≤t +∞1B(u)>t. Likewise, we view (Gk)k∈N0
as a measurable map Ω×N0 × U∞ → [0,∞], where,

Gk(u) = B(u)1|u|≤k. Also, as a formality, by taking completions if necessary, we assume that each Ft and Gk
is complete.
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The following beautiful theorem is also classical from descriptive set theory, here we
reformulate Theorem 1.10.5. [4]:

Theorem 2.2. Suppose that a sigma algebra C is complete with respect to a finite,
non-negative measure µ. Then A(C) = C.

This theorem shows that, since (Ω,Σ,P) is a complete probability space, a number of
events, expressed as uncountable unions, are measurable. In particular, if, for u ∈ U∞
we define the random variable

τpath(u) := inf
t≥0

{
∃(nk) ∈ N∞ : ∀k ∈ N B(u)(n1 · · ·nk) ≤ t

}
,

i.e., the first time t such that there exists an infinite path (or ray) starting at u with
all individuals on the path born before t. Then, as an application of Theorem 2.2, we
know that, for any t ∈ [0,∞], the event {τpath(u) < t} is measurable. In particular, that
τpath(u) is a random variable. For brevity, we write τpath := τpath(∅). We say that vertical
explosion occurs if τpath < ∞. This terminology complements the notion of sideways
explosion from [13], when

∑∞
i=1X(i) <∞ with positive probability.

3 Main results and proofs

In general in this paper, we will assume the following throughout:

((X(uj))j∈N) are independent for different u ∈ U∞. (3.1)

Note that this implies that for distinct u1, u2 ∈ U∞ with |u1| = |u2|, the values of
(B(u1)(v))v∈U∞ and (B(u2)(v))v∈U∞ are independent on B(u1),B(u2) < ∞, hence so are
the sub-trees T ↓u1

∞ ,T ↓u2
∞ . Note that, since |u1| = |u2| and are distinct, the sub-trees

T ↓u1
∞ ,T ↓u2

∞ are disjoint.
We will also, mostly, require the following assumption:

Assumption 3.1. In addition to (3.1), we have

T ↓u∞ ∼ T∞ on {B(u) <∞} . (3.2)

More formally, the regular conditional distribution of T ↓u∞ on {B(u) <∞} coincides with
the distribution of T∞.

Note that Assumption 3.1 is the classical definition of a CMJ branching process, and
is the same as assuming that ((X(uj))j∈N) are i.i.d. for different u ∈ U∞, hence this
assumption is stronger than (3.1).

3.1 Inherited properties and a conditional 0− 1 law

Given a set P ∈ J , we say that T∞ has property P if T∞ ∈ P. Using the map
ιB : Ω → [0,∞]U∞ , we often identify properties with events B ∈ Σ in the probability
space (Ω,Σ,P). Recall the event S from (2.1).

Definition 3.2 (Inherited and bidirectionally inherited properties). We say that a property
P is inherited if, whenever T∞ ∈ P, then, for each i with B(i) < ∞, we have T ↓i∞ ∈ P,
and, moreover, T∞ ∈ P if the event Sc occurs. We say that a property P is bidirectionally
inherited if it is inherited and it is the case that T∞ ∈ P, if and only if for each i with
B(i) <∞, we have T ↓i∞ ∈ P.

Remark 3.3. Since the event of extinction Sc implies that extinction also occurs in the
tree T ↓i∞ , it follows that any inherited property occurs on extinction.

Example 3.4. Some examples of inherited properties include {τpath < ∞}c (i.e., the
event “there is no infinite path in finite time”) and {τ∞ <∞}c. The event {τpath <∞}c
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is also bidirectionally inherited, however, one may construct counter examples to show
that {τ∞ <∞}c is not bidirectionally inherited in general, when Assumption 3.1 is not
satisfied.

The following is well-known for inherited properties, at least with respect to Bienaymé-
Galton-Watson processes (see, e.g., [17, Proposition 5.6]). We provide proof here that
works in a rather general setting.

Proposition 3.5 (Conditional 0− 1 law). Let T∞ be an X-CMJ branching process. Then,
we have the following:

1. Suppose Assumption 3.1 is satisfied. Then, for any inherited property P, either
P (T∞ ∈ P) = 1 or P ({T∞ ∈ P} ∩ S) = 0. In particular, if we have P (S) > 0, then
P (T∞ ∈ P | S) ∈ {0, 1}.

2. More generally, suppose that only (3.1) is satisfied, and in addition, for each k ∈ N,
the set

{
u ∈ Nk : B(u) <∞

}
is deterministic. Then, for any bidirectionally inherited

property P, we have P (T∞ ∈ P) ∈ {0, 1}.
Remark 3.6. Note that, in Item 2, the assumption that

{
u ∈ Nk : B(u) <∞

}
is deter-

ministic implies that S is a deterministic property.

Proof of Proposition 3.5. First recall from Remark 3.3 that for any inherited property
P, Sc implies T∞ ∈ P. Also, recall the definition of Gk, the sigma algebra generated
by the birth times of all individuals up to the kth generation of the process. Now,
T∞ ∈ P implies that, for all i ∈ N, with B(i) < ∞ we have T ↓i∞ ∈ P. Applying
this recursively, for all x ∈ Nk with B(x) < ∞, we have T ↓x∞ ∈ P. By (3.1) the sub-
trees (T ↓u∞ : |u| = k,B(u) < ∞) are mutually independent, conditional on the values
B(u), |u| = k. Thus,

P (T∞ ∈ P | Gk) ≤

 ∏
u∈Nk:B(ui)<∞

P

(
T ↓u∞ ∈ P

∣∣∣∣B(u) <∞
)1

{
∃u ∈ Nk : B(u) <∞

}
+ 1

{
∀u ∈ Nk : B(u) =∞

}
(3.3)

≤ P (T∞ ∈ P)1
{
∃u ∈ Nk : B(u) <∞

}
+ 1

{
∀u ∈ Nk : B(u) =∞

}
,

where the second inequality follows from the fact that, by (3.2), on the event {B(u) <∞},
the tree T ↓u∞ has the same law as T∞. Taking limits as k → ∞, by the Lévy zero-one
law, the left-hand side is an indicator random variable, whilst the two indicators on the
right-hand side converge almost surely to 1 {S} and 1 {Sc} respectively. Thus, almost
surely, we have

1 {T∞ ∈ P} ≤ P (T∞ ∈ P)1 {S}+ 1 {Sc} . (3.4)

Therefore, if there exists a non-null set of ω ∈ Ω such that we have both 1 {T∞ ∈ P} (ω) =

1 and 1 {S} (ω) = 1, then (3.4) implies that P (T∞ ∈ P) = 1. But this is equivalent to
P ({T∞ ∈ P} ∩ S) > 0 which implies Item 1. For Item 2, if P is bidirectionally recursive,
we have

P (T∞ ∈ P) = P

⋂
k∈N

⋂
u∈Nk:B(ui)<∞

T ↓u∞ ∈ P

 . (3.5)

Suppose Fk denotes the sigma algebra generated by (X(uj)j∈N,u∈Nk). The fact that{
u ∈ Nk : B(u) <∞

}
is deterministic implies that the right-hand side of (3.5) is a tail

event with respect to (Fk)k∈N0
, and by (3.1) we may apply the Kolmogorov 0− 1 law.

Remark 3.7. Note that the proof of Item 1 in Proposition 3.5 can be made more general
than assuming Assumption 3.1. Indeed, for (3.3), we need only assume that, for u1 ∈ U∞,
with u ∈ U∞ (i.e, the first child of an individual), we have T ↓u1∞ ∼ T∞ on {B(u1) <∞}.
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3.2 A sufficient criteria for vertical explosion

Theorem 3.8. Let T∞ be an X-CMJ branching process satisfying Assumption 3.1. As-
sume that there exists two sequences (ti) ∈ [0,∞)N and (Mi) ∈ NN satisfying the
following: we have

∑∞
i=1 ti <∞ and

∞∑
i=1

P (ξ(ti) ≤Mi+1)
Mi <∞. (3.6)

Then, P (τpath <∞|S) = 1.

Remark 3.9. Note that, since P (τpath <∞|S) ≤ P (τ∞ <∞|S), Theorem 3.8 also
provides a sufficient condition for T∞ to be explosive on survival. Note also that in the
case that ξ(t) < ∞ almost surely, for all t > 0, the tree Tτ∞ , must be locally finite. As
any locally finite graph has an infinite path by Kőnig’s lemma, in this case, τ∞ and τpath
coincide.

Remark 3.10. Note that the assumptions of Theorem 3.8 cannot be satisfied if E [ξ(t0)] <

1, for some t0 > 0. Indeed, any candidate sequences (ti)i∈N, (Mi)i∈N must contain
infinitely many terms such that Mi+1/Mi ≥ 1 and ti ≤ t0, for which

P (ξ(ti) ≤Mi+1)
Mi ≥ (1− P (ξ(t0) > Mi+1))Mi ≥

(
1− Mi

Mi+1
E [ξ(t0)]

)
> 0,

where the second to last inequality uses Markov’s and Bernoulli’s inequalities. This
implies that the sum in (3.6) diverges. In fact, if E [ξ(t0)] < 1, for some t0 > 0 one can
adapt the proof of [13, Theorem 3.1(b)], to show that actually τpath =∞ almost surely.

Before we prove Theorem 3.8, we prove the following corollary:

Corollary 3.11. Let T∞ be an X-CMJ branching process satisfying Assumption 3.1.
Suppose that there exists ε, ε′, x0 > 0, such that, for all t ∈ (0, ε′), and x ≥ x0, we have

P (ξ(t) > x) > x−1(log x)1+εt.

Then P (τpath <∞|S) = 1.

Proof of Corollary 3.11. In Theorem 3.8, we choose Mi := 2i, and ti := i−(1+ε/2). Then,
note that

P
(
ξ(ti) > 2i+1

)
> 2−(i+1)(log 2)1+ε(i+ 1)1+εi−(1+ε/2) > 2−(i+1)(log 2)1+εiε/2.

Therefore, we have

P
(
ξ(ti) ≤ 2i+1

)2i
=
(
1− P

(
ξ(ti) > 2i+1

))2i ≤ e−2iP(ξ(ti)>2i+1) ≤ e−i
ε/2 (log 2)1+ε

2 .

The above bound is summable in i, hence we conclude the result.

Proof of Theorem 3.8. In order to prove this theorem, we first define a nested sequence
of events E1 ⊇ E2 · · · . Suppose that [Mi] := {1, . . . ,Mi}. Then, for i ∈ N we define

Ei :=
{
∃u1 ∈ [M1], . . . ,∃ui ∈ [Mi] : ξ(u1)(t1) > M2, . . . , ξ

(u1···ui)(ti) > Mi+1

}
.

Suppose t∗ =
∑∞
i=1 ti. The event

⋂∞
i=1 Ei guarantees that

| {u = u1 · · ·uk ∈ U : u1 ≤M1, . . . , uk ≤Mk,B(u) ≤ t∗} | =∞,

and as the elements of this set form a locally finite tree sub-tree of U , Kőnig’s lemma
implies there exists an infinite path in this tree. In particular,

⋂∞
i=1 Ei ⊆ {τpath <∞}. Now,
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suppose Ei is satisfied by the existence of a path u1, . . . , ui. Then, for Ei+1 to be satisfied
one need only find a node ui+1 extending this path such that ξ(u1,...,ui,ui+1)(Mi+2) ≤
ti+1. In addition, conditional on u1 · · ·ui, the processes ξ(u1···ui1), . . . , ξ(u1···uiMi+1) are
independent of u1 · · ·ui, and have the same distribution as ξ(1), . . . , ξ(Mi+1). Thus,

P

(
Ei+1

∣∣∣∣ Ei) ≥ P (∃ui+1 ∈ [Mi+1] : ξ(ui+1)(ti+1) > Mi+2

)
= 1−

Mi+1∏
ui+1=1

P
(
ξ(ui+1)(ti+1) ≤Mi+2

)
= 1− P (ξ(ti+1) ≤Mi+2)

Mi+1 .

Now, since
∑∞
`=1P (ξ(t`) ≤M`+1)

M` <∞, we have

P

( ∞⋂
i=1

Ei

)
= lim
j→∞

P (Ej) = lim
j→∞

j∏
`=1

P

(
E`
∣∣∣∣ E`−1) ≥ ∞∏

`=1

(
1− P (ξ(t`) ≤M`+1)

M`

)
> 0.

As {τpath <∞} is an inherited property, we deduce the result by applying Proposition 3.5.

Remark 3.12. It is possible to weaken Assumption 3.1 in the proof of Theorem 3.8, to
include some dependence of ξ(u) on |u|. For example, we could assume that each ξ(u)

with |u| = i were i.i.d. on B(u) <∞, depending only on i. If ξi denotes the distribution
of ξ(u), on B(u) < ∞, with |u| = i, then the ith summand in (3.6) could be replaced by
P (ξi(ti) ≤Mi+1)

Mi . This would, in this case, provide criteria for P (τpath <∞) > 0, and,
if we know that for each i ∈ N0 we have limt→∞ ξi(t) = ∞, Item 2 of Proposition 3.5
implies that P (τpath <∞) = 1.

3.3 Applications to recursive trees with fitness

In this section, we apply our results to a discrete model of recursive trees with fitness.
We consider these trees as being rooted with edges directed away from the root. Given a
vertex labelled v in a directed tree T we denote its out-degree by deg+(v, T ).

Definition 3.13 (Recursive tree with fitness). Suppose that (Wi)i∈N are i.i.d. copies of a
random variable W that takes values inW, and let f : N0 × S → [0,∞) denote a fitness
function. A (W, f)-recursive tree with fitness is the sequence of random trees (Ti)i∈N
such that: T0 consists of a single node 0 with weight W0 and for n ≥ 1, Tn is updated
recursively from Tn−1 by:

1. Sampling a vertex j ∈ Tn−1 with probability proportional to its fitness, i.e., with
probability

f(deg+(j, Tn−1),Wj)

Zn
with Zn :=

n−1∑
j=0

f(deg+(j, Tn−1),Wj),

(terminating the process if Zn = 0).

2. Connect j with an edge directed outwards to a new vertex n with weight Wn.

Note that, by the property of taking minima of independent exponential random
variables, and the memory-less property, this process of trees is the discrete time
skeleton process of the following continuous time Markov chain (Tt)t≥0. Nodes i ∈ N0

have associated i.i.d random weights Wi ∈ W, and associated independent sequences
(X(i)(j))j∈N with X(i)(j) exponentially distributed with parameter f(j − 1,Wi). The tree
T0 consists of an initial node 0 with random weight W0 and associated exponential
random variable X(0)(1). Then, recursively, at the time τn corresponding to the elapsure
of the nth exponential random variable in the process, X(j)(deg+(j,Tτn−1

) + 1), say,
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• Connect j with a new vertex n with weight Wn, and initiate new exponential random
variables X(n)(1) and X(j)(deg+(j,Tτn) + 1) = X(j)(deg+(j,Tτn−1

) + 2).

As we may consider n as the child of j, after re-labelling, this continuous time Markov
process is an X-CMJ branching process satisfying Assumption 3.1, where the values
of (X(i), i ∈ N) are such that, conditional on a random weight W ∈ W, X(i) is an
independent exponential random variable with parameter f(i− 1,W ). We thus have the

following proposition, whose proof we omit. Suppose
d.
= denotes equality in distribution.

Proposition 3.14. If (Tt)t≥0 is an X-CMJ branching process as described above, and
(Ti)i∈N0

is a (W, f)-recursive tree with fitness, then, after re-labelling nodes in (Tτn)n∈N0

according to order of arrival in the process, we have (Tτn)n∈N0

d.
= (Ti)i∈N0

. �

Remark 3.15. Recall that in the associatedX-CMJ process we either have P (τ∞ =∞) =

1 or P (τ∞ =∞) = 1−P (S). By properties of the exponential distribution, conditional on

(Zn)n∈N0 , we have τ∞
d.
=
∑∞
n=0 Zn, with Zn exponentially distributed with parameter Zn.

As this is finite if and only if
∑∞
n=0Z−1n <∞, we deduce that the event

∑∞
n=0Z−1n <∞

with probability P (τ∞ =∞) = 1 or P (τ∞ =∞) = 1−P (S). This is not so clear to see by
other means: the event

∑∞
n=0Z−1n <∞ is only a tail event in particular circumstances.

3.3.1 A classification theorem

Our first result concerns the structure of the infinite tree T∞ :=
⋃
i∈N Ti, associated

with a (W, f)-recursive tree with fitness. Due to Proposition 3.14, we identify the trees
(Tn)n∈N0

with the trees (Tτn)n∈N0
in the corresponding X-CMJ process and continue to

refer to notation with regards to explosion in this process. Given a weight w ∈ S, we
denote by

dmax (w) := sup {i : f(i, w) > 0}.

The following theorem applies [11, Theorem 2.12].

Theorem 3.16. Suppose T∞ denotes the limiting infinite tree associated with a (W, f)-
recursive tree with fitness. Then,

1. On the event {τ∞ =∞}, every vertex i ∈ T∞ has deg+(i, T∞) = dmax (wi) + 1 (which
may be infinite).

2. On the event {τ∞ <∞}, there are two cases:

(a) Either the tree T∞ has a single vertex of infinite degree, and finite height (i.e.,
the distance of any node from 0 is finite);

(b) Alternatively, the tree T∞ has a unique infinite path, and every vertex in T∞
has finite degree.

3. If
∑∞
i=1

1
f(i,W ) =∞ for almost all W ∈ W, on the event {τ∞ <∞} the tree T∞ has

a unique infinite path, and every vertex in T∞ has finite degree.

In the proof, we refer to the X-CMJ process associated with T∞, and refer to nodes
i ∈ T∞ by their Ulam-Harris label.

Proof. For Item 1, we first show that each individual u ∈ T∞ with B(u) < ∞, and
associated weight Wu we have |ui ∈ U∞ : B(ui) <∞| = dmax (Wu). Indeed, one readily

checks that
∑dmax (Wu)+1
i=1 X(ui) < ∞ almost surely, hence if B(u) < ∞, we deduce the

claim. We conclude the result by observing that on the event {τ∞ = ∞}, the tree
associated with {u ∈ T∞ : B(u) <∞} coincides with T∞.

Item 2 is a particular case of [11, Theorem 2.12], noting that all of the condi-
tions of [11, Assumption 2.11] are met. For Item 3 note that for any u ∈ U∞, since
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∑∞
i=1

1
f(i,W ) = ∞ we have

∑∞
i=1X(ui) = ∞ almost surely. But, on {τ∞ < ∞}, for there

to be a node of infinite degree in T∞, we require the existence of u ∈ U∞ such that∑∞
i=1X(ui) <∞, so that all of the children of u are produced in finite time. Since U∞ is

countable, we deduce that this occurs with probability 0. The statement then follows
from Item 2.

3.3.2 Applications to linear fitness models, including Bianconi-Barabási trees

In this section, we apply our results to the (W, f)-recursive tree (Ti)i∈N0 when W :=

[0,∞)2, and the fitness function takes the form

f(i, (U, V )) = Ui+ V. (3.7)

This form allows us to apply existing theory regarding pure birth processes with linear
rates, to analyse the process (ξ(t))t≥0 associated with the X-CMJ branching process.
Indeed, given u ∈ U∞ if B(u) <∞, conditional on Wu = (Uu, Vu) ∈ [0,∞)2 the associated

process ξ(u)(Uu,Vu)
(t) is a pure-birth process, with values in N0, with initial condition 0, and

transitions from i to i+ 1 at rate Uui+ Vu.
In the statement of Theorem 3.17, for brevity of notation, we formally set (ext−1)/x :=

t when x = 0. For example, in (3.7) below, this avoids having to make distinctions in the
expression based on whether or not U = 0.

Theorem 3.17 (Infinite path transition). Suppose that (Ti)i∈N0
satisfies (3.7). Assume,

moreover, that P ((U, V ) = (0, 0)) = 0. Then,

1. If, for some t > 0, we have

E

[
V (eUt − 1)

U

]
<∞, (3.8)

then, every node in T∞ has infinite degree.

2. Suppose that the left side of (3.8) is infinite for any t > 0. Then, if there exists
ε, ε′, R, x0 > 0, such that for all t ∈ (0, ε′), for all x ≥ x0, we have

P

(
V (eUt − 1)

U
> x

)
> x−1(log x)1+εt,

then T∞ is locally finite, with a unique infinite path.

Example 3.18. In (3.7) the case U = 0 corresponds to the weighted random recursive
tree, whilst the case U = 1 corresponds to the preferential attachment model with
additive fitness. Finally, the case U = V corresponds to the Bianconi-Barabási model.
The following corollary, whose proof we omit, applies to these models.

Corollary 3.19. Consider the examples from Example 3.18. Then, we have the following:

1. In the weighted random recursive tree and preferential attachment tree with
additive fitness, if E [V ] < ∞ then every node in T∞ has infinite degree. When
E [V ] =∞, if, for some ν, x0 > 0, for all x ≥ x0 we have P (V > x) > x−1(log x)1+ν ,
T∞ is locally finite, with a unique infinite path.

2. In the Bianconi-Barabási model, if, for some t > 0, we have E
[
eUt
]
< ∞, every

node in T∞ has infinite degree. When U does not admit a moment generating
function, if, for ε′, x0 > 0, for all t ∈ (0, ε′), x ≥ x0 P

(
eUt > x

)
> x−1(log x)1+εt, T∞

is locally finite, with a unique infinite path. �

Remark 3.20. As far as we know, the results in Corollary 3.19 are original. The infinite
path regimes in Item 1 encompass the extreme disorder regimes in [16, 15, 14], where
the maximal degree associated with the model grows linearly in the size of the tree.
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To prove Theorem 3.17, we use the following lemma:

Lemma 3.21 (Mean and second moment of linear pure birth processes). Let (X (t))t≥0
be a pure birth process with X (0) = 0 and rates such that k transitions to k + 1 at rate
c1k + c2, for some constants c1, c2 > 0. Then, for each t ≥ 0, with r := c2/c1, we have

E [X (t)] =

{
r(ec1t − 1) if c1 > 0

c2t if c1 = 0,
and (3.9)

whilst

E
[
(X (t))2

]
=

{
r
r+1E [X (t)]

2
+ E [X (t)] if c1 > 0

(c2t)
2 + c2t if c1 = 0.

(3.10)

Proof. The cases where c1 = 0 follows from the fact that (X (t))t≥0 is a homogeneous
Poisson process, with rate c2. Otherwise, one may solve the Kolmogorov forward
equations associated with the process (see [9, Theorem A.7]) to see that the probability
generating function is given by

E
[
zX (t)

]
=

(
e−c1t

1− z (1− e−c1t)

)r
,

from which we deduce the claim.

As with the statement of Theorem 3.17, in the proof below, we also formally set
(ext − 1)/x := t when x = 0. This allows us to unify the different cases appearing in (3.9)
and (3.10) into a single expression.

Proof. First note that since P ((U, V ) = (0, 0)) = 0, we have P (S) = 1. For Item 1, note
that (3.8), combined with (3.9) from Lemma 3.21, implies that, for some t > 0, with re-
gards to the associated X-CMJ branching process, we have E [ξ(t)] = E

[
E
[
ξ(U,V )(t)

]]
<

∞. Moreover, note that, ξ(t) <∞ almost surely, for each t > 0. By [13, Theorem 3.1(b)],
we deduce that P (τ∞ =∞) = 1, which, when combined with Item 1 of Theorem 3.16,
implies the claim of Item 1.

For Item 2, note that on
{
E
[
ξ(U,V )(t)

]
> 1
}
, we have E

[
ξ(U,V )(t)

]
≤ E

[
ξ(U,V )(t)

]2
,

thus by (3.10)

E
[
ξ(U,V )(t)

2
]

=
V/U

V/U + 1
E
[
ξ(U,V )(t)

]2
+ E

[
ξ(U,V )(t)

]
≤ 2V/U + 1

V/U + 1
E
[
ξ(U,V )(t)

]2
.

Therefore, on
{
E
[
ξ(U,V )(t)

]
> 1
}

we have
E
[
ξ(U,V )(t)

]2
E
[
(ξ(U,V )(t))2

] ≥ V/U + 1

2V/U + 1
>

1

2
. (3.11)

Thus, applying Paley-Zygmund for the third inequality, for d ∈ (0, 1) for all x ≥ x0,
t ∈ (0, ε′) we have

P (ξ(t) > x) = E
[
P
(
ξ(U,V )(t) > x

)]
≥ E

[
P
(
ξ(U,V )(t) ≥ dE

[
ξ(U,V )(t)

])
1
{
E
[
ξ(U,V )(t)

]
> x/d

}]
(3.11)
≥ (1− d)2

2
P
(
E
[
ξ(U,V )(t)

]
> x/d

) (3.9)
=

(1− d)2

2
P

(
V (eUt − 1)

U
> x/d

)
≥ (1− d)2(x/d)−1(log (x/d))1+εt

2
.

As the constants involving d are negligible compared to (log x)ε, we may now choose
another x′0 > 0, and ε′′ < ε so that for all x ≥ x′0, t ∈ (0, ε′)

P (ξ(t) > x) ≥ x−1(log x)1+ε
′′
t. (3.12)
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By Corollary 3.11, we deduce that τpath <∞, almost surely, so that, in particular, τ∞ <∞
almost surely. As

∑∞
i=1

1
Ui+V =∞ almost surely, we may conclude by applying Item 3 of

Theorem 3.16.

Remark 3.22. As Item 2 of Theorem 3.17 uses Corollary 3.11 in applying (3.12), it may
be possible to improve this result by applying Theorem 3.8 directly.
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