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ON STABILITY OF THE CRANK-NICOLSON SCHEME WITH
APPROXIMATE TRANSPARENT BOUNDARY CONDITIONS FOR

THE SCHRÖDINGER EQUATION. PART II∗

B. DUCOMET† AND A. ZLOTNIK‡

Abstract. We continue to consider initial-boundary value problems for a generalized time-
dependent Schrödinger equation in 1D on the semi-axis and in 2D on a semi-bounded strip. The
Crank-Nicolson finite-difference schemes with general approximate transparent boundary conditions
(TBCs), including the discrete TBCs, are investigated. We prove unconditional stability in L2 and in
the energy norm with respect to initial data and free terms in the equation and the approximate TBC,
in general non-uniform in time, under new suitable conditions (inequalities) on a non-local operator
S of the approximate TBC. These inequalities are valid for the operators Sref of the discrete TBCs.
The results are applied to derive collections of stability bounds with respect to the perturbation
Sref−S. For the discrete convolution-type operators S (in particular, for Sref ), we present necessary
and sufficient conditions for the stability inequalities to be valid, together with bounds for norms
of Sref−S, in terms of reproducing functions of the convolution kernels. The analysis exploits the
Hardy spaces of analytic functions.
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1. Introduction
We continue to consider initial-boundary value problems for a generalized time-

dependent Schrödinger equation in 1D on the semi-axis and in 2D on a semi-bounded
strip closely related to a microscopic description of low-energy nuclear fission dynam-
ics [7, 13]. We investigate the Crank-Nicolson finite-difference schemes with general
approximate transparent boundary conditions (TBCs) including the discrete TBCs
[4, 5, 12].

The importance of the stability problem is well-known for mesh methods with
the approximate TBCs of solving time-dependent Schrödinger-like equations in un-
bounded domains see [1]-[6], [8, 9, 12], [15]-[17], [19]-[21]. In Part I of this study (see
[10]), a new form of the approximate TBCs has been suggested, with a non-local op-
erator S governing properties of the schemes. The uniform-in-time stability bounds
in L2 have been proved under suitable condition (inequality) on S, for non-uniform
meshes in space and time.

In the present Part II, we establish essential further results in this direction. We
prove unconditional stability in L2 and in the energy norm with respect to initial data
and free terms in the equation and the approximate TBC, in general non-uniform in
time in order to cover broader applications. To this end, we introduce new suitable
conditions (inequalities) on S. These inequalities are valid for the operators Sref of the
discrete TBCs (ensuring the uniform-in-time stability); we clarify them by considering
the corresponding schemes on infinite space meshes. We suggest a trick reducing the
derivation of general non-uniform in time bounds to the derivation of simpler uniform
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268 TRANSPARENT BOUNDARY CONDITIONS II

ones. Note that our bounds in the energy norm do not impose additional restrictions
on the mesh Hamiltonian operators, in particular, on their potentials.

These stability bounds are applied to derive collections of stability bounds with
respect to the perturbation Sref−S, both non-uniform and uniform with respect to
the space mesh step; the bounds in the energy norm are exploited to prove the latter
stability bounds. These collections of bounds are important for construction and
analysis of the simplified discrete TBCs [5].

In the 1D case, for the operators S of a discrete convolution type (in particular, for
Sref) and the uniform time mesh, we present necessary and sufficient conditions for va-
lidity of the stability inequalities in terms of inequalities for reproducing functions q of
the convolution kernels. The latter inequalities hold for the reproducing function qref

corresponding to Sref . Moreover, using a slightly different discrete convolution rep-
resentation (with improved properties of the convolution kernel), we present bounds
for norms of Sref−S by the Ls−norms of qref−q, both non-uniform (for 16s<∞)
and uniform (for s=∞) with respect to the time mesh step. It is natural to exploit
the classical Hardy spaces of analytic functions in this analysis.

In the 2D case, we also introduce an important class of the approximate TBCs
(including the discrete TBC) allowing to reduce both the 2D stability inequalities and
the 2D bounds for norms of Sref−S to their 1D counterparts.

Our results essentially develop the corresponding stability analysis in [5]. In the
short form they are partially presented in [23].

The paper is organized as follows. Section 2 is devoted to the stability study
in the 1D case for general S and for Sref . In Section 3, the case of the 1D discrete
convolution-type operators S is considered. Section 4 deals with the stability study
in the 2D case.

2. Stability bounds for the 1D Crank-Nicolson scheme with an approx-
imate TBC

We first consider the generalized 1D time-dependent Schrödinger equation

i~
∂ψ

∂t
=Hψ :=−~

2

2
∂

∂x

(
B

∂ψ

∂x

)
+V ψ, for x>0 and t>0 (2.1)

involving the 1D Hamiltonian operator H, for the unknown complex-valued wave
function ψ =ψ(x,t). Hereafter i is the imaginary unit, ~=const>0 and B =B(x)>
ν >0 and V =V (x) are given real-valued functions.

Equation (2.1) is supplemented with the following boundary condition, the con-
dition at infinity and the initial condition

ψ|x=0 =0 and ψ(x,t)→0 as x→∞, for any t>0, (2.2)

ψ|t=0 =ψ0(x) for x>0. (2.3)

We assume that, for some X0 >0, B(x)=B1∞>0, V (x)=V∞ and ψ0(x)=0 for any
x>X0.

We write down an integro-differential TBC for this problem in the form, for any
X >X0 (for example see [12])

∂ψ

∂x
(X,t)=− 1− i√

~B1∞
e−i(V∞/~)t 1√

π

d

dt

∫ t

0

ψ(X,θ)ei(V∞/~)θ dθ√
t−θ

for t>0.

(2.4)
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We need to recall and to extend some notations from Part I. We fix some X >
X0 and introduce a non-uniform mesh ωh,∞ in x on [0,∞) with the nodes 0=x0 <
···<xJ =X <... and the steps hj :=xj−xj−1 such that hJ 6X−X0 and hj =h≡
hJ for j >J . We also introduce a non-uniform mesh ωτ in t on [0,∞) with the
nodes 0= t0 < ···<tm <..., tm→∞ as m→∞, and the steps τm := tm− tm−1. Let
ωh,∞ :=ωh,∞\{0}, ωh :={xj}J

j=0, ωh :={xj}J−1
j=1 and ωτ :=ωτ\{0}, ωτ

M :={tm}M
m=1

and ωτ
M :={tm}M

m=0.
We define the backward, the modified forward and the central difference quotients

with respect to x

∂xWj :=
Wj−Wj−1

hj
, ∂̂xWj :=

Wj+1−Wj

hj+1/2
,
◦
∂xWj :=

Wj+1−Wj−1

2hj+1/2
,

where hj+1/2 := (hj +hj+1)/2, together with the backward difference quotient, an av-
eraging and the backward shift in time

∂tΦm :=
Φm−Φm−1

τm
, stΦm :=

Φm−1 +Φm

2
, Φ̌m :=Φm−1.

We introduce some mesh counterparts of the inner product in the complex spaces
L2(0,X) and L2(0,tM ):

(U,W )ωh
:=

J−1∑

j=1

UjW
∗
j hj+1/2, (U,W )ωh

:= (U,W )ωh
+UJW ∗

J

h

2
,

(U,W )eωh
:=

J∑

j=1

UjW
∗
j hj ,

(Φ, Y )ωτ
M

:=
M∑

m=1

Φm(Y m)∗τm,

together with the associated mesh norms ‖·‖ωh
, ‖·‖ωh

, ‖·‖eωh
and ‖·‖ωτ

M
. Hereafter

z∗, Rez and Imz denote the complex conjugate, the real and the imaginary parts of
z∈C.

We also use the 1D mesh Hamiltonian operator

HhW :=−~
2

2
∂̂x

(
Bh∂xW

)
+VhW,

where Bhj =B (xj−hj/2) and Vhj =V (xj) (for definiteness), and we study the Crank-
Nicolson scheme with general approximate TBC of the form from Part I

i~∂tΨ=HhstΨ+F on ωh×ωτ , (2.5)

Ψm
0 =0 for m>1, (2.6)

DΓΨm
J :=

[
~2

2
B1∞∂xstΨ− h

2
(
i~∂tΨ−V∞stΨ

)]m

J
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=
~2

2
B1∞SmΨm

J +Ĝm for m>1, (2.7)

Ψ0 =Ψ0
h on ωh, (2.8)

where Ψ0
hj =ψ0(xj) (for definiteness) and thus Ψ0

hJ =0, and the condition Ψ0
h0 =0

is also assumed. Moreover, Ψm
J ={Ψn

J}m
n=1, and SΨJ serves as general (abstract)

approximation of the right-hand side in the TBC (2.4); a discussion of this form of
the approximation is given in Part I. We do not suppose that the operator S is linear.
Finally, F : ωh×ωτ →C and Ĝ: ωτ →C are given perturbations that are introduced
to study the stability of the scheme in more detail.

We define the class ND(ωτ ) of non-decreasing functions E on ωτ such that E0 =1.
This allows us to cover a broader family of approximate TBCs.

Proposition 2.1. Let Ψ be a solution of the finite-difference scheme (2.5)-(2.8) with
any Ψ0

h such that Ψ0
h0 =Ψ0

hJ =0. Assume that the operator S satisfies the inequality

Im
(

1
E2

SΦ, stΦ
)

ωτ
M

>0 for any M >1, (2.9)

for some E∈ND(ωτ ) and any function Φ: ωτ →C such that Φ0 =0. Then the fol-
lowing stability bound holds, for any M >1

max
06m6M

‖Ψm‖ωh

6EM

(
‖Ψ0

h‖ωh
+

2
~

M∑
m=1

1
Em

‖Fm‖ωh
τm +

2
~

√
2
h

M∑
m=1

1
Em

|Ĝm|τm

)
. (2.10)

Proof. We recall first the energy-type equality from the proof of the similar
Proposition 2.1 in Part I

~
2

∂t‖Ψ‖2ωh
=Im

{
(F, stΨ)ωh

−Ĝ(stΨJ)∗− ~
2

2
B1∞SΨJ(stΨJ)∗

}
. (2.11)

Substituting Ψ=EY and dividing the result by E2, we get the following relations for
the auxiliary function Y :

~
2

[
∂t‖Y ‖2ωh

+
∂t(E2)

E2
‖Y̌‖2ωh

]

=Im

{(
F,

1
E2

st(EY )
)

ωh

−Ĝ
1

E2
(st(EYJ))∗− ~2

2E2
B1∞SΨJ(stΨJ)∗

}

6‖F‖ωh

1
E

st‖Y ‖ωh
+ |Ĝ| 1

E
st|YJ |− ~2

2E2
B1∞ Im(SΨJ(stΨJ)∗). (2.12)



B. DUCOMET AND A. ZLOTNIK 271

The standard argument involving the multiplication by 2τ/~, the summation over
m=1,... ,M together with the application of the inequality ∂tE >0 and condition
(2.9) lead us to the following bound for Y :

max
06m6M

‖Y m‖ωh
6‖Y 0‖ωh

+
2
~

M∑
m=1

1
Em

‖Fm‖ωh
τm +

2
~

√
2
h

M∑
m=1

1
Em

|Ĝm|τm, (2.13)

for any M >1. The inverse substitution Y =Ψ/E clearly implies the result.

Remark 2.1. It is easy to check that the quantity

EM
[
~B1∞ Im

(
1

E2 SΨJ , stΨJ

)
ωτ

M

]1/2

is also bounded by the right-hand side of (2.10),
for any M >1.

Corollary 2.2. Let the hypotheses of Proposition 2.1 together with the a priori
estimate

‖∂xΨ‖eωh
6C0Ê on ωτ , (2.14)

for some Ê∈ND(ωτ ), be valid. Then the Ĝ-term in bound (2.10) can be replaced by

[
2
√

2C0

~

M∑
m=1

√
stÊm

Em
|Ĝm|τm

]2/3

. (2.15)

Proof. According to the previous proof, for Y
M

:=max06m6M ‖Y m‖ωh
, the fol-

lowing inequality

(
Y

M
)2

6‖Y 0‖2ωh
+

(
2
~

M∑
m=1

1
Em

‖Fm‖ωh
τm

)
Y

M
+

2
~

(
|Ĝ|, 1

E
st|YJ |

)

ωτ
M

,

holds. (Actually, (2.13) follows from this one.) Using the well-known multiplicative
inequality

‖W‖2C(ωh) := max
06j6J

|Wj |2 62‖W‖ωh
‖∂xW‖eωh

(2.16)

(with W0 =0), together with the a priori estimate (2.14), we get

2
~

(
|Ĝ|, 1

E
st|YJ |

)

ωτ
M

6
√

2C0
2
~

(
|Ĝ|, 1

E

√
stÊ

)

ωτ
M

√
Y

M
.

Plugging this bound into the previous inequality for Y
M

and solving the arising

elementary quartic inequality for
√

Y
M

, we find that the Ĝ-term in (2.13) can be
replaced by

[√
2C0

2
~

(
|Ĝ|, 1

E

√
stÊ

)

ωτ
M

]2/3

,

which implies the result.
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Note that the new term (2.15) is a norm of Ĝ to the power 2/3 only, but no longer
contains the factor

√
2/h.

Obviously, any function E∈ND(ωτ ) may be written as EM =
∏

16m6M

em with

em :=Em/Em−1 >1. If em 61+c0τm for any m>1, for some c0 >0, then EM/Em 6
ec0(tM−tm) for any 06m6M .

We define the Hermitian-symmetric bilinear form,

Lωh
(U,W ) :=

~2

2
(
Bh∂xU, ∂xW

)
eωh

+(V U,W )ωh
,

on functions U,W : ωh→C. The identity

Lωh
(U,W )=(HhU,W )ωh

+
(
~2

2
B1∞∂xUJ +

h

2
V∞UJ

)
W ∗

J (2.17)

holds provided that W0 =0. For any such W , one has clearly

‖W‖2Hh+vI;ωh
:=Lωh

(W,W )+v‖W‖2ωh
>ν1‖∂xW‖2eωh

(2.18)

with ν1 :=ν~2/2, for any real number v >v0. Here v0 :=−min16j6J Vj ; in particular,
v0 60 provided that V >0. I is the identity operator.

Proposition 2.3. Let Ψ be a solution of the finite-difference scheme (2.5)-(2.8) with
any Ψ0

h such that Ψ0
h0 =Ψ0

hJ =0 and Ĝ=0. Assume that the operator S satisfies the
inequality

Im
(SΦ, i~∂tΦ+vstΦ

)
ωτ

M

>0 for any M >1, (2.19)

for any Φ: ωτ →C such that Φ0 =0 and some v >v0. Then the following bound holds:

max
06m6M

‖Ψm‖Hh+vI;ωh
6‖Ψ0

h‖Hh+vI;ωh
+

2
~

M∑
m=1

‖Fm‖Hh+vI;ωh
τm for any M >1,

(2.20)
where Fm is extended by Fm

0 =Fm
J =0.

Proof. Taking the (·,·)ωh
-inner product of equation (2.5) and HhstΨ and applying

identity (2.17), we get

Lωh

(
i~∂tΨ, stΨ

)− i~∂tΨJ

(
~2

2
B1∞∂xstΨJ +

h

2
V∞stΨJ

)∗

=‖HhstΨ‖2ωh
+(F,HhstΨ)ωh

.

Since according to the boundary condition (2.7) for Ĝ=0

~2

2
B1∞∂xstΨJ +

h

2
V∞stΨJ =

h

2
i~∂tΨJ +

~2

2
B1∞SΨJ ,

taking the imaginary part, we have

~
2

∂tLωh
(Ψ,Ψ)=Im

{
(F,HhstΨ)ωh

− ~
2

2
B1∞ (SΨJ)(i~∂tΨJ)∗

}
.
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Combining this equality with the corresponding equality (2.11) from the previous
proof, we obtain

~
2

∂t

[Lωh
(Ψ,Ψ)+v‖Ψ‖2ωh

]

=Im
{

(F, (Hh +vI)stΨ)ωh
− ~

2

2
B1∞ (SΨJ)

(
i~∂tΨJ +vstΨ

)∗}
. (2.21)

Once again multiplying this by 2τ/~, summing over m=1,... ,M and applying (2.18)
and (2.19), we get the relations

‖ΨM‖2Hh+vI;ωh
6‖Ψ0‖2Hh+vI;ωh

+
2
~

Im
M∑

m=1

(Fm, (Hh +vI)stΨm)ωh
τm

6‖Ψ0‖2Hh+vI;ωh
+

2
~

M∑
m=1

‖Fm‖Hh+vI;ωh
(st‖Ψ‖Hh+vI;ωh

)m
τm,

which yield the result.

Corollary 2.4. Let us consider the scheme (2.5)-(2.8) in the case F =0 and Ĝ=0,
for some v >v0. If condition (2.19) is valid for Φ=ΨJ , then the solution satisfies the
equality

max
m>0

‖Ψm‖Hh+vI;ωh
=‖Ψ0

h‖Hh+vI;ωh
.

Conversely, if this equality is satisfied, then condition (2.19) for Φ=ΨJ is valid.

Proof. Equality (2.21) for F =0 implies that

‖ΨM‖2Hh+vI;ωh
−‖Ψ0‖2Hh+vI;ωh

=−~B1∞ Im
(SΨJ , i~∂tΨJ +vstΨJ

)
ωτ

M

,

for any M >1, and the result follows.

A similar property relating ‖Ψm‖ωh
to condition (2.9) for E≡1 and Φ=ΨJ is

contained in Part I. Note that condition (2.9) in Proposition 2.1 and condition (2.19)
in Proposition 2.3 have been applied for Φ=ΨJ only.

Now we analyze and prove condition (2.19) in the case of the discrete TBC. To
this end, we turn to the Crank-Nicolson scheme on the infinite space mesh for the
original problem (2.1)–(2.3)

i~∂tΨ=HhstΨ+F on ωh,∞×ωτ , (2.22)

Ψm
0 =0 for m>1, (2.23)

Ψ0 =Ψ0
h on ωh,∞, (2.24)

where F is a given perturbation; this has already been exploited in Part I. We consider
only the solutions having the property Ψm∈Hh for any m>0, where Hh is a Hilbert

space consisting of mesh functions W : ωh,∞→C such that
∞∑

j=1

|Wj |2 <∞ and W0 =0,

equipped with the inner product (U,W )Hh
:=

∞∑

j=1

UjW
∗
j hj+1/2.
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For U,W ∈Hh we define the Hermitian-symmetric bilinear form

Lωh,∞(U,W ) :=
~2

2

∞∑

j=1

Bhj

(
∂xUj

)(
∂xWj

)∗
hj +(V U,W )Hh

=(HhU,W )Hh
, (2.25)

with the extension (HhU)0 :=0; the equality follows from an identity like (2.17) but
for the mesh {xj}j0

j=0 by passing to the limit as j0→∞. Clearly, one has

‖W‖2Hh+vI :=Lωh,∞(W,W )+v‖W‖2Hh
>ν1

∞∑

j=1

∣∣∂xWj

∣∣2hj for any W ∈Hh, (2.26)

for any v >v0.

Proposition 2.5. Let Fm∈Hh for any m>1 and Ψ0
h∈Hh. There exists a unique

solution of the scheme (2.22)-(2.24), and the following stability bound holds:

max
06m6M

‖Ψm‖Hh+vI 6‖Ψ0
h‖Hh+vI +

2
~

M∑
m=1

‖Fm‖Hh+vIτm for any M >1,

for any v >v0. Moreover, for F =0, the following conservation law holds:

‖Ψm‖Hh+vI =‖Ψ0
h‖Hh+vI for any m>0.

Proof. The existence and uniqueness of the solution and the boundedness of the
operator Hh: Hh→Hh, together with the energy-type equality

~
2

∂t‖Ψ‖2Hh
=Im(F, stΨ)Hh

,

are known from Proposition 3.1 in Part I.
Taking the (·,·)Hh

-inner product of equation (2.22) and HhstΨ, applying identity
(2.25) and taking the imaginary part, we get

~
2

∂tLωh,∞(Ψ,Ψ)=Im(F,HhstΨ)Hh
.

Combining the both equalities, we obtain

~
2

∂t

[Lωh,∞(Ψ,Ψ)+v‖Ψ‖2Hh

]
=Im(F, (Hh +vI)stΨ)Hh

. (2.27)

The proof is completed in the same manner as the proof of Proposition 2.3.

Corollary 2.6. Let Fm
j =0 and Ψ0

hj =0 for j >J and m>1. If the solution of the
scheme (2.22)-(2.24) satisfies the relation

(◦
∂xstΨ

)m

J

=Sm
refΨ

m
J for any m>1, (2.28)

then the following equality holds, for any M >1 and any real v:

~B1∞ Im
(SrefΨJ , i~∂tΨJ +vstΨJ

)
ωτ

M
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=Lωh,∞\ωh

(
ΨM ,ΨM

)
+v

∥∥ΨM
∥∥2

ωh,∞\ωh
, (2.29)

where

Lωh,∞\ωh
(W,W ) :=

~2

2
B1∞

∞∑

j=J+1

∣∣∂xWj

∣∣2h+V∞‖W‖2ωh,∞\ωh
,

‖W‖2ωh,∞\ωh
:=

h

2
|Wj |2 +

∞∑

j=J+1

|Wj |2h.

Consequently, S=Sref satisfies condition (2.19) for Φ=ΨJ and any v >−V∞.
Moreover, for the uniform mesh ωτ , Sref is the operator of the 1D discrete TBC, (see
[12] and Part I) and the condition is valid for any Φ mentioned in it (rather than
Φ=ΨJ only).

Proof. Since the solution of (2.22)-(2.24) satisfying (2.28) solves the scheme (2.5)-
(2.8) with Ĝ=0 too (see the similar Corollary 3.3 in Part I), by subtracting equalities
(2.27) and (2.21), we obtain the equality

~
2

∂t

[
Lωh,∞\ωh

(Ψ,Ψ)+v‖Ψ‖2ωh,∞\ωh

]
=
~
2

B1∞ Im
(
(SrefΨJ)

(
i~∂tΨJ +vstΨJ

)∗)
,

which clearly yields equality (2.29).
For the uniform mesh ωτ , it has been proved in Part I (see the first proof of

Proposition 3.3) that any function Φ: ωτ
M →C can be extended as the solution of the

scheme (2.22)-(2.24) such that ΨJ =Φ on ωτ
M , with some F such that Fm

j =0, for
j >J and m>1, and Ψ0

h =0. This completes the proof.

The corollary clarifies and proves condition (2.19) in the case of the discrete TBC;
compare with the study of condition (2.9) for E≡1 in Part I.

Let us go back to the scheme (2.5)-(2.8).

Proposition 2.7. Let the hypotheses of Proposition 2.3 be valid, with the following
generalization of condition (2.19):

Im
(

1
Ê2

SΦ, i~∂tΦ+vstΦ
)

ωτ
M

>0 for any M >1, (2.30)

for some Ê∈ND(ωτ ), any Φ such as in (2.19) and some v >v0. Then the following
bound holds:

max
06m6M

‖Ψm‖Hh+vI;ωh
6 ÊM

(
‖Ψ0

h‖Hh+vI;ωh
+

2
~

M∑
m=1

1
Êm

‖Fm‖Hh+vI;ωh
τm

)
,

where Fm is extended by Fm
0 =Fm

J =0.

Proof. The argument is similar to that of Proposition 2.1. Namely, substituting
Ψ= ÊY into (2.11), dividing the result by Ê2 and using (2.18), we get the equality

~
2

[
∂t‖Y ‖2Hh+vI;ωh

+
∂t(Ê2)

Ê2
‖Y̌‖2Hh+vI;ωh

]
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=Im

{(
F,

1
Ê2

(Hh +vI)st(ÊY )
)

ωh

− ~2

2Ê2
B1∞ (SΨJ)

(
i~∂tΨJ +stΨJ

)∗
}

.

Since clearly
∣∣∣∣∣
(

F,
1

Ê2
(Hh +vI)st(ÊY )

)

ωh

∣∣∣∣∣6‖F‖Hh+vI;ωh

1
Ê2

∥∥∥st(ÊY )
∥∥∥
Hh+vI;ωh

6‖F‖Hh+vI;ωh

1
Ê

st‖Y ‖Hh+vI;ωh
,

a standard argument leads to the following bound:

max
06m6M

‖Y m‖Hh+vI;ωh
6‖Y 0‖Hh+vI;ωh

+
2
~

M∑
m=1

1
Êm

‖Fm‖Hh+vI;ωh
τm,

for any M >1. (Compare with (2.13).) The inverse substitution Y =Ψ/Ê yields the
result.

Remark 2.2. Taking into account identity (2.17), one can see that

‖W‖2Hh+vI;ωh
=Lωh

(W,W )+v‖W‖2ωh
>0

(with W0 =0), and thus all the above results concerning the scheme (2.5)-(2.8) remain
valid, for v >v0 =−λhmin. Here λhmin is the minimal eigenvalue of the mesh self-
adjoint real eigenvalue problem

HhU =λU on ωh, U0 =0,
~2

2
B1∞∂xUJ +

h

2
V∞UJ =

h

2
λUJ ;

‖·‖Hh+vI;ωh
is a semi-norm for v =−λhmin.

Corollary 2.8. Under conditions of any of Propositions 2.1, 2.3 and 2.7, the
scheme (2.5)-(2.8) is uniquely solvable provided that S is a linear operator.

We give a result on the unique solvability of the scheme in the case of non-linear
S.

Proposition 2.9. Let SmΦm be affine in Φm, that is, SmΦm =Sm
0 Φm−1 +(Sm

1 Φm−1
)
Φm, and

~B1∞ ImSm
1 Φm−1 >− h

τm
(2.31)

for any Φ such as in (2.9) and any m>1. Then the scheme (2.5)-(2.8) is uniquely
solvable.

Proof. Clearly, Ψm satisfies the mesh problem

i
~
τm

Ψm− 1
2
HhΨm = i

~
τm

Ψm−1 +
1
2
HhΨm−1 +Fm on ωh, (2.32)

Ψm
0 =0,
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[
~2

4
B1∞∂xΨm− h

2

(
i
~
τm

− 1
2

V∞

)
Ψm− ~

2

2
B1∞

(Sm
1 Ψm−1

J

)
Ψm

]

J

=−~
2

4
B1∞∂xΨm−1

J − h

2

(
i
~
τm

+
1
2

V∞

)
Ψm−1

J +
~2

2
B1∞Sm

0 Ψm−1
J +Ĝm, (2.33)

which is a system of linear algebraic equations with a square matrix. Therefore it is
sufficient to prove that the corresponding homogeneous system has only the trivial
solution.

Taking the (·,·)ωh
-inner product of the homogeneous version of equation (2.32)

and Ψm, applying the homogeneous version of boundary conditions (2.33) and identity
(2.17) and then taking the imaginary part of the result, we obtain

~
τm
‖Ψm‖2ωh

+
(
~
τm

h

2
+
~2

2
B1∞ Im

(Sm
1 Ψm−1

J

)) |Ψm
J |2 =0;

compare with (2.11). Applying condition (2.31), we get Ψm =0, and the proof is
complete.

Now we can prove stability bounds for the solution of the scheme (2.5)-(2.8) with
respect to a perturbation in the operator S. For any E ∈ND(ωτ ) and linear S, we
define the norm

‖S‖M,E :=sup
Φ

∥∥ 1
E SΦ

∥∥
ωτ

M∥∥ 1
E Φ

∥∥
ωτ

M

,

where sup is taken over all Φ: ωτ
M →C, Φ0 =0 and Φ 6≡0. Let Sref be a linear operator

satisfying condition (2.9) for E≡1 and Ψref be the solution of the scheme for S=Sref .

Proposition 2.10. Let F =0, G=0 and S be linear. For any E ∈ND(ωτ ) and
M >1, the following claims are valid.

1. If condition (2.9) holds, then

max
06m6M

‖Ψm
ref−Ψm‖ωh

6 2
h
~B1∞‖E‖ωτ

M

∥∥∥∥
E

E

∥∥∥∥
ωτ

M

∥∥Ψ0
h

∥∥
ωh
‖Sref−S‖M,E .

2. If condition (2.30) holds, then

max
06m6M

‖Ψm
ref−Ψm‖ωh

6
√

2X

ν1h
~B1∞‖E‖ωτ

M

∥∥∥∥∥
Ê

E

∥∥∥∥∥
ωτ

M

∥∥Ψ0
h

∥∥
Hh+vI;ωh

‖Sref−S‖M,E .

3. If both condition (2.19) for S=Sref and condition (2.30) hold, then

max
06m6M

‖Ψm
ref−Ψm‖ωh

6 1√
ν1


√2X ~B1∞

∥∥∥∥
√

Ê +1E
∥∥∥∥

ωτ
M

∥∥∥∥∥
Ê

E

∥∥∥∥∥
ωτ

M




2/3

‖Ψ0
h‖Hh+vI;ωh

‖Sref−S‖2/3
M,E .
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Remark 2.3. In Claims 1 and 2, the bounds are proportional to ‖Sref−S‖M,E but
they contain multipliers proportional to 1/h and 1/

√
h. In Claim 3, the bound is

proportional only to ‖Sref−S‖2/3
M,E , but this is uniform in h.

Proof. Clearly, the difference ∆Ψ:=Ψref−Ψ satisfies the scheme

i~∂t∆Ψ=Hhst∆Ψ on ωh×ωτ ,

∆Ψm
0 =0 for m>1,

DΓ∆Ψm
J =

~2

2
B1∞Sm

ref∆Ψm
J +

~2

2
B1∞ (Sm

ref−Sm)Ψm
J for m>1,

∆Ψ0 =0 on ωh. (2.34)

Using Proposition 2.1 for ∆Ψ (replacing Ψ), S=Sref and E≡1, we get

max
06m6M

‖Ψm
ref−Ψm‖ωh

6
√

2
h
~B1∞

M∑
m=1

|(Sm
ref−Sm)Ψm

J |τm

6
√

2
h
~B1∞‖E‖ωτ

M

∥∥∥∥
1
E (Sref−S)ΨJ

∥∥∥∥
ωτ

M

6
√

2
h
~B1∞‖E‖ωτ

M
‖Sref−S‖M,E

∥∥∥∥
E

E

∥∥∥∥
ωτ

M

max
16m6M

1
Em

|Ψm
J |. (2.35)

Exploiting the estimate |WJ |6
√

2/h‖W‖ωh
and Proposition 2.1, we establish Claim

1.
Replacing Ê by E in (2.35) and using another estimate |WJ |6√

X/ν1‖W‖Hh+vI;ωh
(with W0 =0) and Proposition 2.7, we prove Claim 2 as

well.
To establish Claim 3, we apply Corollary 2.2 instead of Proposition 2.1 together

with Proposition 2.3 (for S=Sref) and Proposition 2.7 and obtain

max
06m6M

‖Ψm
ref−Ψm‖ωh

6
[
~B1∞

(
2√
ν1
‖Ψ0

h‖Hh+vI;ωh

)1/2∥∥∥∥
√

Ê +1E
∥∥∥∥

ωτ
M

∥∥∥∥
1
E (Sref−S)ΨJ

∥∥∥∥
ωτ

M

]2/3

.

An argument similar to that just used to prove Claim 2 completes the proof.

Note that, for linear Sref , the above equations for Ψm
ref−Ψm are linear, and one

can generalize all the bounds for a nonlinear S.

Remark 2.4. The proposition may be modified as follows. Assume that condition
(2.9) is valid in Claims 1-3 and that condition (2.19) for S=Sref replaces condi-
tion (2.30) in Claim 2 (Probably the last moment is the most interesting.) Then
similar bounds for Ψref−Ψ hold, provided that the multiplier EM

∥∥ E
E

∥∥
ωτ

M

∥∥ 1
E
∥∥

ωτ
M

re-

places ‖E‖ωτ
M

∥∥E
E

∥∥
ωτ

M

and ‖E‖ωτ
M

∥∥∥ Ê
E

∥∥∥
ωτ

M

in Claims 1 and 2 and that the multiplier

EM
∥∥∥
√

Ê +1 EE
∥∥∥

ωτ
M

∥∥ 1
E
∥∥

ωτ
M

replaces
∥∥∥
√

Ê +1E
∥∥∥

ωτ
M

∥∥∥ Ê
E

∥∥∥
ωτ

M

in Claim 3.
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To check this, one just rewrites the boundary condition (2.34) in the form

DΓ∆Ψm
J =

~2

2
B1∞Sm∆Ψm

J +
~2

2
B1∞ (Sm

ref−Sm)Ψm
refJ for m>1,

and applies Proposition 2.1 in the original form (not for S=Sref and E≡1 as above)
to derive bounds for ∆Ψ. On the other hand, bounds (2.10) with E≡1 and (2.20)
for Ψ=Ψref replace the previous corresponding bounds for Ψ.

Remark 2.5. The multiplicative inequality (2.16) leads to uniform bounds provided
that the assumptions of Claim 3 are valid. In particular, Claim 3 itself implies that

max
06m6M

‖Ψm
ref−Ψm‖C(ωh)

6
√

2
(

max
06m6M

‖∂xΨm
ref‖eωh

+ max
06m6M

‖∂xΨm‖eωh

)1/2

· max
06m6M

‖Ψm
ref−Ψm‖1/2

ωh

6
√

2
ν1

(√
2X ~B1∞

)1/3
√

ÊM +1
∥∥∥∥
√

Ê +1E
∥∥∥∥

1/3

ωτ
M

∥∥∥∥∥
Ê

E

∥∥∥∥∥

1/3

ωτ
M

·‖Ψ0
h‖Hh+vI;ωh

‖Sref−S‖1/3
M,E .

Remark 2.6. It is not difficult to generalize Proposition 2.10 (and the previous
remarks) as follows. Let

‖Y ‖Lp(ωτ
M) :=

(
M∑

m=1

|Y m|pτm

)1/p

for 16p<∞,

and

‖Y ‖Lp(ωτ
M) := max

16m6M
|Y m| for p=∞.

Let p′ satisfy 1/p′+1/p=1.
Given p,p1∈ [1,∞], we define the more general operator norm

‖S‖M,E,p,p1 :=sup
Φ

∥∥ 1
E SΦ

∥∥
Lp1 (ωτ

M )∥∥ 1
E Φ

∥∥
Lp(ωτ

M )

;

clearly, ‖S‖M,E =‖S‖M,E,p,p1 for p=p1 =2. Then one can replace, in the bounds of
Proposition 2.10, the norm ‖·‖ωτ

M
respectively by ‖·‖

Lp′1 (ωτ
M )

for E and
√

Ê +1E and

by ‖·‖Lp(ωτ
M ) for E

E and Ê
E , together with ‖Sref−S‖M,E by ‖Sref−S‖M,E,p,p1 .

Indeed, for example, to generalize Claim 1, one can write

‖(Sref−S)Φ‖L1(ωτ
M ) 6‖E‖

Lp′1 (ωτ
M )

∥∥∥∥
1
E (Sref−S)Φ

∥∥∥∥
Lp1 (ωτ

M )

6‖E‖
Lp′1 (ωτ

M )
‖Sref−S‖M,E,p,p1

∥∥∥∥
1
EΦ

∥∥∥∥
Lp(ωτ

M )

6‖E‖
Lp′1 (ωτ

M )

∥∥∥∥
E

E

∥∥∥∥
Lp(ωτ

M )

∥∥∥∥
1
E

Φ
∥∥∥∥

L∞(ωτ
M )

‖Sref−S‖M,E,p,p1 .
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3. The case of discrete convolution-type operators S
Let the mesh ωτ be uniform (that is, τm = τ for m>1) in this section. We assume

now that S is a discrete convolution operator of the form

SΦ=Q∗stΦ, (3.1)

for some kernel Q: ωτ →C and any Φ: ωτ →C, Φ0 =0. Hereafter Φ−1≡Φm|m=−1 :=0
and

(Q∗Φ)m :=
m∑

n=0

QnΦm−n for m>0.

We apply the technique of reproducing functions and define, for any Φ: ωτ →C,
the power series

T [Φ](z) :=
∞∑

m=0

Φmzm.

If Φ satisfies the bound |Φm|6Cρm for any m>0 and some ρ>0, then T [Φ] is analytic
in the disc D1/ρ :={z∈C : |z|<1/ρ}. We set q :=T [Q].

We recall that the operator of the discrete TBC, see Corollary 2.6, may be written
in the form, see [12] and Part I:

SrefΦ=Qref ∗stΦ,

where the kernel Qref is such that

qref(z) :=T [Qref ](z)=
1
h
−
√

γ2(z)−1,

γ(z) :=1+a0− ia1
1−z

1+z
, a0 :=

h2V∞
~2B1∞

, a1 :=
2h2

τ~B1∞
;

−√w denotes the analytic branch of
√

w in C with the cross-cut along the positive real
semi-axis Rew>0, Imw=0, such that −√−1= i.

Let Hs(Dr), 16s<∞, be the Hardy space of functions p analytic in Dr such
that

sup
0<ρ<r

∫ 2π

0

∣∣p(
ρeiϕ

)∣∣s dϕ<∞.

For such functions, the trace p|∂Dr
∈Ls(∂Dr) is well defined (for example see [18]).

Proposition 3.1. Let 0<r 61.
1. The operator S satisfies condition (2.9) for Em≡ r−m if and only if q is

analytic in Dr and

Imq(z)>0 on Dr. (3.2)

2. Let q be analytic in Dr. The operator S satisfies condition (2.30) for Êm≡
r−m and some real v if and only if

Im
{

q(z)
[
~2B1∞

h2
(1−γ(z))∗+v+V∞

]}
>0 on Dr. (3.3)
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Remark 3.1. Let p be analytic in Dr. The condition

Imp(z)>0 on Dr (3.4)

is equivalent to Imp(z)>0 on Dr provided that p(z) 6≡0 on Dr. Moreover, condition
(3.4) is equivalent to Imp(z)>0 almost everywhere on ∂Dr provided that p∈H1(Dr)
(in particular, p∈C(Dr)). These properties are implied by the maximum principle
for harmonic functions (since Imp is harmonic in Dr).

Proof.
1. Actually, Claim 1 follows from [14], Chapter 9. We give a somewhat different

proof both in order to develop a technique allowing to derive other results in
the section and for completeness.

We first fix M >1 and values Φ1,Φ2,... ,ΦM together with Φ−1 =Φ0 =0.
In order to satisfy stΦm =0 for m>M , we set Φm =(−1)m−MΦM for m>M
and we get, for Em≡ρ−m with 0<ρ6 r

S1(ρ) :=
(

1
E2

SΦ, stΦ
)

ωτ
M

= τ
∞∑

m=0

1
(Em)2

SmΦm (stΦm)∗

= τ
∞∑

m=0

(
Q

E
∗ Λ

E

)m (Λm)∗

Em
, (3.5)

where Λ :=stΦ. Note that T [Λ] is a polynomial with degree not greater than
M .

For q analytic in Dr, we apply Parseval’s equality for the complex trigono-
metric series and the formulas

T [Q∗Λ]=T [Q]∗T [Λ], T [{ρmΛm}∞m=0](z)=T [Λ](ρz),

and we obtain, for 0<ρ<r

S1(ρ)=
τ

2π

∫ 2π

0

T
[
Q

E
∗ Λ

E

](
eiϕ

)(
T

[
Λ
E

](
eiϕ

))∗
dϕ

=
τ

2π

∫ 2π

0

q
(
ρeiϕ

)∣∣T [Λ]
(
ρeiϕ

)∣∣2 dϕ. (3.6)

Therefore

ImS1(ρ)=
τ

2π

∫ 2π

0

Imq
(
ρeiϕ

)∣∣T [Λ]
(
ρeiϕ

)∣∣2 dϕ. (3.7)

Inequality (3.2) implies that ImS1(ρ)>0, and since S1(r)= limρ→r−S1(ρ),
we get that ImS1(r)>0 too.

Conversely, let ImS1(r)>0. Firstly, taking Λn =0 for n 6=1,m (26m6
M), we get

S1(r)=Q0|rΛ1|2 +rm−1Qm−1rΛ1(rmΛm)∗+Q0|rmΛm|2

and consequently

ImS1(r)=ImQ0
(|rΛ1|2 + |rmΛm|2)
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+
1
2i

(
rm−1Qm−1rΛ1(rmΛm)∗−(rm−1Qm−1)∗(rΛ1)∗rmΛm

)
.

This Hermitian quadratic form is non-negative if and only if rm−1|Qm−1|6
2ImQ0; the bound implies analyticity of q in Dr.

Secondly, we show that

ImS1(ρ)>0 for 0<ρ<r. (3.8)

To this end, we set

λ1(ρ) := min
‖Λ‖ωτ

M
=1

ImS1(ρ) for 0<ρ<r.

Let the point of minimum be Λ0. We set A :=Λ0/E and Am(ϕ) :=e−imϕAm

and get

λ1(ρ)=Im
(

Q

E
∗A,A

)

ωτ
M

> min
06ϕ62π

Im
(

Q

E
∗A(ϕ), A(ϕ)

)

ωτ
M

= min
06ϕ62π

ImF
(
ρeiϕ

)
,

where once again Em≡ρ−m and

F (z) := ((ZQ)∗A,A)ωτ
M

∣∣∣
Zm=zm

is a polynomial. By the maximum principle applied to the harmonic function
ImF , we obtain min|z|=ρ ImF (z)>min|z|=r ImF (z). Since

F
(
reiϕ

)
= ImS1(r)|Λm≡r−mAm(ϕ) >0,

we get λ1(ρ)>0, and thus inequality (3.8) is valid.
Finally, z−1T [Λ](z) is an arbitrary polynomial with degree not greater

than M−1. Consequently, for M =2(N +1), the expression

{
z−1T [Λ](z)

}∣∣
z=reiϕ e−iNϕ =

N∑

k=−N

ckeikϕ =:TN (ϕ), (3.9)

is an arbitrary complex trigonometric polynomial with degree not greater
than N . By virtue of (3.7) and (3.8) we get

∫ 2π

0

Imq
(
ρeiϕ

) |g(ϕ)|2 dϕ>0 for any g =TN . (3.10)

Since the set of trigonometric polynomials is dense in L2(0,2π), inequality
(3.10) is valid for any g∈L2(0,2π) as well, taking into account the inequality,
for any κ∈L∞(0,2π), f,g∈L2(0,2π)

∣∣∣∣
∫ 2π

0

κ|f |2dϕ−
∫ 2π

0

κ|g|2dϕ

∣∣∣∣6‖κ‖L∞(0,2π)‖f−g‖L2(0,2π)‖f +g‖L2(0,2π).

Consequently, Imq(z)>0 on ∂Dρ for any 0<ρ<r, and inequality (3.2) is
proved.
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2. Once again we first fix M >1 and values Φ1,Φ2,... ,ΦM together with Φ−1 =
Φ0 =0. To satisfy

(
i~∂tΦ+vstΦ

)m
=0 for m>M , we set

Φm :=βm−MΦM for m>M with β :=
1+ iτv/(2~)
1− iτv/(2~)

.

Similarly to formulas (3.5) we get, for Êm =ρ−m with 0<ρ6 r

S2(ρ) :=
(

1
Ê2

SΦ, i~∂tΦ+vstΦ
)

ωτ
M

= τ
∞∑

m=0

(
Q

Ê
∗ stΦ

Ê

)m (
i~∂tΦm +vstΦm

)∗

Êm
.

Since |β|=1, we have supm>0 |Φm|=max16m6M |Φm|, and therefore T [Φ](z)
and T [stΦ](z)=((1+z)/2)T [Φ](z) are analytic in D1. Moreover, for z∈D1

T [
i~∂tΦ

]
(z)= i

2~
τ

1−z

1+z
T [stΦ](z)=

[
~2B1∞

h2
(1−γ(z))+V∞

]
T [stΦ](z).

For q analytic in Dr and 0<ρ<r, similarly to (3.6) we obtain

S2(ρ)=
τ

2π

∫ 2π

0

{
q(z)

[
~2B1∞

h2
(1−γ(z))+(v+V∞)

]∗

·|T [stΦ](z)|2
}∣∣∣

z=ρeiϕ
dϕ, (3.11)

and thus, after setting p(z) := q(z)
[
(~2B1∞/h2)(1−γ(z))∗+(v+V∞)

]
,

ImS2(ρ)=
τ

2π

∫ 2π

0

Imp
(
ρeiϕ

)∣∣T [stΦ]
(
ρeiϕ

)∣∣2 dϕ. (3.12)

Inequality (3.3) implies that ImS2(ρ)>0, and since S2(r)= limρ→r−S2(ρ),
we get that ImS2(r)>0 too.

Conversely, let ImS2(r)>0. Comparing (3.6) and (3.11), in the case
ΦM =0, we get another representation for S2(ρ):

S2(ρ)=
(

P

E
∗ Λ

E
,
Λ
E

)

ωτ
M

, (3.13)

where P is such that T [P ]=p, Em≡ρ−m and Λ=stΦ. Consequently by
analogy with (3.8) we have (provided that ΦM =0)

ImS2(ρ)>0 for 0<ρ<r. (3.14)

Furthermore, for ΦM =0, we find that

z−1T [stΦ](z)=
M−2∑
m=0

Θmzm



284 TRANSPARENT BOUNDARY CONDITIONS II

is any polynomial of degree not greater than M−2 such that∑M−2
m=0 (−1)mΘm =0. Therefore, for M =2N +3, the expression (3.9) is an

arbitrary trigonometric polynomial TN such that TN (π)=0. By virtue of
(3.12) and (3.14) we get

∫ 2π

0

Imp
(
ρeiϕ

) |g(ϕ)|2dϕ>0

for any g =TN . With the help of the above density argument, the inequality
holds also for any g∈L2(0,2π). Consequently, Imp(z)>0 on ∂Dρ for any
0<ρ<r, and inequality (3.3) is proved.

Note that the regularizing role of the multipliers 1/E2 and 1/Ê2 in conditions
(2.9) and (2.30) is clear from the statement and the proof of Proposition 3.1; recall
also that the most interesting choice of r is r(τ)=1/(1+c0τ) with c0 >0.

Let us apply the last proposition for q = qref .

Proposition 3.2. For S=Sref , inequalities (2.9) and (2.30) hold for Em = Êm≡
r−m with any 0<r 61 and for any v >−V∞.

Proof. Recall that qref is analytic, with Imqref(z)>0, in D1 (see Part I). Conse-
quently according to Proposition 3.1, it is sufficient to check the inequality

Im[qref(z)(1−γ(z))∗]>0 in D1, (3.15)

which implies (3.3) for q = qref , r =1 and v >−V∞.
Since the linear-fractional function z→ ζ =γ(z) establishes a one-to-one corre-

spondence between D1 and the lower half-plane {Imζ <0}, inequality (3.15) can be
rewritten in the form

Im
(
−
√

ζ2−1(1−ζ∗)
)

>0 for Imζ <0.

We transform this as follows

Im
(
−
√

w(w+2)w∗
)

<0 for Imw<0

and set w= teiθ−1 with t>0 and π <θ <2π. Since arg(teiθ +2) runs over (θ, 2π), we
get

sinarg
(
−
√

w(w+2)w∗
)

=sin
(

1
2

(
θ+arg(teiθ +2)

)−π−θ

)

=−sin
arg(teiθ +2)−θ

2
<0

which proves the required inequality.

Note that, for S=Sref and E≡1, two other proofs of inequality (2.9) were given
in Part I.

Now we turn to estimates for Sref−S. In contrast to [5], to this end we find it
essential to rewrite (3.1) in the equivalent form

SΦ=R∗Φ with R :=stQ, (3.16)
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where we set Q−1 =0. Clearly, T [R](z)=((1+z)/2)T [Q](z) and, in particular,
T [Rref ](z)=((1+z)/2)qref(z), for Rref :=stQref (with Q−1

ref =0); note that an explicit
expression for Rref is available, see [12] and Part I.

The reason is that the multiplier (1+z)/2 cancels the singularity of qref at the
point z =−1∈D1; see the next lemma. (Recall that form (3.16) is also more suitable
for the stable implementation of the discrete TBC, see [12].)

Lemma 3.3. The functions

ν1(z) :=γ(z)+ −
√

γ2(z)−1, ν2(z) :=γ(z)− −
√

γ2(z)−1, qref =
ν1−ν2

2h

have unique continuous extensions ν1e, ν2e, qref,e =(ν1e−ν2e)/(2h) from D1 to
D1\{−1}.

Moreover the functions
1+z

2
ν1e(z),

1+z

2
ν2e(z),

1+z

2
qref,e(z),

defined respectively by 0,−2ia1,ia1/h for z =−1, are continuous on D1.

Proof. The function −
√

ζ2−1 can be extended from {Imζ <0} by a function

−
√

ζ2−1e, continuous on {Imζ 60}, by setting for real x

−
√

ζ2−1e := lim
ε→0+

−
√

(x− iε)2−1=





i
√

1−x2 for |x|61,

−(sgn x)
√

x2−1 for |x|>1.

This implies the first part of the lemma. Note that 0< |ν1e(z)|61 and |ν2e(z)|>1 on
D1.

The limit relations ((1+z)/2)ν1e(z)→0 and ((1+z)/2)(ν1e(z)+ν2e(z))=(1+
z)γ(z)→−2ia1 as z→−1 and z∈D1\{−1} yield the second part of the lemma.

Let H∞(Dr) be the Hardy space of functions p analytic in Dr such that
supDr

|p(z)|<∞. For such functions the trace p|∂Dr
∈L∞(∂Dr) is well defined; more-

over, supDr
|p(z)|=‖p‖L∞(∂Dr) [18].

Proposition 3.4. Let q∈H∞(Dr) for 0<r <1 or (1+z)q(z)∈H∞(D1) for r =1.
Then the following bound holds, for Em≡ r−m:

sup
M>1

‖Sref−S‖M,E 6
∥∥∥∥

1+z

2
qref,e(z)− 1+z

2
q(z)

∥∥∥∥
L∞(∂Dr)

. (3.17)

Proof. For fixed M >1 and Φ0 =0,Φ1,... ,ΦM , we set Φm :=0 for m>M . With
an argument similar to that used in the proof of (3.6) applied to (3.16), we obtain the
relations, for r<1 and Em≡ r−m

∥∥∥∥
1
E (Sref−S)Φ

∥∥∥∥
2

ωτ
M

= τ
∞∑

m=0

∣∣∣∣
(

Rref

E − R

E
)m

∗
(

Φ
E

)m∣∣∣∣
2

=
τ

2π

∫ 2π

0

∣∣κ(
reiϕ

)∣∣2 ∣∣T [Φ]
(
reiϕ

)∣∣2 dϕ

6‖κ‖2L∞(∂Dr)

τ

2π

∫ 2π

0

∣∣T [Φ]
(
reiϕ

)∣∣2 dϕ=‖κ‖2L∞(∂Dr)

∥∥∥∥
Φ
E

∥∥∥∥
2

ωτ
M

,

(3.18)
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where

κ(z) :=
1+z

2
qref,e(z)− 1+z

2
q(z).

Here we have applied twice the Parseval equality; note also that T [Φ] is simply a
polynomial of degree not greater than M .

The case r =1 is reduced to the previous one by passing to the limit r→1− and
using Lemma 3.3 and the limit relation (see [18])

lim
r→1−

‖g‖L∞(∂Dr) =‖g‖L∞(∂D1) for g∈H∞(D1).

Remark 3.2. In fact inequality (3.17) is an equality. To see that, we should analyze
the unique inequality in the chain of relations (3.18) (which finally holds for any
0<r 61) and show the inverse inequality

C(κ0) := sup
M>1

sup
Φ

∫ 2π

0
κ0(ϕ)

∣∣T [Φ]
(
reiϕ

)∣∣2dϕ∫ 2π

0
|T [Φ](reiϕ)|2dϕ

>‖κ0‖L∞(0,2π) for κ0(ϕ) := |κ(
reiϕ

) |2,

where the second supremum is taken over all Φ: ωτ →C, Φm =0 for m=0 and m>M ,
and Φ 6≡0. Similarly to the proof of Claim 1 in Proposition 3.1, we get

C(κ0)> sup
N>1

sup
TN 6≡0

∫ 2π

0
κ0 |TN |2dϕ∫ 2π

0
|TN |2dϕ

= sup
g∈L2(0,2π),g 6≡0

∫ 2π

0
κ0 |g|2dϕ∫ 2π

0
|g|2dϕ

= sup
f>0:‖f‖L1(0,2π)=1

∫ 2π

0

κ0f dϕ.

The first equality follows from the density of the set of all trigonometric polynomials
in L2(0,2π), and the second equality is obvious. Since κ0 >0, the last supremum (over
f) equals ‖κ0‖L∞(0,2π), which completes the proof.

Notice that the right-hand side of (3.17) does not change if one replaces ‖·‖L∞(Dr)

by ‖·‖L∞(∂Dr).
Keeping in mind Remark 2.6, we can weaken the L∞(∂Dr)-norm in the last

proposition at the cost of a new multiplier unbounded in τ .

Proposition 3.5. Let 16p626p1 6∞ and 1/s=1/p−1/p1. Assume that q∈
Hs(Dr) for some 0<r <1 or (1+z)q(z)∈Hs(D1) for r =1. Then the following bound
holds, for Em≡ r−m

sup
M>1

‖Sref−S‖M,E,p,p1 6 1
(2πτ)1/s

∥∥∥∥
1+z

2
(qref,e(z)−q(z))

∥∥∥∥
Ls(∂Dr)

. (3.19)

Remark 3.3. For p=p1 =2, one has s=∞ and the bound coincides with (3.17). On
the other hand, for p=1 and p1 =∞, one gets the minimal value s=1.

Proof. The argument is similar to the one used in Proposition 3.4, except that
one exploits the Hausdorff-Young inequalities for series (for example see [11]) together
with the Hölder inequality instead of the Parseval equality.
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Namely, for r<1 and Em≡ r−m, the following relations hold:

∥∥∥∥
1
E (S−Sref)Φ

∥∥∥∥
Lp1 (ωτ

M )

= τ1/p1

( ∞∑
m=0

∣∣∣∣
(

Rref

E − R

E
)m

∗
(

Φ
E

)m∣∣∣∣
p1

)1/p1

6 τ1/p1
1

(2π)1/p′1
‖κT [Φ]‖

Lp′1 (∂Dr)

6 τ1/p1
1

(2π)s
‖κ‖Ls(∂Dr)

1
(2π)1/p′ ‖T [Φ](z)‖Lp′ (∂Dr)

6 τ1/p1
1

(2π)1/s
‖κ‖Ls(∂Dr)

( ∞∑
m=0

∣∣∣∣
Φm

Em

∣∣∣∣
p
)1/p

=
τ1/p1−1/p

(2π)1/s
‖κ‖Ls(∂Dr)

∥∥∥∥
Φ
E

∥∥∥∥
Lp(ωτ

M )

,

where (
∑∞

m=0 |Y |p1)1/p1 , for p1 =∞, is understood as supm>0 |Y m|. This implies the
result for r<1.

The case r =1 is reduced once again to the previous one by passing to the limit
as r→1− with the help of the limit relation (see [18])

lim
r→1−

‖g‖Ls(∂Dr) =‖g‖Ls(∂D1) for g∈Hs(D1).

4. The 2D case
We recall that for applications in low-energy nuclear fission dynamics, the 1D

model is oversimplified. In this section, we show how the above 1D results can be
extended and exploited for a 2D situation of physical interest; see [7, 13]. So we turn
to the generalized time-dependent 2D Schrödinger equation

i~
∂ψ

∂t
=Hψ

:=−~
2

2

[
∂

∂x

(
B11

∂ψ

∂x

)
+

∂

∂x

(
B12

∂ψ

∂y

)
+

∂

∂y

(
B21

∂ψ

∂x

)
+

∂

∂y

(
B22

∂ψ

∂y

)]
+V ψ,

for (x,y)∈Ω:=(0,∞)×(0,Y ), and t>0, (4.1)

involving the 2D Hamiltonian operator H with the real matrix {Bpq(x,y)}2p,q=1 that
is symmetric and has eigenvalues not less than ν >0 uniformly in Ω. V (x,y) is real
in Ω.

Equation (4.1) is supplemented with the following boundary condition, the con-
dition at infinity and the initial condition

ψ|∂Ω =0, ‖ψ(x,·,t)‖L2(0,Y )→0 as x→∞, for any t>0, (4.2)

ψ|t=0 =ψ0(x,y) in Ω. (4.3)

We assume that for some X0 >0,

B11(x,y)=B1∞>0, B12(x,y)=B21(x,y)=0, B22(x,y)=B2∞>0,

V (x,y)=V∞ and ψ0(x,y)=0 for x>X0, y∈ [0,Y ].
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An explicit TBC for this problem is written for example in Part I.
In addition to the notation from Section 2, we define two mesh averaging operators

with respect to x,

sxWj =
Wj−1 +Wj

2
, ŝxWj :=

hjWj +hj+1Wj+1

2hj+1/2
.

We also introduce a mesh ωδ in y on [0,Y ] with the nodes 0=y0 < ···<yK =Y
and the steps δk :=yk−yk−1. Let ωδ :=ωδ \{0,Y }. We define the backward and the
modified forward difference quotients together with two mesh averaging operators
with respect to y,

∂yUk :=
Uk−Uk−1

δk
, ∂̂yUk :=

Uk+1−Uk

δk+1/2
,

syUk =
Uk−1 +Uk

2
, ŝyUk :=

δkUk +δk+1Uk+1

2δk+1/2
,

where δk+1/2 := (δk +δk+1)/2. We also need the inner products

(U,W )ωδ
≡ (U,W ) ◦

H(ωδ)
:=

K−1∑

k=1

UkW ∗
k δk+1/2, (U,W )eωδ

:=
K∑

k=1

UkW ∗
k δk

and the associated norms ‖·‖ωδ
and ‖·‖eωδ

, where
◦
H(ωδ) is the space of functions U :

ωδ→C with U |k=0,K =0.
We define the product meshes ωh,∞ :=ωh,∞×ωδ on Ω, ωh :=ωh×ωδ on [0,X]×

[0,Y ] and ωh :=ωh×ωδ and introduce two mesh inner products

(U,W )ωh
=(U,W )ωh×ωδ

:=
K−1∑

k=1

(Ujk,Wjk)ωh
δk+1/2, (U,W )ωh

:=
K−1∑

k=1

(Ujk,Wjk)ωh
δk+1/2

together with the associated mesh norms ‖·‖ωh
and ‖·‖ωh

. The additional inner
products (·,·)eωh×ωδ

, (·,·)ωh×eωδ
and (·,·)ωδ×ωτ

M
and the associated norms are defined

similarly to the former one.
We continue to exploit the 2D mesh Hamiltonian operator, see [22] and Part I,

HhW :=−~
2

2

{
∂̂x

(
B11h∂xW

)
+ ∂̂xŝy(B12hsx∂yW )

+ŝx∂̂y(B21h∂xsyW )+ ∂̂y

(
B22h∂yW

)}
+VhW,

where the coefficients are given by the formulas

B11h = ŝyB̃11, B12h =B21h = B̃12, B22h = ŝxB̃22, Vh = ŝxŝyṼ

with B̃jk :=B(xj−hj/2,yk−δk/2). We study the following Crank-Nicolson finite-
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difference with general 2D approximate TBC, see Part I

i~∂tΨ=HhstΨ+F on ωh×ωτ , (4.4)

Ψm|j=0 =0, Ψm|k=0,K =0 for m>1, (4.5)
[
~2

2
B1∞∂xstΨ− h

2

(
i~∂tΨ+

~2

2
B2∞∂̂y∂ystΨ−V∞stΨ

)]m∣∣∣∣
j=J

=
~2

2
B1∞SmΨm

J +Ĝm on ωδ for m>1, (4.6)

Ψ0 =Ψ0
h on ωh, (4.7)

where Ψ0
hjk =ψ0(xj ,yk) (for definiteness) and thus Ψ0

h

∣∣
j=J

=0; we assume that the
two conjunction conditions Ψ0

h

∣∣
j=0

=0 and Ψ0
h

∣∣
k=0,K

=0 are also valid. Hereafter we
exploit collections Ψm

J ={Ψn
J}m

n=0 and Ψm
j ={Ψm

jk}K
k=0, j >0 and m>0; recall that

SmΨm
J is non-local not only in time as in the 1D case but in y as well. Once more

F : ωh×ωτ →C and Ĝ: ωδ×ωτ →C are given perturbations that are introduced to
study the stability of the scheme.

Proposition 4.1. Let Ψ be a solution of the finite-difference scheme (4.4)-(4.7)
with any Ψ0

h such that Ψ0
h

∣∣
j=0,J

=0 and Ψ0
h

∣∣
k=0,K

=0. Assume that the operator S
satisfies the inequality

Im
(

1
E2

SΦ, stΦ
)

ωδ×ωτ
M

>0 for any M >1, (4.8)

for some E∈ND(ωτ ) and any function Φ: ωδ×ωτ →C such that Φ0 =0 and
Φ|k=0,K =0. Then the following stability bound holds, for any M >1

max
06m6M

‖Ψm‖ωh

6EM

(
‖Ψ0

h‖ωh
+

2
~

M∑
m=1

1
Em

‖Fm‖ωh
τm +

2
~

√
2
h

M∑
m=1

1
Em

‖Ĝm‖ωδ
τm

)
. (4.9)

Proof. From the proof of Proposition 4.1 in Part I it follows that

~
2

∂t‖Ψ‖2ωh
=Im

{
(F, stΨ)ωh

−
(
Ĝ, stΨJ

)
ωδ

− ~
2

2
B1∞ (SΨJ , stΨJ)ωδ

}
. (4.10)

Similarly to the proof of Proposition 2.1, for Y =Ψ/E, the relations

~
2

[
∂t‖Y ‖2ωh

+
∂t(E2)

E2
‖Y̌‖2ωh

]

=Im

{(
F,

1
E2

st(EY )
)

ωh

−
(

Ĝ,
1

E2
st(EYJ)

)

ωδ

− ~2

2E2
B1∞ (SΨJ , stΨJ)ωδ

}

6‖F‖ωh

1
E

st‖Y ‖ωh
+‖Ĝ‖ωδ

1
E

st‖YJ‖ωδ
− ~2

2E2
B1∞ Im(SΨJ , stΨJ)ωδ
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and consequently the bound

max
06m6M

‖Y m‖ωh
6‖Y 0‖ωh

+
2
~

M∑
m=1

1
Em

‖Fm‖ωh
τm +

2
~

√
2
h

M∑
m=1

1
Em

‖Ĝm‖ωδ
τm

hold, and the result follows.

Remark 4.1. The quantity EM
[
~B1∞ Im

(
1

E2 SΨJ , stΨJ

)
ωδ×ωτ

M

]1/2

is also bounded
by the right-hand side of (4.9), for any M >1.

Corollary 4.2. Let the hypotheses of Proposition 4.1 together with the a priori
estimate

‖∂xΨ‖eωh×ωδ
6C0Ê on ωτ ,

for some Ê∈ND(ωτ ), be valid. Then the Ĝ-term in bound (4.9) can be replaced by

[
2
√

2C0

~

M∑
m=1

√
stÊm

Em
‖Ĝm‖ωδ

τm

]2/3

.

The proof is similar to one for Corollary 2.2 and exploits the multiplicative in-
equality

max
06j6J

‖Wjk‖2ωδ
62‖W‖ωh

‖∂xW‖eωh×ωδ
,

where W |j=0 =0 (which follows from (2.16)).
We introduce the 2D Hermitian-symmetric bilinear form

Lωh
(U,W ) :=

~2

2

J∑

j=1

K∑

k=1

{
B̃11sy

[
(∂xU)∂xW ∗]+B̃12(sx∂yU)∂xsyW ∗

+B̃21(∂xsyU)sx∂yW ∗+B̃22sx

[
(∂yU)∂yW ∗]}

jk
hjδk +(VhU,W )ωh

for U,W : ωh→C. The identity

Lωh
(U,W )

=(HhU,W )ωh
+

({
~2

2
B1∞∂xU− h

2

(
~2

2
B2∞∂̂y∂yU−V∞U

)}

J

,W

)

ωδ

(4.11)

holds provided that W |j=0 =0 and W |k=0,K =0; actually this has already been applied
in the proof of Proposition 4.1 in Part I. Moreover, for such W , taking into account
the assumptions on {Bpq}2p,q=1 and inequalities like sy(|U |2)> |syU |2, we also get the
inequality [22]

Lωh
(W,W )>ν

~2

2

J∑

j=1

K∑

k=1

{
sy

(|∂xW |2)+sx

(|∂yW |2)}
jk

hjδk +(VhW,W )ωh

=ν1

(‖∂xW‖2eωh×ωδ
+‖∂yW‖2ωh×eωδ

)
+(VhW,W )ωh
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and consequently

‖W‖2Hh+vI;ωh
:=Lωh

(W,W )+v‖W‖2ωh
>ν1

(‖∂xW‖2eωh×ωδ
+‖∂yW‖2ωh×eωδ

)
, (4.12)

for any real number v >v0 with v0 :=−min(ωh\{0})×ωδ
Vh.

Proposition 4.3. Let Ψ be a solution of the finite-difference scheme (4.4)-(4.7) with
any Ψ0

h such that Ψ0
h|j=0,J =0 and Ψ0

h|k=0,K =0 and Ĝ=0. Assume that the operator
S satisfies the inequality

Im
(SΦ, i~∂tΦ+vstΦ

)
ωδ×ωτ

M

>0 for any M >1, (4.13)

for any Φ: ωδ×ωτ →C such that Φ0 =0 and Φ|k=0,K =0 and some v >v0. Then the
following bound holds

max
06m6M

‖Ψm‖Hh+vI;ωh
6‖Ψ0

h‖Hh+vI;ωh
+

2
~

M∑
m=1

‖Fm‖Hh+vI;ωh
τm for any M >1;

(4.14)
hereafter Fm

jk is extended by zero for both j =0,J and k =0,K.

Proof. Similarly to the proof of Proposition 2.3, taking the (·,·)ωh
-inner product

of equation (4.4) and HhstΨ and applying identity (4.11), we get

Lωh

(
i~∂tΨ, stΨ

)−
(

i~∂tΨJ ,
~2

2
B1∞∂xstΨJ− h

2

(
~2

2
B2∞∂̂y∂ystΨJ−V∞stΨJ

))

ωδ

=‖HhstΨ‖2ωh
+(F,HhstΨ)ωh

.
(4.15)

Notice that

ReLωh

(
∂tΨ, stΨ

)
=

1
2

∂tLωh
(Ψ,Ψ)

and, by virtue of the boundary condition (4.6),
{
~2

2
B1∞∂xstΨ− h

2

(
~2

2
B2∞∂̂y∂ystΨ−V∞stΨ

)}

J

=
h

2
i~∂tΨJ +

~2

2
B1∞SΨJ .

Consequently after taking the imaginary part of both sides of (4.15), we find

~
2

∂tLωh
(Ψ,Ψ)=Im

{
(F,HhstΨ)ωh

− ~
2

2
B1∞

(SΨJ , i~∂tΨJ

)
ωδ

}
.

Combining this equality and (4.10), we obtain

~
2

∂t

[Lωh
(Ψ,Ψ)+v‖Ψ‖2ωh

]

=Im
{

(F, (Hh +vI)stΨ)ωh
− ~

2

2
B1∞

(SΨJ , i~∂tΨJ +vstΨ
)
ωδ

}
. (4.16)

The last equality implies the result.
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Corollary 4.4. Let us consider the scheme (4.4)-(4.7) in the case F =0 and Ĝ=0,
for some v >v0. Condition (4.13) for Φ=ΨJ is valid if and only if the solution
satisfies the equality

max
m>0

‖Ψm‖Hh+vI;ωh
=‖Ψ0

h‖Hh+vI;ωh
.

The result follows from equality (4.16).

Now we consider the Crank-Nicolson scheme on the infinite mesh for the original
problem (4.1)–(4.3)

i~∂tΨ=HhstΨ+F on ωh,∞×ωτ , (4.17)

Ψm|j=0 =0, Ψm|k=0,K =0 for m>1, (4.18)

Ψ0 =Ψ0
h on ωh,∞, (4.19)

where F is a given perturbation. We consider only the solutions having the property
Ψm∈Hh for any m>0, where Hh is a Hilbert space consisting of functions W : ωh,∞→
C such that W |j=0 =0, W |k=0,K =0 and

∑∞
j=1‖Wjk‖2ωδ

<∞, equipped with the inner
product (U,W )Hh

:=
∑∞

j=1 (Ujk,Wjk)ωδ
hj+1/2.

We define the 2D Hermitian-symmetric bilinear form

Lωh,∞(U,W ) :=
~2

2

∞∑

j=1

K∑

k=1

{
B̃11sy

[
(∂xU)∂xW ∗]+B̃12(sx∂yU)∂xsyW ∗

+B̃21(∂xsyU)sx∂yW ∗+B̃22sx

[
(∂yU)∂yW ∗]}

jk
hjδk +(VhU,W )Hh

=(HhU,W )Hh

for U,W ∈Hh; we set HhU |j=0 :=0 and HhU |k=0,K :=0. We have

‖W‖2Hh+vI :=Lωh,∞(W,W )+v‖W‖2Hh
>ν1




∞∑

j=1

‖∂xWjk‖2ωδ
hj +

K∑

k=1

‖∂yWjk‖2Hh
δk


,

for any v >v0, by passing to the limit as j0→∞ in relations like (4.12) but for the
mesh {xj}j0

j=0.

Proposition 4.5. Let Fm∈Hh for any m>1 and Ψ0
h∈Hh. There exists a unique

solution to the scheme (4.17)-(4.19), and the following stability bound holds:

max
06m6M

‖Ψm‖Hh+vI 6‖Ψ0
h‖Hh+vI +

2
~

M∑
m=1

‖Fm‖Hh+vIτm for any M >1,

for any v >v0. Moreover, for F =0, the following conservation law holds:

‖Ψm‖Hh+vI =‖Ψ0
h‖Hh+vI for any m>0.
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Proof. The result is similar to Proposition 2.5 and is derived from Proposition
4.3 in Part I and the two energy-type equalities

~
2

∂t‖Ψ‖2Hh
=Im(F, stΨ)Hh

, (4.20)

~
2

∂tLωh,∞(Ψ,Ψ)=Im(F,HhstΨ)Hh
. (4.21)

Corollary 4.6. Let Fm =0 and Ψ0
h =0 on ωh,∞\ωh for m>1. If the solution of

the scheme (4.17)-(4.19) satisfies the relation
(◦

∂xstΨ
)m

J

=Sm
refΨ

m
J on ωδ for any m>1, (4.22)

then the following equality holds, for any M >1 and any real v:

~B1∞ Im
(SrefΨJ , i~∂tΨJ +vstΨJ

)
ωδ×ωτ

M

=
(
~2

2
B2∞

∥∥∂yΨM
J

∥∥2

eωδ
+(V∞+v)‖ΨM

J ‖2ωδ

)
h

2

+
∞∑

j=J+1

(
~2

2
B1∞

∥∥∂xΨM
j

∥∥2

ωδ
+
~2

2
B2∞

∥∥∂yΨM
j

∥∥2

eωδ
+(V∞+v)‖ΨM

j ‖2ωδ

)
h. (4.23)

Consequently, S=Sref satisfies condition (4.13) for Φ=ΨJ and any v >−V∞.
Moreover, for the uniform mesh ωτ , Sref is the operator of the 2D discrete TBC, see
[5] and Part I, and the condition is valid for any Φ mentioned in it.

Equality (4.23) follows from combined equalities (4.20) and (4.21) together with
equality (4.16).

For the uniform mesh ωτ , it follows from Part I that any function Φ: ωδ×ωτ
M →C

can be extended as the solution of the scheme (4.17)-(4.19) such that ΨJ =Φ on
ωδ×ωτ

M , with some F such that Fm =0 on ωh,∞\ωh for m>1 and Ψ0
h =0. Namely,

one can set Ψj =0 for 06 j 6J−2, extend Φm =0 for m>M , and construct Ψj for
j >J−1 as the solution of the equation

i~∂tΨ=
~2

2

(
B1∞∂̂x∂x +B2∞∂̂y∂y

)
stΨ+V∞stΨ on (ωh,∞\ωh)×ωτ

having the property Ψm∈Hh for any m>0, with Ψ0 =0, exploiting the technique
described in Part I for the derivation of the 2D discrete TBC. This completes the
proof.

Let us go back to the scheme (4.4)-(4.7).

Proposition 4.7. Let the hypotheses of Proposition 4.3 be valid, with the following
generalization of condition (4.13):

Im
(

1
Ê2

SΦ, i~∂tΦ+vstΦ
)

ωδ×ωτ
M

>0 for any M >1, (4.24)
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for some Ê∈ND(ωτ ), any Φ such as in (4.13) and some v >v0. Then the following
bound holds:

max
06m6M

‖Ψm‖Hh+vI;ωh
6 ÊM

(
‖Ψ0

h‖Hh+vI;ωh
+

2
~

M∑
m=1

1
Êm

‖Fm‖Hh+vI;ωh
τm

)
,

for any M >1.

The proof is similar to that for Proposition 2.7 and follows from equality (4.16);
see also the proof of Proposition 4.1.

Corollary 4.8. Under conditions of any of Propositions 4.1, 4.3 and 4.7, the
scheme (4.4)-(4.7) is uniquely solvable provided that S is a linear operator.

Note that Proposition 2.9 remains valid for the scheme (4.4)-(4.7) provided that
condition (2.31) is valid on ωδ for any Φ such as in (4.8) and any m>1.

For any E ∈ND(ωτ ), p,p1∈ [1,∞] and linear S, we define the norm

‖S‖M,E,p,p1 :=sup
Φ

∥∥ 1
E ‖SΦ‖ωδ

∥∥
Lp1 (ωτ

M )∥∥ 1
E ‖Φ‖ωδ

∥∥
Lp(ωτ

M )

, (4.25)

where supremum is taken over all Φ: ωδ×ωτ
M →C, Φ0 =0, Φ|k=0,K =0 and Φ 6≡0. In

particular, for p=p1 =2

‖S‖M,E,p,p1 =‖S‖M,E :=sup
Φ

∥∥ 1
E SΦ

∥∥
ωδ×ωτ

M∥∥ 1
E Φ

∥∥
ωδ×ωτ

M

.

Let Sref be a linear operator satisfying condition (4.8) for E≡1 and Ψref be the
solution of the scheme for S=Sref .

Proposition 4.9. Let F =0, G=0 and S be linear. For any E ∈ND(ωτ ), M >1
and p,p1∈ [1,∞], the following claims are valid.

1. If condition (4.8) holds, then

max
06m6M

‖Ψm
ref−Ψm‖ωh

6 2
h
~B1∞‖E‖Lp′1 (ωτ

M )

∥∥∥∥
E

E

∥∥∥∥
Lp(ωτ

M )

∥∥Ψ0
h

∥∥
ωh
‖Sref−S‖M,E,p,p1 .

2. If condition (4.24) holds, then

max
06m6M

‖Ψm
ref−Ψm‖ωh

6
√

2X

ν1h
~B1∞‖E‖Lp′1 (ωτ

M )

∥∥∥∥∥
Ê

E

∥∥∥∥∥
Lp(ωτ

M )

∥∥Ψ0
h

∥∥
Hh+vI;ωh

‖Sref−S‖M,E,p,p1 .

3. If both conditions (4.13) for S=Sref and condition (4.24) hold, then

max
06m6M

‖Ψm
ref−Ψm‖ωh
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6 1√
ν1


√2X ~B1∞

∥∥∥∥
√

Ê +1E
∥∥∥∥

Lp′1 (ωτ
M )

∥∥∥∥∥
Ê

E

∥∥∥∥∥
Lp(ωτ

M )




2/3

‖Ψ0
h‖Hh+vI;ωh

×‖Sref−S‖2/3
M,E,p,p1

.

The proof exploits Propositions 4.1, 4.3 and 4.7 and is quite similar to the proof of
Proposition 2.10 and Remark 2.6; thus this is omitted. We also omit the counterpart
of Remark 2.4.

In the sequel, we analyze one particular but important case of the 2D operators
S. Following Part I, we introduce the auxiliary mesh eigenvalue problem

−∂̂y∂yΘ=λΘ on ωδ, Θ|k=0,K =0, Θ 6≡0.

Let {Θl,λlδ}, 16 l6K−1, be its eigenpairs such that the functions {Θl}K−1
l=1 are

real-valued and form an orthonormalized basis in
◦
H(ωδ); recall that λlδ >0 for all l.

Clearly, for any U ∈
◦
H(ωδ), the expansion holds

U =F−1U (·) :=
K−1∑

l=1

U (l)Θl

with the coefficients

U (l) =(FU)(l) := (U,Θl)ωδ
for 16 l6K−1.

We consider S satisfying the property

(FSΦ)(l) =SlFΦ(l) for all 16 l6K−1, (4.26)

that is, admitting the representation

SΦ=F−1
(
SlFΦ(l)

)
(4.27)

with some 1D linear (for simplicity) operators Sl, for the same Φ such as in (4.8) and
(4.13).

We recall that (see Part I), for the uniform mesh ωτ , the operator Sref of the 2D
discrete TBC (see also Corollary 4.6), admits such a representation

SrefΦ=F−1
(
Sref,lFΦ(l)

)

involving the 1D operators

Sref,lΛ :=Qref,l ∗stΛ, with Qref,l := Qref |V∞=V∞lδ
and V∞lδ :=V∞+

~2

2
B2∞λlδ.

Another form Sref,lΛ :=Rref,l ∗Λ with Rref,l := Rref |V∞=V∞lδ
is usually more prefer-

able.
The following two propositions reduce a study of the 2D case to the 1D one and,

in particular, allow to apply the results of Section 3.
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Proposition 4.10. For an operator S admitting representation (4.27), 2D condition
(4.8) or (4.24) is equivalent to the collection of the respective 1D conditions (2.9) or
(2.30) (with the same Ê∈ND(ωτ )) for S=Sl, 16 l6K−1.

Proof. Exploiting the Parseval equality for F and property (4.26), we get

(SΦ, stΦ)ωδ×ωτ
M

=
M∑

m=1

K−1∑

l=1

(FSmΦm)(l)
(
stFΦm(l)

)∗
τm

=
K−1∑

l=1

(
SlFΦ(l), stFΦ(l)

)
ωτ

M

.

This proves the result in the case of condition (4.8) due to arbitrariness of FΦ(l),
16 l6K−1. (For S=Sref , this argument has been already applied in the proof of
Proposition 4.3 in Part I.)

The case of condition (4.24) is quite similar.

Proposition 4.11. For an operator S admitting representation (4.27), the equality
holds

‖S‖M,E,p,p1 = max
16l6K−1

‖Sl‖M,E,p,p1 (4.28)

provided that 16p626p1 6∞; in particular, ‖S‖M,E =max16l6K−1‖Sl‖M,E .

Proof. By the Parseval equality for F and property (4.26), we get

‖SΦ‖2ωδ
=

K−1∑

l=1

∣∣∣(FSΦ)(l)
∣∣∣
2

=
K−1∑

l=1

∣∣∣SlFΦ(l)
∣∣∣
2

, ‖Φ‖2ωδ
=

K−1∑

l=1

∣∣∣FΦ(l)
∣∣∣
2

.

Consequently, recalling definition (4.25), we find

‖S‖M,E,p,p1 = sup
Λ1,...,ΛK−1

∥∥∥∥ 1
E

[∑K−1
l=1 |SlΛl|2

]1/2
∥∥∥∥

Lp1 (ωτ
M )∥∥∥∥ 1

E
[∑K−1

l=1 |Λl|2
]1/2

∥∥∥∥
Lp(ωτ

M )

, (4.29)

where supremum is taken over all Λ1,... ,ΛK−1: ωτ
M →C, |Λ1|+ ···+ |ΛK−1| 6≡0.

Choosing all the functions Λ1,... ,ΛK−1 to be zero except one of them, we obtain

‖S‖M,E,p,p1 > max
16l6K−1

‖Sl‖M,E,p,p1 (4.30)

for any p,p1∈ [1,∞].
On the other hand, for 16p626p1 6∞, by applying the generalized Minkowski

inequality for sums, we get

‖S‖M,E,p,p1 6 sup
Λ1,...,ΛK−1

[∑K−1
l=1

∥∥ 1
E SlΛl

∥∥2

Lp1 (ωτ
M )

]1/2

[∑K−1
l=1

∥∥ 1
E Λl

∥∥2

Lp(ωτ
M )

]1/2
,

and since clearly
∥∥∥∥

1
E SlΛl

∥∥∥∥
Lp1 (ωτ

M )

6 max
16l6K−1

‖Sl‖M,E,p,p1

∥∥∥∥
1
E Λl

∥∥∥∥
Lp(ωτ

M )

,
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we obtain also the inequality opposite to (4.30):

‖S‖M,E,p,p1 6 max
16l6K−1

‖Sl‖M,E,p,p1 .

The proof is complete.
Notice that in the case p=p1 =2 we could simply continue (4.29) as follows

‖S‖M,E = sup
Λ1,...,ΛK−1

[∑K−1
l=1

∥∥ 1
E SlΛl

∥∥2

ωτ
M

]1/2

[∑K−1
l=1

∥∥ 1
E Λl

∥∥2

ωτ
M

]1/2
,

which more easily leads to the result.

One can easily generalize the results of Part I and this part for the problem in a
rectangular parallelepiped of any dimension unbounded in one of the coordinates in
one or both its directions.

Acknowledgments. The results of the paper have been mainly derived during
the visit of A. Zlotnik in spring 2006 to the Département de Physique Théorique
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