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Abstract. In this work, we prove that for any dimension d ≥ 1 and any γ ∈
(0,1) super-Brownian motion corresponding to the log-Laplace equation

v(t, x) = (St f )(x) −
∫ t

0

(
St−sv

γ (s, ·))(x)ds, (t, x) ∈R+ ×R
d ,

is absolutely continuous with respect to Lebesgue measure at any fixed time
t > 0. {St }t≥0 denotes a transition semigroup of a standard Brownian motion.
Our proof is based on properties of solutions of the log-Laplace equation. We
also prove that when initial datum v(0, ·) is a finite, non-zero measure, then
the log-Laplace equation has a unique, continuous solution. Moreover this
solution continuously depends on initial data.

1 Introduction and main result

This paper is devoted to studying regularity properties of the super-Brownian motion with
stable branching mechanism with infinite mean.

Let us start with some notation. For a measure μ on R
d and a function f on R

d let 〈μ,f 〉
or 〈f,μ〉 denote the integral of a function f with respect to a measure μ (whenever it is well
defined):

〈f,μ〉 = 〈μ,f 〉 ≡
∫
Rd

f (x)μ(dx).

Let γ ∈ (0,2] \ {1}. The super-Brownian motion with γ -stable branching mechanism, X =
{Xt, t ≥ 0}, is a Markov measure-valued process on R

d which is characterized as follows: for
any finite measure μ and a nonnegative not identically zero bounded continuous function f ,

Eμ

(
e−〈Xt ,f 〉) = E

(
e−〈Xt ,f 〉|X0 = μ

) = e−〈μ,v(t,·)〉, ∀t ≥ 0. (1.1)

Here v is a solution to the so-called log-Laplace equation:

v(t, x) = (Stf )(x) −
∫ t

0

(
St−sv

γ (s, ·))(x)ds, (t, x) ∈R+ ×R
d, (1.2)

if γ ∈ (1,2], and for γ ∈ (0,1), the sign in front of the non-linear term is reversed:

v(t, x) = (Stf )(x) +
∫ t

0

(
St−sv

γ (s, ·))(x)ds, (t, x) ∈R+ ×R
d . (1.3)

Here and for the rest of the paper {St }t≥0 denotes the transition semigroup of the Brownian
motion whose generator is Laplacian 1

2� in R
d . Clearly

Stf (x) =
∫
Rd

f (y)pt (x − y)dy, t ≥ 0,
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where {pt(x), t ≥ 0, x ∈ R
d} is the transition density of the Brownian motion. {St }t≥0 de-

scribes the underlying Brownian motion of X, whereas its continuous-state branching mech-
anism is described by v �→ ±vγ , v ≥ 0. The change of sign in front of vγ between (1.2) and
(1.3) corresponds to the change of sign in the Laplace transforms for spectrally positive stable
random variables with stability indexes γ ∈ (1,2) and γ ∈ (0,1), respectively.

The above equations were considered in Watanabe (1968) for a more general “motion” op-
erator and state space. Existence and uniqueness for such equations was derived in Watanabe
(1968) for strictly positive sufficiently regular initial conditions. For the equations (1.2), (1.3)
existence and uniqueness was established later for much more general class of initial condi-
tions (see, e.g., Fleischmann (1988) for γ ∈ (1,2] and Aguirre and Escobedo (1986/87) for
γ ∈ (0,1)).

For the case of super-Brownian motion with γ -stable branching mechanism (in what fol-
lows we will call it γ -super-Brownian motion) it is well known that for γ ∈ (1,2] in di-
mensions d < 2

γ−1 at any fixed time T > 0, the measure Xt = Xt(dx) is absolutely continu-
ous with respect to Lebesgue measure (in what follows, we will often write just “absolutely
continuous”) with probability one (cf. Fleischmann (1988)). By an abuse of notation, we
sometimes denote a version of the density function of the measure Xt = Xt(dx) by the same
symbol, Xt(dx) = Xt(x)dx. It is even known that for d = 1, γ ∈ (1,2], at fixed times t , there
is a continuous version of the density in x variable (see Mytnik and Perkins (2003)), and for
γ = 2, and again d = 1, there even exists a jointly space-time continuous version of the den-
sity (see Konno and Shiga (1988), Reimers (1989)). More detailed regularity properties of
the densities of superprocesses with stable branching mechanism with possibly more general
motion have been studied in Fleischmann, Mytnik and Wachtel (2010, 2011), Mytnik and
Wachtel (2015, 2016).

This paper is devoted to deriving absolute continuity of X for the case of γ ∈ (0,1). It
is easy to check that in this case E(〈Xt,1〉) = ∞, for t > 0, which adds some technical
difficulties for the proofs.

Before we state the main result of this paper we need to introduce some notation. Let
E be any Polish space. Let C(E) and B(E) be respectively, the spaces of continuous and
Borel measurable functions on space E. If F(E) is a space of real-valued functions on E

we define the following subspaces of F(E). Fb(E) (respectively, F+(E), Fc(E), Fbc(E))
denotes the subspace of bounded (respectively positive, with compact support, bounded with
compact support) functions. For example, B+

bc(R
d) denotes a set of positive, bounded, Borel

measurable functions with compact support on R
d .

Now let us define the explosion time of the superprocess.

Definition 1.1 (Time of explosion). Let d ≥ 1 and let {Xt }t≥0 be a super-Brownian motion
with non-random initial state X0. Given nonnegative continuous function f on R

d , we define
the time of explosion T (X0, f ) of X as follows

T (X0, f ) ≡ inf
{
t ≥ 0 : 〈Xt,f 〉 = ∞}

.

Now we are able to state the main result of the paper.

Theorem 1.2 (Absolute continuity). Let d ≥ 1 and 0 < γ < 1. Let {Xt }t≥0 be a γ -super-
Brownian motion with non-random initial state X0 being a finite measure on R

d . For each
t > 0, Xt(dx) is P − a.s. absolutely continuous on the event {t < T (X0,1)}.

The proof of this theorem is based on the properties of solutions to the log-Laplace equa-
tion corresponding to the process {Xt }t≥0. These properties are stated in Theorem 2.4. This
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theorem extends results of Aguirre and Escobedo (1986/87) for the case of non-zero measure-
valued initial conditions. All of Section 4 is devoted to the proof of these properties. In Sec-
tion 3.1, we will prove that for any nonnegative, non-zero continuous function f on R

d ,

T (X0, f ) = T (X0,1), P -a.s.

This property allows us to define the density of the superprocess {Xt }t≥0 for a fixed time
t > 0. In Section 3.2, we conclude the proof of Theorem 1.2—the main result of the paper.

2 Semilinear heat equation

For the rest of the paper fix γ ∈ (0,1) and arbitrary dimension d ≥ 1. One of the main tools
for investigating the γ -super-Brownian motion is the log-Laplace equation

v(t, x) = (Stf )(x) +
∫ t

0

(
St−sv

γ (s, ·))(x)ds. (2.1)

Usually in the literature (2.1) is studied for f being a non-negative function. In the sequel,
we will consider (2.1) also with f being a measure.

Before we discuss properties of (2.1), we need to introduce some notation. For a topologi-
cal space S, B(S) will denote the Borel σ -algebra on the space S.

We denote by Lp,w(Rd) (for p = 1 or p = ∞) a Banach space of (equivalence classes of)
measurable functions on R

d with the norms:

‖f ‖1,w ≡
∫
Rd

∣∣w(x)f (x)
∣∣ dx, for p = 1

‖f ‖∞,ω ≡ inf
{
M : Leb

(
x : ∣∣w(x)f (x)

∣∣ > M
) = 0

}
, for p = ∞,

where

w(x) ≡ Cwe−|x|,
∫
Rd

w(x)dx = 1,

and Leb denotes Lebesgue measure on R
d . L

p,w
+ (Rd) (respectively, L

p
+(Rd)) will denote the

nonnegative elements of Lp,w(Rd) (respectively, Lp(Rd)).
Given Lp,w(Rd) (for p = 1 or p = ∞) we define the Banach space L∞

loc((0,∞),

Lp,w(Rd)) of (equivalent classes of) measurable functions on (0,∞) × R
d as follows:

f ∈ L∞
loc((0,∞),Lp,w(Rd)) if and only if f (t, ·) ∈ Lp,w(Rd) for any fixed t and

t → ∥∥f (t)
∥∥
p,w ∈ L∞([a, b])

for any compact interval [a, b] ∈ (0,∞). Similarly, L∞
loc((0,∞),L

p,w
+ (Rd)) is defined.

By MF (E) (respectively, MF,S(E)) we denote the space of finite (respectively, finite
signed) measures on a Polish space E equipped with the topology of the weak convergence.
We write

μn
w=⇒ μ, as n → ∞,

if the sequence {μ}∞n=1 of finite measures or finite signed measures weakly converges to a
finite measure μ.

If F is a set of functions or measures then
◦
F denotes this set without zero element, that is◦

F = F \{0}. If F is a topological space then, topology of
◦
F is inherited from F . For example,

◦
MF (E) is a space of finite non-zero measures on Polish space E with the topology inherited
from MF (E).

With all this notation at hand we can get back to (2.1). Equation (2.1) was studied in
Aguirre and Escobedo (1986/87)). We state some of their results in the following theorem.
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Theorem 2.1 (Aguirre and Escobedo (1986/87)). For any not identically zero f ∈
L

∞,w
+ (Rd) there exists the unique solution v(t, x, f ) of equation (2.1) such that

(1) v(·, ·, f ) ∈ C+((0,∞) ×R
d) ∩ L∞

loc((0,∞),L
∞,w
+ (Rd));

(2) v(t, x, f ) > ((1 − γ )t)1/(1−γ ), (t, x) ∈ (0,∞) ×R
d ,

(3) for i = 1,2, let v(t, x, fi) be the solution to (2.1) with initial condition v(0, ·, fi) = fi . If
f1(x) ≤ f2(x), a.e.x, then

v(t, x, f1) ≤ v(t, x, f2), ∀(t, x) ∈ (0,∞) ×R
d .

(4) limt→0 v(t, ·, f ) = f , for a.e. x ∈ R
d ;

(5) for any fixed (t, x) ∈ (0,∞) ×R
d the mapping

v(t, x, ·) : L∞,w
+

(
R

d) �→R++
is continuous. Here R++ ≡ (0,∞).

Remark 2.2. In fact, Aguirre and Escobedo prove the above theorem for a more general
class of initial data.

Remark 2.3. Note that (t, x) �→ ((1 − γ )t)1/(1−γ ) is a non-trivial solution to the equation
(2.1) with the initial condition f ≡ 0. This together with the comparison result (see The-
orem 2.8 in Aguirre and Escobedo (1986/87)) explains the conclusion (2) of the theorem:
any solution starting from non-null nonnegative initial condition should be bounded from
below by ((1 − γ )t)1/(1−γ ). The strict inequality follows since for non-null f ≥ 0, we have
(Stf )(x) > 0, for all x ∈ R

d .

We extend the results in Theorem 2.4 for the case of not identically zero measure-valued
initial conditions. Consider the following equation:

v(t, x) = (Stμ)(x) +
∫ t

0

(
St−sv

γ (·, s))ds, x ∈ R
d, t > 0, (2.2)

where μ ∈ ◦
MF (Rd), and again d ≥ 1 is an arbitrary dimension. We set Stμ(x) = ∫ d

R
pt(x −

y)μ(dy), x ∈ R
d . In order to stress dependence of the solutions of this equation on initial

data, we will sometimes write v(t, x,μ). In what follows, we will also use the following
notation for solutions of (2.2):

Vt(μ)(x) ≡ v(t, x,μ), t > 0, x ∈ R
d, (2.3)

for μ ∈ ◦
MF (Rd) or being a non-negative, not identically zero function.

Before we state the main result of this section, let us define the constant γ ′ in terms of γ

as follows:

γ ′ = 1

1 − γ
.

Theorem 2.4 (Existence, uniqueness and dependence on initial data). For any μ ∈
◦
MF (Rd), equation (2.2) has the unique solution v(t, x) such that

v(·, ·,μ) ∈ L∞
loc

(
(0,∞),L

1,w
+

(
R

d)) ∩ C+(
(0,∞) ×R

d)
and (

(1 − γ )t
)γ ′

< v(t, x,μ) ≤ et (Stμ)(x) + et , 0 < t < ∞. (2.4)
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Moreover, this solution continuously depends on initial data: if a sequence {μn}∞n=1 from◦
MF (Rd) converges weakly to μ ∈ ◦

MF (Rd) then

lim
n→∞v(t, x,μn) → v(t, x,μ),

for any (t, x) ∈ (0,∞) ×R
d .

Remark 2.5. Since for any t ∈ (0,∞),

et (Stμ)(x) + et ∈ L1,w(
R

d)
,

it easily follows from inequality (2.4) that the sequence of solutions {v(·, ·,μn)}∞n=1 which

also converges to v(·, ·,μ) in L∞
loc((0,∞),L

1,w
+ (Rd)) ∩ C+((0,∞) ×R

d).

The proof of the next lemma is trivial and hence it is omitted.

Lemma 2.6. Let μ ∈ MF (Rd). Then, for any t ∈ (0,∞),

(Stμ)(x) ≤ μ(Rd)

(2πt)d/2 , ∀x ∈ R
d .

Now we are ready to state the corollary to Theorem 2.4.

Corollary 2.7. Let {μn}∞n=1 ⊂ ◦
MF (Rd) be a sequence of measures that converges weakly

to μ ∈ ◦
MF (Rd) and let v(·, ·,μn) be the corresponding solutions of (2.2). Then, for any

χ ∈ MF (Rd) and t ∈ (0,∞),

lim
n→∞

∫
Rd

v(t, x,μn)χ(dx) =
∫
Rd

v(t, x,μ)χ(dx). (2.5)

Proof. By Theorem 2.4, we have

v(t, x,μ) ≤ et (Stμ)(x) + et , n = 1,2, . . . ,0 < t < ∞.

Since the sequence {μn}∞n=1 converges weakly to μ, then by Lemma 2.6

sup
x∈Rd

(
et (Stμ)(x) + et ) ≤ et

(
1

(2πt)d/2 sup
n≥1

μn

(
R

d) + 1
)

< ∞.

Thus, we conclude that the sequence {v(t, ·,μn)}∞n=1 is bounded. Also by Theorem 2.4
{v(t, ·,μn)}∞n=1 converges pointwise to v(t, ·,μ). Hence, by the bounded convergence the-
orem, (2.5) follows. �

Theorem 2.4 will be proved in Section 4.

3 Proof of Theorem 1.2

In this section, we prove the main result of this paper—absolute continuity of the super-
Brownian motion X with the branching mechanism v �→ vγ , for γ ∈ (0,1).

In Section 3.1, we investigate the explosion time for the γ -super-Brownian motion: this is
necessary for the proof of Theorem 1.2 that will be concluded in Section 3.2.
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3.1 Explosion times

As we will see for any t > 0, the γ -super-Brownian motion X = {Xt }t≥0 explodes by time
t with non-zero probability. In this section, we investigate the distribution of the explosion
times. We assume that X is defined on probability space (�,P,F,Ft ) and adapted to filtra-
tion {Ft }t≥0. We also assume that the initial state X0 of X is a non-random finite measure.

Remark 3.1. By Corollary 4.3.2, in Dawson (1992), it is easy to show that {Xt }t≥0 is a Feller
process and therefore it has a strong Markov property.

The next lemma states the elementary properties of the explosion times. The proofs are
simple and easily follow from the definition, so they are omitted.

Lemma 3.2.

(1) For any function f ∈ ◦
L∞+ (Rd), and any a ∈ (0,∞),

T (X0, f ) = T (X0, af ), P -a.s.

(2) For any f ∈ ◦
L∞+ (Rd),

T (X0,1) ≤ T (X0, f ), P -a.s.

In the next lemma, we will show that for any t ≥ T (X0, f ), one has Xt(f ) = ∞. Before
we proceed, let us recall from (1.1) that the Laplace transform of {Xt }t≥0 is given by

E
(
e−〈Xt ,f 〉) = e−〈X0,Vt (f )〉, f ∈ ◦

L∞+
(
R

d)
, (3.1)

where {Vt(f )}t≥0 solves log-Laplace equation (2.1).

Lemma 3.3. For any t > 0, f ∈ ◦
L∞+ (Rd),{

T (X0, f ) ≤ t
} = {

Xt(f ) = ∞}
, P -a.s.

Proof. The P -a.s. inclusion {Xt(f ) = ∞} ⊂ {T (X0, f ) ≤ t} is trivial. Now let us show
{T (X0, f ) ≤ t} ⊂ {Xt(f ) = ∞}, P -a.s. We define e−∞ to be 0. Thus, it is enough to ver-
ify that

E
(
e−〈Xt ,f 〉1{T (X0,f )≤t}

) = 0. (3.2)

Define the stopping time

Tn(X0, f ) ≡ inf
{
t ≥ 0,Xt(f ) = n

}
.

Clearly Tn(X0, f ) → T (X0, f ),P -a.s., as n → ∞. Then, for any δ ∈ (0, t) arbitrarily small,

E
(
e−〈Xt ,f 〉1{T (X0,f )≤t−δ}

)
= E

(
e−〈Xt ,f 〉1{T (X0,f )≤t−δ}1{Tn(X0,f )≤t−δ}

)
≤ E

(
e−〈Xt ,f 〉1{Tn(X0,f )≤t−δ}

)
= E

(
E

(
e−〈Xt ,f 〉|FTn(X0,f )

)
1{Tn(X0,f )≤t−δ}

)
(3.3)

= E
(
e−〈XTn(X0,f ),Vt−Tn(X0,f )(f )〉1{Tn(X0,f )≤t−δ}

)
. (3.4)
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Here, in (3.3), we used the strong Markov Property (see Remark 3.1). Fix c(δ) > 0 sufficiently
small such that c(δ)f (x) ≤ ((1 − γ )t)γ

′
for all t ≥ δ, x ∈ R

d . Then by Theorem 2.1 (see also
Lemma 2.2 in Aguirre and Escobedo (1986/87)) we have

c(δ)f (x) ≤ (
(1 − γ )t

)γ ′ ≤ Vt(f )(x), ∀t ≥ δ, x ∈R
d .

Therefore the expression (3.4) can be bounded from the above by

E
(
e−c(δ)n1{Tn(X0,f )≤t−δ}

)
.

By the dominated convergence theorem this expression tends to zero as n → ∞ and we get

E
(
e−〈Xt ,f 〉1{T (X0,f )≤t−δ}

) = 0, ∀t > 0.

Now take δ ↘ 0 and by the monotone convergence theorem we get (3.2) and this completes
the proof. �

The following corollary is immediate.

Corollary 3.4. Let f ∈ ◦
L∞+ (Rd). Then

E
(
e−〈Xt ,f 〉) = E

(
e−〈Xt ,f 〉1{T (X0,f )>t}

)
, ∀t > 0. (3.5)

Now, let us calculate the distribution of T (X0,1)—the distribution of the explosion time
of the total mass of the super-Brownian motion X. By Corollary 3.4 and (3.1), we get

P
(
t < T (1,X0)

) = lim
a↘0

E
(
1{t<T (1,X0)}e−a〈Xt ,1〉)

= lim
a↘0

e−〈Vt (a),X0〉

= lim
a↘0

exp
(−〈X0,1〉(a1−γ + t (1 − γ )

)γ ′)
= exp

(−〈X0,1〉(t (1 − γ )
)γ ′)

, (3.6)

where the third equality follows from the fact that Vt(a) is a solution of the ordinary differ-
ential equation ⎧⎪⎨⎪⎩

dv(t)

dt
= vγ (t), t ≥ 0,

v(0) = a,

and hence

Vt(a)(x) = (
a1−γ + t (1 − γ )

)γ ′
, ∀x ∈ R

d, t ≥ 0. (3.7)

Then

FT (1,X0)(t) = P(t ≥ T ) = 1 − exp
(−〈X0,1〉(t (1 − γ )

)γ ′)
. (3.8)

But what about other test functions f ? What is the law of 〈Xt,f 〉 for a general f ∈ ◦
L∞+ (Rd)?

The answer is given in the following lemma. In what follows, in order to simplify notation,
we often write T (f ) instead of T (f,X0).

Lemma 3.5. For any f ∈ ◦
L∞+ (Rd) the random variable T (f ) has the same distribution as

T (1):

FT (f )(t) = P
(
t ≥ T (f )

) = 1 − exp
(−〈X0,1〉(t (1 − γ )

)γ ′)
, t ≥ 0.
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Proof. Fix an arbitrary f ∈ ◦
L∞+ (Rd), and t > 0. Then we have

P
(
t < T (f )

) = lim
a↘0

E
(
1{t<T (f )}e−〈Xt ,af 〉)

= lim
a↘0

E
(
e−〈Xt ,af 〉)

= lim
a↘0

e−〈Vt (af ),X0〉, (3.9)

where the second equality follows by Corollary 3.4. By Theorem 2.1 (see also Lemma 2.2 in
Aguirre and Escobedo (1986/87)), we get(

(1 − γ )t
)γ ′

< Vt(af )(x), ∀a > 0, t > 0, x ∈ R
d . (3.10)

Using (3.10), we get

exp
(−〈

X0,Vt (af )
〉) ≤ exp

(−〈X0,1〉(t (1 − γ )
)γ ′)

. (3.11)

By Lemma 3.2(2) we have T (1) ≤ T (f ), P -a.s. By this, (3.8), (3.9), and (3.11) we obtain

P
(
t < T (1)

) ≤ P
(
t < T (f )

)
≤ exp

(−〈X0,1〉(t (1 − γ )
)γ ′)

= P
(
t < T (1)

)
.

Thus, we get P(t < T (f )) = P(t < T (1)). Since t > 0 was arbitrary, we are done. �

The next lemma is a consequence of the first two lemmas in this section.

Lemma 3.6. For any f ∈ ◦
L∞+ (Rd),

P
(
T (1)

) �= T (f )) = 0.

Proof. By Lemma 3.2(2), T (1) ≤ T (f ), P -a.s. and, by Lemma 3.5, T (1) and T (f ) have the
same distribution, hence the result follows. �

Corollary 3.7. For any f ∈ ◦
L∞+ (Rd),

E
(
e−〈Xt ,f 〉) = E

(
e−〈Xt ,f 〉1{t<T (1)}

) = e−〈X0,Vt (f )〉, t > 0.

3.2 Proof of Theorem 1.2

We begin this subsection with the following remark.

Remark 3.8. By Lemma 3.4.2.1 in Dawson (1993), any random measure Y ∈ MF (Rd) can
be decomposed into its absolutely continuous Yac and singular Y s parts with respect to
Lebesgue measure: Y(ω,dx) = Yac(ω,dx) + Y s(ω,dx). By the definition of T (1), Xt is
a finite measure on {t < T (1)}. Hence on the event {t < T (1)}, Xt can be decomposed into
absolutely continuous and singular parts

Xt(ω,dx) = Xac
t (ω,dx) + Xs

t (ω,dx).

Define the σ -algebra on {t < T (1)}:
F {t<T (1)} = {

A ∩ {
t < T (1)

} : A ∈ F
}
.

The next lemma is used in the proof of measurability of density. Its proof is is standard (see
Chapter 1 of Li (2011)) and therefore it is omitted.
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Lemma 3.9. For any f ∈ B+
bc(R

d) and any fixed t ∈ (0,∞), the map (ω, z) �→ 〈Xt(ω),

f (z − ·)〉 is a measurable map from ({t < T (1)},F {t<T (1)}) × (Rd,B(Rd)) to R+.

For studying differentiability properties of Xt , let us introduce a sequence of functions
{δn(·)}∞n=1 defined as

δn(x) =
⎧⎨⎩1/Leb

(
B1/n(0)

)
, if |x| ≤ 1

n
,

0, otherwise.

Here B1/n(0) is a closed ball of radius 1/n, centered at the origin. Notice that the sequence
{δn(z − ·)}∞n=1 converges to Dirac δ-function with support at point z.

Lemma 3.10. On {t < T (1)} ×R
d , P(dω)dz-a.e. there exists a limit

η̃ac
t (ω, z) = lim

n→∞
〈
Xt(ω), δn(z − ·)〉.

The random function η̃ac
t is a version of the Radon–Nikodym derivative of Xt on {t < T (1)}.

Moreover η̃ac
t is a measurable map from ({t < T (1)},F {t<T (1)}) × (Rd,B(Rd)) to R+.

Proof. By the Lebesgue density theorem (see Rudin ((1987), Theorem 7.14)), for P -a.s.
ω ∈ {t < T (1)}, there exists a limit

η̃ac
t (ω, z) = lim

n→∞
〈
Xt(ω), δn(z − ·)〉 (3.12)

for all z ∈ Rd \ N(ω) where N(ω) is a Borel subset of Lebesgue measure zero and η̃ac
t is a

Radon–Nikodym derivative with respect to Lebesgue measure. It is easy to see that conver-
gence in (3.12) takes place P(dω)dz-a.e. We set η̃ac

t (ω, z) to be zero at points (ω, z) where
the limit does not exist.

By Lemma 3.9, for each n = 1,2, . . . , 〈Xt(ω), δn(z − ·)〉 is measurable and the measura-
bility of η̃ac

t (ω, z) follows from P(dω)dz-a.e. convergence. �

The function η̃ac
t (ω, z) is defined on {t < T (1)}. The function ηac

t (ω, z) is an extension of
the function η̃ac

t (ω, z) to entire �:

ηac
t (ω, z) =

{
η̃ac

t (ω, z) if ω ∈ {
t < T (1)

}
,

∞ otherwise.
(3.13)

Recall that for any μ ∈ ◦
MF (Rd), {Vt(μ)}t>0 denotes the solution to (2.2).

Lemma 3.11. For every t ∈ (0,∞) the equality

E

(
1{t<T (1)} exp

(
−

N∑
i=1

aiη
ac(zi)

))
= exp(−

(〈
X0,Vt

(
N∑

i=0

aiδ(zi − ·)
)〉)

holds for almost every {zi}Ni=1 ⊂ R
d and any {ai}Ni=1 ⊂R++.

Proof. Let φ(z1, z2, . . . , zN) be any function in C+
b (Rd×N) ∩ L1(Rd×N). By Corollary 3.7,

we have

E
(
1{t<T (1)}e−〈Xt ,

∑N
i=1 aiδ

n(zi−·)〉) = e−〈X0,Vt (
∑N

i=1 aiδ
n(zi−·))〉.
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Let us multiply both parts of this equation by the function φ(z1, z2, . . . , zN), integrate over
R

d×N and take the limit

lim
n→∞

∫
Rd×N

E
(
1{t<T (1)}e−Xt (

∑N
i=1 aiδ

n(zi−·)))φ(z1, z2, . . . , zN)dz1 dz2 · · · dzN

= lim
n→∞

∫
Rd×N

e−〈Vt (
∑N

i=1 aiδ
n(zi−·)),X0〉φ(z1, z2, . . . , zN)dz1 dz2 · · · dzN . (3.14)

By Lemma 3.10, the limit

lim
n→∞

〈
Xt(ω),

N∑
i=1

aiδ
n(zi − ·)

〉
=

N∑
i=1

aiη
ac
t (ω, zi)

exists almost everywhere on {t < T (1)}×R
N×d with respect to the measure P(dω)φ(z1, z2,

. . . , zN)dz1 dz2 · · · dzN . Therefore, by the bounded convergence theorem, we get following
limit on the left-hand side of (3.14):

lim
n→∞

∫
Rd×N

E
(
1{t<T (1)}e−〈Xt ,

∑N
i=1 aiδ

n(zi−·)〉)φ(z1, z2, . . . , zN)dz1 dz2 · · · dzN

=
∫
Rd×N

E
(
1{t<T (1)}e−∑N

i=1 aiη
ac
t (zi )

)
φ(z1, z2, . . . , zN)dz1 dz2 · · · dzN . (3.15)

Now let us take care of the right-hand side of (3.14). Since X0 is a finite, non-random mea-
sure, then by Corollary 2.7, the right-hand side of equation (3.15) also converges:

lim
n→∞

∫
Rd×N

e−〈Vt (
∑N

i=1 aiδ
n(zi−·)),X0〉φ(z1, z2, . . . , zN)dz1 dz2 · · · dzN

=
∫
Rd×N

e−〈Vt (
∑N

i=1 aiη
ac(zi−·)),X0〉φ(z1, z2, . . . , zN)dz1 dz2 · · · dzN . (3.16)

Now, since φ was chosen arbitrarily, we can combine (3.14), (3.15) and (3.16) and get

E
(
1{t<T (1)}e−∑N

i=1 aiη
ac
t (zi )

) = e−〈Vt (
∑N

i=1 aiδ(zi−·)),X0〉

for Lebesgue almost every {zi}Ni=1 in R
d . �

Lemma 3.12. Let φ ∈ C+
b (Rd) ∩ L1(Rd) and let {ξn}∞n=1 be a sequence of i.i.d. random

variables defined on some probability space (�′,F ′,P ′) with the probability density function

gr
ξ (x) =

{
1/Leb

(
Br(0)

)
, if |x| ≤ r,

0, elsewhere.

Then, for any f ∈ L1(Rd),

lim
N→∞

Leb(Br(0))

N

N∑
i=1

φ(ξi)f (ξi) = Leb
(
Br(0)

) ∫
�′

φ
(
ω′)f (

ξ1(ω)
)
P ′(dω′)

=
∫
Rd

φ(x)f (x)1Br(0)(x)dx, P ′-a.s.

This also implies that

lim
N→∞

Leb(Br(0))

N

N∑
i=1

φ(ξi)δ(ξi − ·) w=⇒ φ(x)1Br(0)(x)dx, P ′-a.s.

Proof. It is obvious that φf ∈ L1(Rd) and the rest follows from the law of large numbers. �
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Lemma 3.13. For any f ∈ ◦
C+

b (Rd), t > 0,

E

(
1{t<T (1)} exp

(
−

∫
Rd

ηac
t (z)f (x)dx

))
= E

(
1{t<T (1)} exp

(
−

∫
Rd

Xt (dx)f (x)

))
.

Proof. We augment our probability space (�,F,P (dω)) by taking the Cartesian product
with another probability space (�′,F ′,P ′(dω′)):

(�̃, F̃, P̃ ) ≡ (
� × �′,F ×F ′,P (dω)P ′(ω)

)
.

We also denote expectations on these spaces by E, E′ and Ẽ respectively. Let C++
b (Rd)

denote the space of bounded continuous functions on R
d such that for any f ∈ C++

b (Rd), we
have infx∈Rd f (x) > 0. Let us fix an arbitrary f ∈ C++

b (Rd) and a positive integer n.
By the Borel theorem (see Kallenberg (2002), Thm 3.19, p. 55), for each n ≥ 1 we can

build on the probability space (�′,F ′,P ′(dω′)) a sequence {ξn
i (ω)}∞i=1 of i.i.d. random vari-

ables with the density function

gn
ξ (x) =

{
1/Leb

(
Bn(0)

)
if |x| ≤ n,

0 elsewhere.

By Lemma 3.11 we get, that the equality

E

(
1{t<T (1)} exp

(
−Leb(Bn(0))

N

N∑
i=1

f (zi)η
ac(zi)

))

= exp

(
−

〈
X0,Vt

(
Leb(Bn(0))

N

N∑
i=1

f (zi)δ(zi − ·)
)〉)

holds for Lebesgue almost every {zi}Ni=1 in R
d . By changing {zi}Ni=1 to {ξn

i }Ni=1, we obtain

E

(
1{t<T (1)} exp

(
−Leb(Bn(0))

N

N∑
i=1

f (ξi)1Bn(0)

(
ξn
i

)
ηac(ξn

i

)))

= exp

(
−

〈
X0,Vt

(
Leb(Bn(0))

N

N∑
i=1

f (ξi)1Bn(0)

(
ξn
i

)
δ
(
ξn
i − ·))〉)

, P ′-a.s. (3.17)

By taking limits N → ∞ on both sides of (3.17), as well as using Corollary 2.7 and
Lemma 3.12 we get the equality

E

(
1{t<T (1)} exp

(
−

∫
Rd

ηac
t (x)f (x)1Bn(0)(x)dx

))
= exp

(−〈
X0,Vt (f 1Bn(0))

〉)
, P ′-a.s.

Since both sides of the above equation are constants, we can drop P ′-a.s., and get

E

(
1{t<T (1)} exp

(
−

∫
Rd

ηac(x)f (x)1Bn(0)(x)dx

))
= exp

(−〈
X0,Vt (f 1Bn(0))

〉)
. (3.18)

By Theorem 2.8 in Aguirre and Escobedo (1986/87),

Vt(f 1Bn(0)) ≤ Vt(f 1Bn+1(0))

and

lim
n→∞Vt(f 1Bn(0)) = Vt(f ). (3.19)
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Now we take limits, as n → ∞ on both sides of (3.18), use the monotone convergence
theorem and (3.19) to get

E

(
1{t<T (1)} exp

(
−

∫
Rd

ηac
t (z)f (x)dx

))
= exp

(−〈
X0,Vt (f )

〉)
. (3.20)

Since any function in
◦
C+

b (Rd) can be approximated boundedly pointwise by functions from
C++

b (Rd), we can again apply the dominated convergence theorem and obtain that the equal-

ity (3.20) holds for any f ∈ ◦
C+

b (Rd). Recall, that

E
(
1{t<T (1)} exp

(−〈Xt,f 〉)) = exp
(−〈

Vt(f ),X0
〉)
,

and we are done. �

Now we are ready to conclude the proof of the main result.

Proof of Theorem 1.2. Fix an arbitrary real number t > 0. By Corollary 3.7, Lemma 3.13,

for every f ∈ ◦
C+

b (Rd),

E
(
1{t<T (1)} exp

(−〈Xt,f 〉))
= E

(
1{t<T (1)} exp

(
−

∫
Rd

ηac
t (x)f (x)dx

))
. (3.21)

This equation implies, that, on the event {t < T (1)},∫
Rd

Xt (dx)f (x)
d=

∫
Rd

ηac
t (x)f (x)dx,

where d= means equality in distribution. By Lemma 3.10 and the definition of ηac
t , ηac

t is a
version of the Radon–Nikodym derivative of Xt(dx) on {t < T (1)}. Therefore, on {t < T (1)},∫

Rd
Xt (dx)f (x) ≥

∫
Rd

ηac
t (x)f (x)dx, P -a.s. (3.22)

Equations (3.22) and (3.2) imply that∫
Rd

Xt (dx)f (x) =
∫
Rd

ηac
t (x)f (x)dx, P -a.s. on

{
t < T (1)

}
.

Since f ∈ ◦
C+

b (Rd) was arbitrary, this completes the proof of the theorem. �

4 Proof of Theorem 2.4

Many steps in the proof follow the lines from Aguirre and Escobedo (1986/87). However,
since the initial conditions are measures, modifications are required.

4.1 Existence of solutions

We now prove the existence of a solution to equation (2.2) by the Picard iterations. Let μ ∈
◦
MF (Rd), and

w(x, t,μ) = Stμ +
∫ t

0

(
St−s

(
w(s, ·,μ)

))
(x)ds, x ∈R

d, t > 0, (4.1)
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be an integral evolution equation such that  is some non-negative function defined on R+.
Recall that the Picard iterations for this equation are defined by induction as follows:

w1(x, t,μ) = (Stμ)(x),

wn+1(x, t,μ) = (Stμ)(x) +
∫ t

0

(
St−s

(
wn(s, ·,μ)

))
(x)ds,

x ∈ R
d, t > 0, n = 1,2, . . . .

(4.2)

Notice that (2.2) is a particular case of (4.1) with (λ) = λγ . It is obvious that for 0 < t < ∞,
the Picard iterations (4.2) form the non-decreasing sequence: wn(x, t,μ) ≤ wn+1(x, t,μ). In
the next lemma we derive some properties of the Picard iterations.

Lemma 4.1. Let {vn(x, t,μ)}∞n=1 be a sequence of Picard iterations corresponding to (2.2).
Then for every n = 1,2, . . . and any 0 < t < ∞, x ∈ R

d , the following inequalities hold:

(1) 0 ≤ vn(t, x,μ) ≤ et (Stμ)(x) + et ,
(2) v

γ
n (t, x,μ) ≤ et (Stμ)(x) + et .

Proof. First note that vn, n ≥ 1, are non-negative by construction. Let μ ∈ MF (Rd) and let
us consider a linear integral equation

u(t, x,μ) = (Stμ)(x) +
∫ t

0

(
St−s

(
u(s, ·,μ) + 1

))
(x)ds, x ∈ R

d, t > 0. (4.3)

Let {un(x, t,μ)}∞n=1 be corresponding Picard iterations. Note that (4.3) is a particular case of
(4.1) with (λ) = λ+1. Since λγ ≤ λ+1 for γ ∈ (0,1), one can easily see that vn(t, x,μ) ≤
un(t, x,μ), for all n ≥ 1.

On the other hand by direct calculations, one gets that

lim
n→∞un(x, t,μ) ↗ et (Stμ)(x) + et − 1, as n → ∞,∀(t, x) ∈ (0,∞) ×R

d, (4.4)

and the first inequality of the lemma follows. The second inequality is a consequence of
λγ ≤ λ + 1, vn ≤ un and (4.4). �

Proposition 4.2 (Existence). Let μ ∈ ◦
MF (Rd). Then the integral equation (2.2) has a solu-

tion v(·, ·) which is a limit of Picard iterations and, for any φ ∈ L1(Rd) ∩ Cb(R
d)

lim
t→0

∫
Rd

v(t, x)φ(x)dx =
∫
Rd

φ(x)μ(dx). (4.5)

Moreover v(·, ·) satisfies the following inequalities for any (t, x) ∈ (0,∞) ×R
d :

v(t, x) ≤ et (Stμ)(x) + et , (4.6)

vγ (t, x) ≤ et (Stμ)(x) + et . (4.7)

Proof. Let {vn(t, x)}∞n=1 be a sequence of Picard iterations corresponding to equation (2.2).
By the previous discussion for any t ∈ (0,∞), {vn(t, ·)}∞n=1 form a non-decreasing sequence
and by Lemma 4.1 we have

vn(t, x), vγ
n (t, x) ≤ et (Stμ)(x) + et , ∀n ≥ 1,∀(t, x) ∈ (0,∞) ×R

d . (4.8)

Lemma 2.6 tells us that for every t > 0, (Stμ)(·) is bounded. Thus, for any (t, x) in (0,∞)×
R

d , the sequence {vn(t, x)}∞n=1 is non-decreasing and bounded. Consequently, there exists a
bounded limit v(t, x) = limn→∞ vn(t, x). Inequalities (4.6) and (4.7) follow from existence
of the limit and (4.8).
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Now consider the sequence of equations which defines the Picard iterations:

vl+1(x, t) =
∫
Rd

pt−s(x − y)μ(dy) +
∫ t

0

∫
Rd

pt (x − y)v
γ
l (s, y)dy ds,

l = 1,2, . . . . (4.9)

We have already proved that the left-hand side of (4.9) converges boundedly pointwise to
v(t, x). From the monotone convergence theorem, it follows that the right-hand side con-
verges to ∫

Rd
pt−s(x − y)μ(dy) +

∫ t

0

∫
Rd

pt (x − y)vγ (s, y))dy ds.

Thus v(t, x) satisfies equation (2.2) for all x ∈R
d , t > 0.

Now let us verify (4.5). In the following discussion, we can assume without loss of gener-
ality that φ ∈ C+

b (Rd)∩L1(Rd). Since the family of functions {pt(·)}t>0 builds up the Dirac
family (see Lang ((1997), pages 284–287, 348)), we can easily conclude that

lim
t↘0

〈Stμ,φ〉 = 〈μ,φ〉. (4.10)

Now let us prove

lim
t→0

∫
Rd

(∫ t

0

(
St−sv

γ (s, ·))(x)

)
ds)φ(x)dx = 0. (4.11)

First, using the inequality (4.7) we obtain∫ t

0

(
St−sv

γ (s)
)
(x)ds ≤

∫ t

0
(St−s

(
esSsμ + es) ds

= (
et − 1

)
(Stμ)(x) + (

et − 1
)
,

and verifying (4.11) from this is, and easy exercise. Now (4.11) and (4.10) imply (4.5) and
this completes the proof of the proposition. �

Corollary 4.3. Let μ ∈ ◦
MF (Rd) and let v(·, ·,μ) be a solution of (2.2) obtained as a limit

of the Picard iterations in Proposition 4.2. Then v(·, ·,μ) ∈ L∞
loc(((0,∞),L

1,w
+ (Rd)).

Proof. Let v(·, ·,μ) be a solution constructed in Proposition 4.2. Using the bound (4.6), it is
easy to derive the result by standard Gaussian bounds. �

4.2 Continuity of solutions

In this section, we will prove the continuity of the solution obtained in Proposition 4.2.
We start with the technical lemma, whose proof is pretty standard, and therefore it is omit-

ted.

Lemma 4.4. Fix 0 < T1 < T2 and r > 0. Let {ps(· + z), s ∈ [T1, T2], |z| ≤ r} be a family of
functions, where ps(·) is a standard Gaussian kernel on R

d . Then, there exists a constant K ,
such that

ps(x + z) ≤ Kp2T2(x), ∀s ∈ [T1, T2], |z| ≤ r, x ∈ R
d .

Now we are ready to state and prove the main proposition of Section 4.2.

Proposition 4.5 (Continuity). Let μ ∈ ◦
MF (Rd) and let v(·, ·) be a solution of (2.2) obtained

as a limit of Picard iterations in Proposition 4.2. Then v(·, ·) ∈ C+((0,∞) ×R
d).
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Proof. By construction the solution is clearly non-negative. Now, let us fix a point (t, x) ∈
(0,∞) × R

d and an arbitrary ε > 0. Let δi > 0, i = 1,2,3, δ1 < δ3 < t/10. In what follows
we will show that δ1, δ2 and δ3 can be chosen sufficiently small so that if |�t | < δ1 and
|�x| < δ2 then ∣∣v(t + �t,x + �x) − v(t, x)

∣∣ ≤ ε. (4.12)

We will bound absolute value of difference v(t + �t,x + �x) − v(t, x) only for the case
of �t ≥ 0, since the case of �t < 0 can be treated similarly. We split the difference v(t +
�t,x + �x) − v(t, x) as follows:

v(t + �t,x + �x) − v(x, t) = I (�t,�x) + J1(�t,�x) − J2(�t,�x) + J3(�t,�x)

+ J4(�t,�x) − J5(�t,�x).

Here

I (�t,�x) = (St+�tμ)(x + �x) − (Stμ)(x),

J1(�t,�x) =
∫ t+�t

t−δ3

(
St+�t−sv

γ (s)
)
(x + �x)ds,

J2(�t,�x) =
∫ t

t−δ3

(
St−sv

γ (s)
)
(x)ds,

J3(�t,�x) =
∫ t−δ3

δ3

(
St+�t−sv

γ (s)
)
(x + �x)ds −

∫ t−δ3

δ3

(
St−sv

γ (s)
)
(x)ds,

J4(�t,�x) =
∫ δ3

0

(
St+�t−sv

γ (s)
)
(x + �x)ds,

J5(�t,�x) =
∫ δ3

0

(
St−sv

γ (s)
)
(x)ds.

Note that the integrals J1, J2, J4 and J5 have the same form:

J∗ =
∫ t2

t1

(
St3−sv

γ (s)
)
(z)ds, (4.13)

for appropriate t1, t2, t3 ≥ 0 and z ∈R
d . From the definitions of δ1, δ3 and �t , it follows that

t1, t2 and t3 in (4.13) can vary but satisfy the inequalities t1 < t2, t ≤ t3 and t2 − t1 ≤ 2δ3 hold.
Let us bound J∗ from above. By Lemma 2.6 and Proposition 4.2, we easily get

J∗ =
∫ t2

t1

(
St3−sv

γ (s)
)
(z)ds

≤
∫ t2

t1

(
St3−s

(
es(Ssμ + 1)

))
(z)ds

=
∫ t2

t1

es((St3μ)(z) + 1
)

ds

= (
et2 − et1

)(
(St3μ)(z) + 1

)
≤ (et2 − et1)(μ(Rd) + 1)

(2πt3)d/2

≤ (et2 − et1)(μ(Rd) + 1)

(2πt)d/2 , (4.14)
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where the last inequality follows from t ≤ t3. Recall that t2 − t1 ≤ 2δ3, and so by (4.14) we
can choose δ3 sufficiently small so that, for i = 1,2,4,5

Ji(�t,�x) ≤ ε/10, �t < δ1 < δ3. (4.15)

Let us fix such δ3. Let us recall that �t < δ1 < δ3. Now we will handle J3(�t,�x). Write J3
as J3(�t,�x) = J31(�t,�x) − J32, where

J31(�t,�x) =
∫ t−δ3

δ3

∫
Rd

pt+�t−s(x + �x − y)vγ (s, y)dy ds, (4.16)

J32 =
∫ t−δ3

δ3

∫
Rd

pt−s(x − y)vγ (s, y)dy ds. (4.17)

By Lemma 4.4 and Proposition 4.2, we immediately get that there exists K = K(δ1, δ1, δ3, t)

such that

pt+�t−s(x + �x − y)vγ (s, y) ≤ Kp2t (x − y)es((Ssμ)(y) + 1
)

∀�t ∈ (0, δ1), s ∈ (δ3, t − δ3), |�x| < δ2.

It is easy to verify that∫ t−δ3

δ3

∫
Rd

Kp2t (x − y)es((Ssμ)(y) + 1
)

dy ds < ∞.

Therefore we can use the dominated convergence theorem and obtain:

lim
�t→0
�x→0

J31(�t,�x) = lim
�t−→0
�x−→0

∫ t−δ3

δ3

∫
Rd

pt+�t−s(x + �x − y)vγ (s, y)dy ds

=
∫ t−δ3

δ3

∫
Rd

pt−s(x − y)vγ (s, y)dy ds

= J32. (4.18)

Similarly we show

lim
�t−→0
�x−→0

(St+�tμ)(x + �x) = (Stμ)(x), (4.19)

and thus from (4.18), (4.19) and the definition of I (�t,�x), J3(�t,�x) we get

lim
�t−→0
�x−→0

I (�t,�x) + J3(�t,�x) = 0. (4.20)

This implies that there exist δ1, δ2 ∈ (0, δ3) sufficiently small such that for |�t | < δ1 and
|�x| < δ2 ∣∣J3(�t,�x)

∣∣ + ∣∣J3(�t,�x)
∣∣ ≤ ε/2. (4.21)

Thus we get from (4.15) and (4.21) that∣∣v(t + �t,x + �x) − v(t, x)
∣∣

= ∣∣I (t + �t,x + �x) + J1(t + �t,x + �x) − J2(t + �t,x + �x)

+ J3(t + �t,x + �x) + J4(t + �t,x + �x) − J5(t + �t,x + �x)
∣∣

≤ ∣∣I (t + �t,x + �x)
∣∣ + ∣∣J1(t + �t,x + �x)

∣∣ + ∣∣J2(t + �t,x + �x)
∣∣

+ ∣∣J3(t + �t,x + �x)
∣∣ + ∣∣J4(t + �t,x + �x)

∣∣ + ∣∣J5(t + �t,x + �x)
∣∣

≤ ε, ∀�t,�x : �t ∈ (0, δ1), |�x| < δ2.

Since ε > 0 was arbitrary we are done. �
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4.3 Uniqueness of solutions

The proof of uniqueness is again based on proofs in Aguirre and Escobedo (1986/87) which
are adjusted to our case. Let us recall that γ ′ = 1/(1 − γ ).

In the next lemma, we prove an important lower bound.

Lemma 4.6. Let μ ∈ ◦
MF (Rd) and v(t, x) be a non-negative function on (0,∞) × R

d such
that, for any t ∈ (0,∞) and any x ∈ R

d :

v(t, x) ≥ Stμ +
∫ t

0

(
St−sv

γ (s)
)
(x)ds.

Then

v(t, x) >
(
(1 − γ )t

)γ ′
, ∀(t, x) ∈ (0,∞) ×R

d . (4.22)

Proof. Let us fix an arbitrary t0 > 0 and define

ṽ(t) ≡ v(t + t0), ∀t ≥ 0.

Using this definition one can easily check that

ṽ(t) ≥ St ṽ0 +
∫ t

0
St−s ṽ

γ (s)ds, t ≥ 0,

where ṽ0 = ṽ(0) ≥ St0μ, and the last inequality follows by definition of ṽ and assumptions

on v. Since St0μ ∈ ◦
C+

b (Rd), we can apply Lemma 2.2 from Aguirre and Escobedo (1986/87)
to get

ṽ(t, x) ≥ (
(1 − γ )t

)γ ′
, ∀(t, x) ∈ (0,∞) ×R

d .

Since t0 > 0 was arbitrary, we have

v(t, x) ≥ (
(1 − γ )t

)γ ′
, ∀(t, x) ∈ (0,∞) ×R

d,

and we are done. �

Lemma 4.7 (Comparison lemma). Let

v,u ∈ L∞
loc

(
(0,∞),L1,w(

R
d)) ∩ C

(
(0,∞) ×R

d)
be non-negative functions such that, for all t > 0,

u(t) ≥ Stν +
∫ t

0
St−su

γ (s)ds,

v(t) ≤ Stμ +
∫ t

0
St−sv

γ (s)ds.

Here μ, ν ∈ ◦
MF (Rd) are such that

ν(f ) ≥ μ(f ), ∀f ∈ C+
b

(
R

d)
.

Then

u(t, x) ≥ v(t, x), for all (t, x) ∈ (0,∞) ×R
d .
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Proof. Define

g(t) ≡ v(t) − u(t).

We will now prove that g+(t) ≡ max(g(t),0) = 0.
Fix arbitrary T > 0. We use the condition ν ≥ μ and an elementary inequality (aγ −bγ ) ≤

((a − b)+)γ to get

g(t) ≤ St (μ − ν) +
∫ t

0
St−s

(
vγ (s) − uγ (s)

)
ds

≤
∫ t

0
St−s

(
vγ (s) − uγ (s)

)
+ ds

≤
∫ t

0
St−s

((
g+(s)

)γ )
ds. (4.23)

From this point, the proof follows the proof of Theorem 2.8 in Aguirre and Escobedo
(1986/87) while using Lemma 4.6 whenever necessary. We left the details to the reader. �

The uniqueness for (2.2) follows easily from the above comparison Lemma 4.7.

Proposition 4.8 (Uniqueness). Let μ ∈ ◦
MF (Rd). There is at most one solution to (2.2)

which belongs to L∞
loc([0,∞),L

1,w
+ (Rd)) ∩ C+((0,∞) ×R

d).

Proof. Suppose there exist two functions v,u ∈ L∞
loc([0,∞),L

1,w
+ (Rd))∩C+((0,∞)×R

d)

that solve equation (2.2) for the same initial measure μ. Then by Lemma 4.7, v(t, x) ≥ u(t, x)

and u(t, x) ≥ v(t, x) for any (t, x) ∈ (0,∞) ×R
d , and thus u = v and we are done. �

4.4 Continuous dependence of solutions on initial data

In the previous sections, we proved the existence and uniqueness of solutions to equation
(2.2), or looking from different perspective we proved for every (t, x) ∈ (0,∞) × R

d the
existence of the mapping

v(t, x, ·) : ◦
MF (Rd) →R++.

Here v(t, x,μ) is a solution to equation (2.2) with initial datum μ.
In this section, we will prove the continuity of this mapping.

Lemma 4.9. For any (t, x) ∈ (0,∞) ×R
d , the mapping

v(t, x, ·) : ◦
MF (Rd) �→R++

is concave, that is,

v
(
t, x, λμ + (1 − λ)ν

) ≥ λv(t, x,μ) + (1 − λ)v(t, x, ν),

∀λ ∈ (0,1),∀(t, x) ∈ (0,∞) ×R
d .

Proof. Since the function x → xγ is concave, for any positive a, b and λ ∈ (0,1), we have

λaγ + (1 − λ)bγ ≤ (
λa + (1 − λ)b

)γ
. (4.24)

Let us fix an arbitrary λ ∈ (0,1) and define u(t, z,μ, ν,λ) as follows

u(t, x,μ, ν,λ)� λv(t,μ) + (1 − λ)v(t, ν).
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Then we have

u(t, x,μ, ν,λ) = λv(t, x,μ) + (1 − λ)v(t, x, ν)

= (Stσ )(x) +
∫ t

0

(
St−s

(
λvγ (s,μ) + (1 − λ)vγ (s, ν)

))
(x)ds

≤ (Stσ )(x) +
∫ t

0

(
St−s

(
λv(s,μ) + (1 − λ)v(s, ν)

)γ )
(x)ds

= (Stσ )(x) +
∫ t

0
(St−s

(
uγ (s,μ, ν,λ)

)
(x)ds,

where the above inequality follows from (4.24), and we set σ = λμ + (1 − λ)ν. Hence, we
obtained

u(t, x) ≤ (Stσ )(x) +
∫ t

0

(
St−su

γ (s)
)
(x)ds. (4.25)

We now recall that by definition

v(t, x, σ ) = (Stσ )(x) +
∫ t

0

(
St−sv(s, σ )γ

)
(x)ds. (4.26)

and it is left to use comparison Lemma 4.7. �

Proposition 4.10. For any fixed (t, x) ∈ (0,∞) ×R
d , the mapping

v(t, x, ·) : ◦
MF (Rd) �→R++

is continuous.

Remark 4.11. It follows from the above proposition that the weak convergence of initial
measures implies pointwise convergence of solutions to equation (2.2).

Proof. By Lemma 4.9 for any (t, x) ∈ (0,∞) × R
d , the mapping μ �→ v(t, x, ·) is con-

cave, and v(t, x,μ) ≥ 0 for any μ ∈ ◦
MF (Rd). Hence, by Lemma 2.1 in Ekeland and Témam

(1999), mapping μ �→ v(t, x,μ) is continuous. �

Now we are ready to finish the proof of Theorem 2.4.

Proof of Theorem 2.4. The statement of the theorem follows from Propositions 4.2, 4.5, 4.8,
Corollary 4.3 and Proposition 4.10. �
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