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We derive normal approximation bounds in the Kolmogorov distance for sums of discrete multiple integrals
and weighted U -statistics made of independent Bernoulli random variables. Such bounds are applied to
normal approximation for the renormalized subgraph counts in the Erd6s—Rényi random graph. This ap-
proach completely solves a long-standing conjecture in the general setting of arbitrary graph counting, while
recovering recent results obtained for triangles and improving other bounds in the Wasserstein distance.
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1. Introduction

The Mallavin approach to the Stein method introduced in [16] for general functionals of Gaus-
sian random fields has recently been extended to functionals of discrete Bernoulli sequences.
In [17], normal approximation Stein bounds have been obtained in the Wassertein distance for
functionals of symmetric Bernoulli sequences, and such results have been extended in particular
to the Kolmogorov distance in [10].

In [20], Stein bounds in the Wasserstein distance have been obtained for functionals of not
necessarily symmetric Bernoulli sequences, and bounds in the total variation distance have been
derived for the Poisson approximation in [9]. See also [4] for recent results on the fourth moment
in the non-symmetric discrete setting.

Still in the discrete not necessarily symmetric Bernoulli setting, Kolmogorov distance bounds
have been proved in [11] using second order Poincaré inequalities for discrete Bernoulli se-
quences, with application to the normal approximation of the renormalized count of the sub-
graphs which are isomorphic to triangles in the Erd6s—Rényi random graph.

In this paper, we consider sums of weighted U -statistics (or discrete multiple stochastic inte-
grals) of the form
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where (Yi)ken is a normalized sequence of Bernoulli random variables. By the Malliavin ap-
proach to the Stein and Stein—Chen methods, we derive new Kolmogorov distance bounds to the
normal distribution for the distribution of functionals of the form (1), see Theorem 3.1. Our ap-
proach is based on results of [10] and [11] for general functionals of discrete i.i.d. renormalized
Bernoulli sequences (Y;),eN-.

Normal approximation in the Kolmogorov distance has been studied in various special cases
of (1). In Theorem 3.1 of [3], bounds were obtained for non weighted U -statistics, and in [10] the
authors dealt with weighted first order U -statistics in the symmetric case p = 1/2. See also [12,
13] for the normal approximation of U -statistics written as multiple Poisson stochastic integrals,
with applications provided to subgraph counting and boolean models.

Our second goal is to apply Theorem 3.1 to the normal approximation of the renormalized
count of the subgraphs which are isomorphic to an arbitrary graph in the Erd6s—Rényi random
graph G, (p) constructed by independently retaining any edge in the complete graph K, on n
vertices with probability p € (0, 1). The random graph G, (p) was introduced by Gilbert [7] in
1959 and popularized by Erdds and Rényi in [5], it has been intensively studied and has become
a classical model in discrete probability, see [8] and references therein.

Necessary and sufficient conditions for the asymptotic normality of the renormalization

76 ._ Ny —EINJ]

" J/Var[NG]

where Nf is the number of graphs in G, (p,) that are isomorphic to a fixed graph G, have been
obtained in [23] where it is shown that

NS S N iff npP — oo and n*(1 — p,) — o0,
as n tends to infinity, where A/ denotes the standard normal distribution,
B :=max{ey /vy : H C G},

and ey, vy respectively denote the numbers of edges and vertices in the graph H. Those re-
sults have been made more precise in [2] by the derivation of explicit convergence rates in the
Wasserstein distance

dw(F,G):= sup |E[h(F)]—E[h(G)]
heLip(1)

3

between the laws of random variables F, G, where Lip(1) denotes the class of real-valued Lip-
schitz functions with Lipschitz constant less than or equal to 1. Bounds on the total variation
distance of subgraph counts to the Poisson distribution have also been derived in Theorem 5.A
of [1].

In the particular case where the graph G is a triangle, such bounds have been recently strength-
ened in [21] using the Kolmogorov distance

dg (F,G) :=sup|P(F <x)— P(G <x)
xeR

’



Normal approximation for sums of weighted U -statistics 589

which satisfies the bound dg (F, N) < /dw (F, N). Still in the case of triangles, Kolmogorov
distance bounds had also been obtained by second order Poincaré inequalities for discrete
Bernoulli sequences in [11] when p,, takes the form p, =n~%, « € [0, 1). Kolmogorov bounds
have also been obtained for triangles in Section 3.2.1 of [22], however such bounds apply only
in the range « € [0, 2/9) when p,, takes the form p, =n~%.

In this paper, we refine the results of [2] by using the Kolmogorov distance instead of the
Wasserstein distance. As in [2], we are able to consider any graph G, and therefore our results
extend those of both [11] and [21] which only cover the case where G is a triangle. Instead
of using second order Poincaré inequalities [11,14], our method relies on an application of Kol-
mogorov distance bounds of Proposition 4.1 in [11], see also Theorem 3.1 in [10], to derive Stein
approximation bounds for sums of multiple stochastic integrals.

Furthermore, we note that various random functionals on the Erd&s—Rényi random graph
Gy (p) admit representations as sums of multiple integrals (1). This includes the number of ver-
tices of a given degree, and the count of subgraphs that are isomorphic to an arbitrary graph.

Our second main result Theorem 4.2 is a bound for the Kolmogorov distance between the
normal distribution and the renormalized graph count NHG . Namely, we show that when G is a
graph without isolated vertices it holds that

~ ) o\ " 1/2
d (NG N) = Co (1= pu) min n" i) ", @)

eg>1

where Cg > 0 is a constant depending only on e, which improves on the Wasserstein estimates
of [2], see Theorem 2 therein. This result relies on the representation of combined subgraph
counts as finite sums of multiple stochastic integrals, see Lemma 4.1, together with the applica-
tion of Theorem 3.1 on Kolmogorov distance bounds for sums of multiple stochastic integrals.

In the sequel, given two positive sequences (X, )neN and (y,)neN We write x, & y, whenever
€1 < Xp/yn < c2 for some c1,cy > 0 and all n € N, and for f and g two positive functions we
also write f < g whenever f < Cgg for some constant C > 0 depending only on G. Using the
equivalence

Var[Nf] ~ (1 - py) }_Ingé n2VG—vH p,%eG_eH 3)
eg>1

as n tends to infinity, see Lemma 3.5 in [8], the bound (2) can be rewritten in terms of the variance
Var[N9] as

~ Var[N¢]
dg (N7 N) S ———— . )
(1 = pp)n¥s py
Note that when p,, is bounded away from 0, the bound (2) takes the simpler form
~ 1
dg (NP N) S ——— ©)

~ n+/ 1 - Pn '
Next, in Corollary 4.6 we show that the bound (4) can be specialized as

dx (NG, N) < ((1 = ppymin{n? py, n' peo }) ™72
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1
if n~We—=2)/(eg—1) _ D
N PN
- - ; —(vg—2)/(eg—1)
nie/2 po if0 < pn=n ’

for any graph G with at least three vertices, under the balance condition

eg—1 eg—1
max = ,
HCG vy — 2 vGg — 2
vyg>3

(6)

see also [6,24] for related conditions and their use in subgraph counting. Finally, we note that (6)
is satisfied by important examples of subgraphs such as complete graphs, cycles and trees, with
at least 3 vertices, which are dealt with in Corollaries 4.8, 4.9 and 4.10.

In the particular case where the graph G is a triangle, the next consequence of (2) and (5)
recovers the main result of [21], see Theorem 1.1 therein.

Corollary 1.1. For any c € (0, 1), the normalized number ﬁf of the subgraphs in G, (py) that
are isomorphic to a triangle satisfies

1

—— ifc<p, <1,
=p O
dK(]VnG,N)S = ifn= % < p, <e,
1 1
. —1/2
oy IO ==

When p, takes the form p, =n~%, o € [0, 1), Corollary 1.1 similarly improves on the con-
vergence rates obtained in Theorem 1.1 of [11] using second order Poincaré inequalities.

This paper is organized as follows. In Section 2, we recall the construction of random func-
tionals of Bernoulli variables, together with the construction of the associated finite difference
operator and their application to Kolmogorov distance bounds obtained in [10]. In Section 3, we
derive general Kolmogorov distance bounds for sums of multiple stochastic integrals. In Sec-
tion 4, we show that graph counts can be represented as sums of multiple stochastic integrals,
and we derive Kolmogorov distance bounds for the renormalized count of subgraphs in G,,(p,,)
that are isomorphic to a fixed graph.

2. Notation and preliminaries

In this section, we recall some background notation and results on the stochastic analysis of
Bernoulli processes, see [18] for details. Consider a sequence (X,), N of independent identically
distributed Bernoulli random variables with P(X, = 1) = p and P(X,, = —1) = ¢, n € N, built
as the sequence of canonical projections on € := {—1, 1}V, For any F : Q@ — R, we consider the
L?(2 x N)-valued finite difference operator D defined for any w = (wg, w1, ...) € Q2 by

DiF (@) = /pq(F (o) = F(o!)), keN, ™
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where we let

O)Ii = (CL)(), vy WE—1, +1’a)k+la . )
and

o = (w0, ..., o—1, =1, W41, .. ),
k €N, and DF := (DyF)jen. The L? domain of D is given by

Dom(D) = {F € L*(Q) : E[||DF||§2(N)] < oo}
We let (Y,)n>0 denote the sequence of centered and normalized random variables defined by
. q—D + Xn
Yy i=——7—
2/pq

Given n > 1, we denote by £2(N)®" = ¢>(N") the class of square-summable functions on N”,
we denote by ¢2(N)°" the subspace of £2(N)®" formed by functions that are symmetric in n
variables. We let

, neNlN.

Lfo= Y,  falit,....i)¥i Y,

(i],...,in)EAn

denote the discrete multiple stochastic integral of order n of f,, in the subspace Eﬁ (Ap) of £2(N)°"
composed of symmetric kernels that vanish on diagonals, that is, on the complement of

Ap={ki,....kn) eN" ki #£kj,1<i<j=<n}, n>1
The multiple stochastic integrals satisfy the isometry and orthogonality relation
E[In(fn)lm(gm)] = Lin=myn X fn, gm)g%(An)v 3

fn € Kﬁ(An), 8gm € Eﬁ(Am), cf. e.g. Proposition 1.3.2 of [19]. The finite difference operator D
acts on multiple stochastic integrals as follows:

DLy (fn) =nly—y (fn(*v K)La, (%, k)) =nl,—; (fn(*, k)),

keN, f, € Kﬁ(An), and it satisfies the finite difference product rule
X
Di(FG) = FDyG + GDyF — —*_ D FDyG, keN )
NI

for F, G : Q2 — R, see Propositions 7.3 and 7.8 of [18].

Due to the chaos representation property of Bernoulli random walks, any square integrable F
may be represented as F = ano L,(fu), fn € Zi(An), and the L2 domain of D can be rewritten
as

Dom(D) = {F =D W) Yl fullfoygen < oo}.

n>0 n>1
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The Ornstein—Uhlenbeck operator L is defined on the domain
Dom(L) := {F =D L) )l fullfapyen < oo}
n>0 n>1

by
LF ==Y nl(fy).
n=1

The inverse of L, denoted by L1, is defined on the subspace of L2(Q) composed of centered
random variables by

oo

1
—1 _ -
L F= E nln(fn)s

n=1

with the convention L1 F = L~! (F — E[F]) in case F is not centered. Using this convention,
the duality relation (11) shows that for any F', G € Dom(D) we have the covariance identity

Cov(F, G) =E[G(F —E[F1)] =E[(DG, —=DL™"'F) 51 ] (10)
The divergence operator § is the linear mapping defined as

8) = 8(In(fus1 (%, ) = Lt (Fat 1)y S € L2(A,) ® C2(N),
for (ug)ren of the form

wp = I (fur1 (%, 6)),  keN,

in the space

U= {Zlk(fm(*, ), fir1 € (AN @N),0<k<ne N} CL*(QxN)
k=0

of finite sums of multiple integral processes, where f,41 denotes the symmetrization of f;,41 in
n + 1 variables, i.e.

. 1 n+1
fn-‘rl(kls "'skn-‘rl) = mzfn+l(kl» '-‘7kk—17kk+17 -"7kn+11ki)'
i=1

The operators D and § are closable with respective domains Dom(D) and Dom($), built as the
completions of S and U, and they satisfy the duality relation

E[(DF.u)pq,] =E[FS)]. F €Dom(D),u € Dom(s), (11)
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see, for example, Proposition 9.2 in [18], and the isometry property

E[|8G0)|*] = E[Jul% g ] + E Z Dy Dyug — Z(Dkuk> }

Lk,i=0
k£l

- 00

E[”M”?z(N)]‘i‘E Z DkUIDlUk]s uel, (12)
Lie,1=0

kAL

cf. Proposition 9.3 of [18] and Satz 6.7 in [15]. Letting (P);er, = (e’L),e]R+ denote the
Orsntein—Uhlenbeck semi-group defined as

o
PF=) e ™L(f), teRy,

n=0
on random variables F € L2(2) of the form F = ZZO:() I,(fn), the Mehler’s formula states that
PF=E[F(X(1)|X(©0)], teRy, (13)

where (X (¢));eRr, is the Ornstein—Uhlenbeck process associated to the semi-group (P;);er, » cf.
Proposition 10.8 of [18]. As a consequence of the representation (13) of P;, we can deduce the
bound

E[| DL~ F|*] < E[| Dk F|*], (14)

for every F' € Dom(D) and « > 1, see Proposition 3.3 of [11]. The following Proposition 2.1 is
a consequence of Proposition 4.1 in [11], see also Theorem 3.1 in [10].

Proposition 2.1. For F € Dom(D) with E[F] = 0 we have

dg(F,N) < |1 —E[F?]| + \/Var[<DF, —DL~'F) ]
1 > .
+ 5 g [(DyF)4] <~/ [F2]+ kX::OE[(FDkL‘lF)ZD

+

E{(D1 ,DF|DL™ F
N [(D1{p~y), DF| )

lz(N)]'
Proof. By Proposition 4.1 in [11], we have
dg(F,.N) <E[|1 —(DF,—DL"'F)

21
+ =

£2(N) |]

(pq) '*E[(IDF|*,|DL™'F|) (15)

(2(N)]
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1
+ E(pq)_l/zE[(lDFF’ |FDL™'Fl) o]

+(pg)~ 12 SuﬁE[(Dl{Fﬂ}’ DF|DL™! F|>(2(N)]'
Xe

(16)

On the other hand, it follows from the covariance identity (10) that it holds Var F = E[|(DF,

—DL'F) 2|1, hence by the Cauchy—Schwarz and triangular inequalities we get

E[[1 =(DF,=DL™'Fps ]

<|1—-(pF, _DL_1F>e2(N) ”L2(Q)

= |1 - ”F”iz(sz)| + ”(DF’ _DLilF)ﬁ(N) - ”F”%%Q) ||L2(Q)

= |1 = Var[F]| + ,/Var[[DF, = DL~ F) 5y ]

Next, we have

B[IDL 0 o] = SB[ (ks )]

k=0

=mn-1)! Z” fn(k’ ) ”52(1\])@(!1*1)

k=0
= (0 = D! full o gyon

<l fulla ayyon
2

=E[|L.(f)|°].

and consequently, by the orthogonality relation (8) we have

—1 2 2
E[” DL F ”eZ(N)] = E[F ]

for every F € L?(), hence (15) is bounded by

o0

o0
IE[(|DL1F|,|DF|2)£2(N)]§E[ Z|DkL—1F|ZZ|DkF|4]
\ k=0 k=0

IA

J E _i|DkL—1F|2H ]E|:]§(DkF)4]

Lk=0

:\/]E[||DL—1F||§2(N)] E[Z(DkF)4:|
k=0
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E[Z(Dk F)4j| .
k=0

Eventually, regarding the third term (16), by the Cauchy—Schwarz inequality we find

E[(DF)*, |FDL™'F|)p ] < iE[(DkF)“] iE[(FDkL—lF)Z].

k=0
Finally, given f, € €2(A,) and g, € £2(A,,) we have the multiplication formula

2min(n,m)

Li(fu)In(gm) = Z In—i—m—s(hn,m,s)a

s=0
see Proposition 5.1 of [20], provided that the functions

v T R

§<2i<2min(s,n,m)

595

a7

belong to Eﬁ(Aner_s), 0 <s <2min(n, m), where f, ifc gm 1s defined as the symmetrization in

n +m — k — [ variables of the contraction f, *2 gm defined as

]
Sa*e 8m(aig1, ... an, b1, ..., b)
R NP (/N SR P S P
X Z fn(alv"'van)gm(ala"'1aksbk+la"'abm)9
Al ey Ll]EN

0 <1 <k, and the symbol > _,; <2min(s.n.m) Me€ans that the sum is taken over all the integers i

in the interval [s/2, min(s, n, m)]. We close this section with the following Proposition 2.2.

Proposition 2.2. Let f, € Zg(AH) and g, € Zg(Am) be symmetric functions. For 0 <[ <k <

min(n, m) we have
|| fn *éc gm ||52(N)®(m+n7kfl)
1 _ 1 B
= z || fn *£1+n ¢ f" H?%N)@(k—l} + 5 ||gm *f;_m k 8m ||§2(N)®(k*1) ,

and

1 _ 1 _
| fo %% &m ”jZ(N)@(’”*"*Z") =3 | fusn i S ”?2(N)®2k T3 | &m %"k fon ||§2(N)®2k

(18)

19)
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N | =

k 2
k . .
+ <l) (”f" *Z L Hﬁ(N)@i + Hgm *ﬁ " Hg2(N)®i)-
=1

1

Proof. Holder’s inequality applied twice gives us

” fn *5( 8m H?Z(N)@)(/n-%—n—k—l)

2
> ZIIA,,H”k,(y,21,zz)<zfn(x,y,m)gm(x,y,zz))

71N~k zoeNm—k yeNk=! xeN!
=D DENIEID DD D O I IEEND DR ES)
yeNk-! z1€NT—k zyeNm—k “xeN! xeN!
2
5[ > mk_,(y)( > Zf,f(x,y,m)
yeNk-! z1eNn—k xeN!

29172
x Z ]lAk,(y)( Z Zg,zn(x,y,zg)>:|

yeNk—! 71eNm—k xeN!

= H In *£z+n_k J ”42(N)®<k4) ”gm *f;m_k 8m “zZ(N)®<k*l>

1 _ 1 _
= ) || In *iﬁ" k Jn “EZ(N)‘X’("*’) + D) ||3m *irfm ¢ 8m ||§2(N)®(k—l>-

To derive the second assertion, we proceed as follows:

” Jn *i 8m ” ?2 (N)@(m-+n—2k)

= D D T (5D Y Y i )En (X1, 2) fax2, Y)gm (2, 2)

yeNn—k zeNm—k X1EAL x2EAL

=< Z Z ( Z fn(x],}’)fn(xz,)’))< Z gm()q,z)gm(xz,z))
X1€Ak Xx2€ Ak “yeNn—k zeNm—k
1 2

<5 2 (Z fn<x1,y)fn<xz,y>>

X1,X2€Ak “yeNn—k
1

2
+§ Z (Z gm(xl,z)gm(xz,Z)>,

X1,X€A; “zeNm—k
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where we have used the inequality ab < a* + b>. Finally, we get

2
> ( > fn<x1,y>fn<xz,y>>

X1EAR X2€AK “yeNn—k

ST Tt br)( T aerhe)

k
i=0 XeEA; X' x"eAy_i yeNn—k
0 (

k 2
_ k i
<\ fan =k fa ||52(N)®<2k> + Z (l) | foxn™" S ||42(N)®i
i=1

k
i
k
2 (i

k
i=

2
e

by (18), which ends the proof. U

3. Kolmogorov bounds for sums of multiple stochastic integrals

Wasserstein bounds have been obtained for discrete multiple stochastic integrals in Theorem 4.1
of [17] in the symmetric case p = ¢ and in Theorems 5.3-5.5 of [20] in the possibly nonsym-
metric case, and have been extended to the Kolmogorov distance in the symmetric case p = g
in Theorem 4.2 of [10]. The following consequence of Proposition 2.1 provides a Kolmogorov
distance bound which further extends Theorem 4.2 of [10] from multiple stochastic integrals to
sums of multiple stochastic integrals in the nonsymmetric case.

Theorem 3.1. For any finite sum

m
F=Y"L(fi)
k=1
of discrete multiple stochastic integrals with fi € Eﬁ(Ak), k=1,...,m, we have

dg (F,N) <Cp (|1 = Var[F]| + V/RF),

for some constant Cy,, > 0 depending only on m, where

Rp = Z (rg)™" Hfl *ﬁ fi ”52(1\])@(:’—1)

O<l<i<m

+ Z (”fl *f fi H52(N)®(i—l) + Hfz *5 fi Hiz(N)@z(i—l))' (20)

1<l<i<m
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Proof. We introduce

i k
Z Z Z 1{1’:j:k:l}C (PCI)[_k ” fi *i fj ”52(N)®(i+/’—k—l)~

I<i<j<mk=11=0

Since it holds that R}, < R, it is enough to prove the required inequality with R, instead of R .
Indeed, by the inequality (18), all the components of R/, for 0 <! <k <1, j, are dominated by
those for 0 </ < k =i = j, and also, by the inequality (19), the ones where 1 <k=1[<i <],
are dominated by the components where 1 </ =k <i=j or 1 <l <k =i = j. Finally, the
components for 1 <k =1 =i < j remain unchanged.

We will estimate components in the inequality from Proposition 2.1. We have

m—1 m—1

D, F =Y (i+DIL(fin1(r) and D.L7'F=>"L(fit1(rn.)). reN,

i=0 i=0

hence by the multiplication formula (17) we find

k—I1
(D F? = > ZZc,,zk< N) Tigjki(fir1 () % fj1(r0) 21

0<i<j<m—1k=01=0
and

D,FD,L”'F (22)

> ZZ,,M("J_”) Tt (fi1 () 3% f13100)).

0<i<j<m—1k=0 I=0

for some ¢; j 1k, di ji.k > 0. Applying the isometry relation (8) to (21) and using the bound
| fm le2pyen < N fmlle2yems fm € 2(N)®™ we get, writing f < g whenever f < C,, g for some
constant C,, > 0 depending only on m,

o
D_E[D,FI]
r=0
ik

o 2k—21
< Z Z Z( > | i) *56 Ji+1(r,) ||52(N)®(i+j—k—l)

0<i<j<m—1k=0[=0 r=0
ik 2k—21
1 2
= Z Z( ) H fi+l *k+l fj+1 ||62(N)®(i+j—k—l+l)

0<i<j<m—1k=0 I=0

2k—21-2

- 2 () I il

1<i<j<mk=11=0
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< pqR}.
Furthermore, by (22) it follows that

(DF, DL™'F)—E[(DF, DL™'F)]

0 ik ke
ZZ Z chi»j,l,kl{ﬁj:k:l}f(%)

r=00<i<j<m—1k=0 (=0

X Ty okt (fir1 (ry ) %o fi1()

ik Nk
= Y chi,j,l,kl{i=j=k=l}f<q\/_pqp)

0<i<j<m—1k=01[=0

XL+jkz<§:ﬁ+ﬂH0;iﬁ+ﬂﬁ9)

r=0

ik okl
= Z chi,j,l,kl{i_j_k_l}f(ci/p_;)> 1i+j—k—z(ﬁ+1;f:rl] fit1),

0<i<j<m—1k=0[=0
thus we get

Var[(DF, —DL™'F)]

1 imine
< Y Yy e

0<i<j<m—1k=0 =0

Z Zzl{t Jj=k=l}¢ (rq )k 1||fz kf1||eZ(N)®(:+/ —k—1)

I<i<j<mk=1I1=1

I+1 2
fit1 *r1 fj+1 “ L2(N)®i+j—k=1)

<R}.

Next, we have

599

(23)



600 N. Privault and G. Serafin

and (17) and (8) show that

i

E[F?] 51@[( >
1<i<j<m k=
k

k—I1

k 2
> Ligji—t(fi % fj)) }
=0

q-r
NIz
i

0
S (PQ)l_k ” fi *5( fj ||§2(N)®(i+j—k—l)
0

1<i<j<m k=0 I=

m
SRy + Z”ft % fi ||52(N)®0 + Z | /i %0 £ ||§2(N)®(i+j>

i=1 l<i<j<m

=Ry + Z I filape + D Ifillfagper £l e

I<i<j<m
< Ry + (Var[F1),

while as in (21) and (22) we have

(G ]

(5,5 Bl

k=00<i<j<m—1k=0 [=

2
X Ligjiet (fi1 Gy ) % fin Gk, ))) }

i k
S Z Z Z(PQ)l_k ” Jit1 *2-:11 Si+1 sz(N)@(H/—km

0<i<j<m—1k=0 I=0

i k
S S i il s

I<i<j<mk=1I=1

S RF + Z”fl *i fi ||/42(N)®0 + Z ”fl *0 fJ ”/ZZ(N)@@(W)

= I<i<j<m

=Rp + Z Ifillpgoe + D IfilggyerLfil 2o

1<i<j<m

< R + (Var[F1)°,
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hence we get

S E[(FDeL™'F)*] S Ry + (Var[F])°. (24)
k=0

We now deal with the last component in Proposition 2.1 similarly as it is done in proof of The-
orem 4.2 in [10]. Precisely, by the integration by parts formula (11) and the Cauchy—Schwarz
inequality we have

sup E[(D1(r=ry, DF|DL™'F|) o ] = sup E[Lr=0)8(DF| DL FJ)]
xeR xeR

< JE[(8(DF|DL-1F|))?] (25)

Then, by the bound (12), the Cauchy—Schwarz inequality and the consequence (14) of Mehler’s
formula (13), we have

E[(3(DF|DL™'F|))’]

o0
sE[HDFrDL-IF\H%z(N)]+E{Z rDk<DzF|DzL-lFDDz(DkF\DkL-IFr)@
k,1=0

< R0 L o011 Pl 4 E| 3 (0u(orr o1t |

k,1=0
> 2
<E[IDFlsg ]+ Y E[(DK(DiF DL~ )R]
k,1=0

The first term in the last expression in bounded by pg R} as shown in (23), and it remains to
estimate the last expectation. By the product rule (9) and the bound |Dy|F|| < | Dy F| obtained
from the definition (7) of D and the triangle inequality, we get
_ 2
E[(D;(DsF|DsL )]

=E[((DrDSF|DSL1F|) + (DyFD,|DsL'F)

X 2
- (D,DSFDr|DSL—1F|))]

Vrq

< E[(D,DSF)Z(DSLI F)’ + (DF)(D,Ds L~ F)?

1
4 —(D,DSF)Q(D,DsL_lF)z}, (26)
pq
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r, s € N. By the Cauchy—Schwarz inequality, we get

> E[(D,DsF* (DL F)*] = IE|:Z(DSL_1F)2 > (o, DXF)2:|

r,s=0 s=0 r=0

< ]E|:i(DL ') } [Z<Z(DDF>”

s=0 s=0 \r=0

The term E[} 02 (D, L' F )*] can be bounded by pg R’ as in (23). To estimate the other term,
we use the multiplication formula (17) as in (21) to obtain

2
1i+j—k—l(fi+2(s» ro) % fipa(s.r. ))> ]

SE[P3lD D) wif=t

r=00<i<j<m—-2k=0[=0

p
1i+j—k—z(fi+2(s, VR fiaas, ))) }

~yel( ¥ oy

0<i<j<m—-2k=01=0

’S’Z Z ZZ(PQ)I k”fl-i-Z(s )*k.;,_l f]+2(s )HK2(N)®(I+] k—1)
=00

<i<j<m—2k=0[=0

i k
Z Z(PQ)l_k H Jiv2 *5:_12 fi+2 H?Z(N)®(i+_/—k—l+l)
2 k=0

0<i<j<m—-2k=0 =0
i k—1 5
Z ZX:(PQ)IH_IC Hfz *i fi Hﬁ(N)@(H_i—k—l)
2<i<j<m k=2 I1=1
< pqR.

The term ) o5 E[(Ds F)*(D, Dy L™! F)?] from (26) is similarly bounded by pq R}.. Regarding
the last term, we have

oo o0 o0

S E[(D, Dy P (DD, F) < | Y E[(D:DyF)*]) Y E[(DyD,L1F)Y,

r,s=0 r,s=0 r,s=0
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Using the multiplication formula (17), both sums inside the above square root can be estimated
as

q9—p P

2
Il+j—k—l(fi+2(5» r, ) R fia(s,r, ))) :|

»o( ¥ sy

r,s=0 0<i<j<m—2k=0[=0

00 i k
SY Y Y ) | fraalsr ) wk falsar ) |fapeission

r,s=00<i<j<m—-2k=0[=0

= Z ZZ(PCI) | fi2 *iin fit2 HZZ(N)®(H—1 k=i+2)

0<i<j<m—2k=01=0

i k=2
1+2—k l 2
Z Z Z(P‘]) H fi*i fi ”ZZ(N)®(1'+,/'—/<—I)
2<i<j<m k=2 1=0
2
< (pg)* R
Combining this together, we get

[o)0]
> E[(D:(DsF|DL™'FI)*] S pg R}
r,s=0

and consequently, by (25) we find

sup E[{D1(r=xy, DF|DL™'F|) ] S Pa R 27)

xeR

Applying (23)—(24) and (27) to Proposition 2.1, we get

dg (F,N) S |1 = Var[F1| + /Ry (14 Var[F] + y/Var[F] + ,/ R})

If Ry > 1, orif R}, <1 and Var[F] > 2, it is clear that dx (F, N) < |1 — Var[F]| 4+ ,/ R} since

dg (F,N) <1 by definition. If R, < I and Var[F] <2, we estimate Var[F] + /Var[F]+
by a constant and also get the required bound. D

4. Application to random graphs

4.1. General result

In the sequel fix a numbering (1, ..., eg) of the edges in G and we denote by EnG cil,..., (;)}ec
the set of sequences of (distinct) edges of a complete graph K, that create a graph isomorphic
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to G, that is, a sequence (e, ..., €heg,) belongs to E,? if and only if the graph created by edges
Ckys - Chy is isomorphic to G. The next lemma allows us to represent the number of subgraphs
as a sum of multiple stochastic integrals, using the notation P(Xy =1) =p, P(X = —-1) =
l1-p=g,keN.

Lemma 4.1. We have the identity

jo = N ZBINT Ry 28)
" w/Var[NG P Kk

where

by, ..., by)

k12 pec—k/2

— 1 .
(eG — k)k!/Var[NG] 2 (@15-stteg k1, b EBY

(al,--»,aerk)GNeG_k

Proof. We have

1
No=—— > Lpy.begrckXp, + 1) (Xp,, +1)

1 < eG = m m—k
- 2 (m>,§<k)(p—q)
x> gbi . B X +q—p)- (Xp +q—p)
S Z (6G> i (’”) Ik (8 2P  (p — "
egl2e = \m ) i \k
1 e k m—
= hw ZO( G) @VP9) Ik(8e) Z ( k) (="

I~ eyt eG—k
= 2eG (e k)'k‘lk(gk)(l +r -9

€G qk/ZpeG—k/Z

= N — ,
,; e o ke
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where gy is the function defined as

gk(bi,....by) = > go(ar, ..., @eg—k, b1, br),  (bi, ..., o) € NF, (29)
(ag,..., aeG,k)GN('G k
which shows (28) with
o b g~I2 pea—k/2 " oo
kD1, ...,0k) 1= k\O15 ..., k).
(eg — k)!k!‘/Var[NnG]g 0
Next, is the second main result of this paper.
Theorem 4.2. Let G be a graph without isolated vertices. Then we have
- . -1/2 Vv Var[Ng]
G < _ VH eH ~
dg (NS N) < ((1 p) min n*" p ) 0= pynopec”
eg>1
Proof. By (28) and Theorem 3.1, we have
~ A/ RG
dg (NS N) S —— 30

where, taking g as in (29), by (20) we have

Rg = Z P4L)Gi3k+lql+k Hgk *2 8k HEZ(N)@)(k—I)
O<l<k<eg
+ Z P4EG_2kq2k “gk *5 8k HEZ(N)(X)Z(k—Z)
I<l<k<eg
+ Z P4eG_l_qu+l ”gl *5 8k ||§2(N)®(k—l)
I<l<k<eg
=< Q< Z prec—3kH | g * 8k ||52(N)®(k7l)
O<l<k<eg
+ Z P4eG Ik ”gl *5 8k ”?2(1\])@%—[)
I<l<k<eg
+ Z P2 g« gi ||§2(N)®2(kl)>
I<l<k<eg

=(1—=p)(S1+ 52+ 53).
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It is now sufficient to show that

S1 + 8> + S3 < max nve—3vn prec—3en (31)
HCG

eg>1

Indeed, applying (3) and (31) to (30) we get

1T — 4vg—3v 4eg—3e
vV Rg < : p\/maxHCGeﬁzln GTIVH pReGTICH

Var[NS1 ™~ (1 — p)maxycg,,, > n'6~VH p2ec—en

- —32
(MiNg G pysy n poi) =/

VT = p(mingcg ey n¥ por)~!

= ((1 — p) min n””pe’")il/2
HCG ’
eg>1
Thus
8 JRG -1/2
d NG,/\/<7<<1— min n# e,,) .
k(N )NVar[NnG] S(4=p) minnp

eg>1

In order to estimate Sy, let us observe that

2\ 2
lect al oo = 2 (2 X tesleaa)) )

a’eNk—=1 “g'eN! aeNeG—k

c(z(z0)

1%

ACK, “ACBCK, ‘BCG'CK,
ex=k—I ep=k G'~G
5 2
~ 2: I’LUK< § nUHUK(nUGUH)>
KcG KCHCG
eK:k—l eH:k
~ max n4UG—2UH—UK'
KCcHCG

ex=k—l,eg=k
Hence, we have

S] /S Z p4e(;—3k+l max n4vG—2UH—UK
KCHCG
Osl<k=eg ex=k—l,ep=k
— Z max n4v672UH7U]( p48672eH7£’K
KCHCG
O<l<k<eg ex=k—l,ey=k
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< max n4UG*2UH*UK p48672(3[-17€1( )

~ KCHCG
ex>1

For a fixed p, let Hy C G, ey, > 1, be the subgraph of G such that

VH, €Hy — 1 VH ,€H
nHopH = min n . 32)
p HCG,ep>1 p

Then it is clear that

Sl< max n4UG—2UH—UKp4€G—2£’H—€K

KCcHCG
exg>1

— n4vG —3vg, p4egf3eH0

— max n4v(;73v1.1 p4egf3eH’

HcCG
eg>1

as required. We proceed similarly with the sum S>. For 1 </ < k <n we have

”gl *5 8k ||§2(N)®2(k—l)

> <Z( > Igelab) Y. IE’?(a/,b,c)>>2

ceNk=I “peN! l)ENeG*I (l/ENeGik

2
S(Z( X 12 (3)
ACK, “ACBCK, ‘B\ACG"CK, BCG'CK,
ea=k—1 ep=k G'~G G'~G

2

2

2
S 2 ”< > n””‘“K(n”G‘“H’n”G‘””)> (34)
KcG KCHCG,H'CG
ex=k—I eg=k,eyr=l
< max n4vG—2vH/—v1<7 (35)
~ K.H'CG

ex=k—l,eyr=l

where H' in (34) stands for B \ A in (33), whereas in (35) the sum over H' extends to all H' C G
such that ey = [. It follows that

8 < Z p4eo—k—l max G —2vr—vg

K,H'CcG
Isl<k=eq ex=k—l,ey=l
— Z max n4vc—2vH/ —vg p4e(;—2vH/—eK
K,H'CcG

1=l<k=€G oy —k—1.e}=1
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4vg—2vg —vgs p4ec —2vgr—egr

< max n
~ K',H'CG

egr.eys >1
— n4v(; —SUHO p4eG —3eH0

= max n4UG —31}1.[

HCG
eg>1

48(; —361—]
b

p

N. Privault and G. Serafin

where Hy is defined in (32). Finally, we pass to estimates of S3. For 1 </ < k <n, we have

”gk *5 8k ”?Z(N)‘@(k—l)

< T (Z( 2 wmeno)( ©

c,c’eNk=1 “peN! “geNeG—k a’ eNeG—k
-~ (T (= 1)
A,A'CK, BCK, AUBCG'CK,

ea=e=k—I ep=l,eanp=e =0 G'~G
K,K'.HCG A,A/cK,,< BCK», <AUBCG’CK”
ex=egr=k—ley=l A~K B~H G'~G
ermo—eny 0 A'~K' — ANB~KNH
KnH=Cxnn A'NB~K'NH

K.K',HCG A,A/cKn( BCK,
eKIEK/:k—l,EHZI A~K B~H

ermo—e o0 A~K' — ANB~KNH
KOH=CK0H A'NB~K'NH

Next, we note that given A, A’ C K, it takes

A'UBCG"CK,

2
Igg (a’, b, c’)))

2

)
1) <A/UBCZG”CK,1 1)>2

G'~G

2
(nvG—UAuB)(nvG—UA/uB)) .

UB — VANB — VA'NB T VANA'NB = VH — VKNH — VK'nH T VANA'NB

vertices to create any subgraph B ~ H suchthat AN B~ K N H and A’N B~ K' N H, with the

bound
1

1
VAnA'NB < ZVana’ + FVANB = E(UAQA’ +vgnH).

-2
Hence, we have

Hgk *5 8k ”?2(N)®(k—l)

DD

K., K" HCG AA'CK,
ex=egr=k—l,eg=l A~K
A'~K'

exnH=¢€g/ng=0

Z (nUH7UKﬂH7UK/ﬂH+(UAﬁA/+vK’ﬁH)/2 (nvgfvj(uy) (nvavl(/UH))z'
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In order to estimate the above sum using powers of n, we need to consider the possible intersec-
tions AN A’ for A, A’ C K,,, as follows:

E § n4vG+2UH_2UKﬁH_UK’mH+UAmA’_ZUKUH_ZUK/UH

K.K'.HCG AA'CK,
ex=egr=k—l,ey=l A~K

egknH=¢€g/ng=0 A'~K'
VK
< § § nUK-‘rvK/—in4v(;+2vH—2vaH—UK/ﬂH-‘ri—ZUKUH—ZvK/UH
~J
K.K' . HCG i=0

ex=egr=k—l,eg=I
eKnH:eK/mH:O
< Z an+UK/+4vG+2UH—2‘UKmH—UK/mH—ZvKUH—sz/UH. (36)

K,K'HCG
eK:eK/:k—l,eH:l
exnH=¢€g/ng=0

Furthermore, we have

vk + vk +4vG +2vg — 2vgnE — Vk'ne — 2VKUH — 2VK'UH
=4vG — VK — Vg — VK'UH
so the sum (36) can be estimated as

E : nAVG—VK —VH Vg < max n4UG—UK_UH_UL’
. K.H.LCG
K.K'\HCG ex=k—l,eg=l,ep =k
ex=egr=k—l,eg=I

eKNH :eK’ﬁHZO
from which it follows

S5 5 Z p4eg—2k . II}IlE}‘XCG n4UG—UK—UH—UL
I=l<k=eg ex=k—l.ey=l e =k
— Z max n4vg—vK—vH—vLp4ec—eK—eH—eL
<l k< K,H,LCG
SPSKZEG o g —k—l,ey=I,ep =k

4vg—vg—vg—vL 4deg—ex —ey—e

SmaanKHLpGKHL
K.H,LCG
ex.eq.eL =1

< n4vG —31}1—10 p4e(; —3eH0

= maxn
HcCG

eg>1

4vg—3vy p4eG—3eH
9

which ends the proof. (]
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4.2. Special cases

In the next corollary, we note that Theorem 4.2 simplifies if we narrow our attention to p, de-
pending of the complete graph size n and close to 0 or to 1.

Corollary 4.3. Let G be a graph without separated vertices. For p, <c < 1,n > 1, we have
dx (ﬁG N) < (min nv”p”’)_l/2
m ~\HCG " ’
eg>1
On the other hand, for p, > c > 0,n > 1, it holds
~ 1
dg (N9 N) < ———.
N
As a consequence of Corollary 4.3 it follows that if
npf — oo and n2(1 — pn) = 00,

where B :=max{ey /vy : H C G}, then we have the convergence of the renormalized subgraph
count (NnG Jn>1to N in distribution as n tends to infinity, which recovers the sufficient condition
in [23]. When p ~n™%, a > 0, Corollary 4.3 also shows that

G < . vg—aey —1/2
(NS N) < (glclg n ) , 37)
eg>1

and in order for the above bound (37) to tend to zero as n goes to infinity, we should have

1
o < min bl = —. (38)
HcG ey B

Next, we specialize our results to the following class of graphs.

Definition 4.4. Let 5 denote the set of graphs G with at least three vertices, and such that

eH—l_ec;—l

max = .
HCG vy — 2 vg — 2
vg>3

We note that the set 3 is contained in the class of balanced graphs which satisfy

€H eG
max — = —,
HcG vy VG

as well as in the class of strongly balanced graphs which satisfy

€H €G

max .
HcG vy — 1 vg — 1
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Both classes have been used in the framework of subraph counting, see, for example, [6,24],
however the authors have not found the class B in the literature.

Lemma 4.5. Let G be a graph with vy > 3 and ey > 1. Then G belongs to the class B if and
only if for any p € (0, 1) and n > vg we have

min n"# pH = min{nzp, ne pa}.

HcCG
eg>1

Proof. (=) If G € B, then for any H C G such that vy > 3 we have

ep—1

nVH pd = n2p(np "H*Z)U”_2 > nzp(np vg—;)v”’_2. 39)

g1
If n? p < n¥6 pG , then it holds np =2 > 1 and we get
nVH pt > n2p,

eq—1
as required. If nzp > n'G p¢G | then (np ”G*z)”H_2 < 1, and consequently, using vy < vg, we
obtain

eg—1

p(np vG—2

vG—2
anpeH > n2 ) G — nUGPEG

from (39), which ends this part the proof.
(<) Proof by contradiction. Assume that the right-hand side of the equivalence in the thesis is

. ery—1 eg—1
true and that there exists Hy C G, vy, > 3, such that oy 2 > e

Then, for p,, :=n~% where

. VHN— _
« is such that —2 T << Y6 2,We get
eHy— eg—1
eg —1
v, Mo 2 _avHO*Q UH0*2 2
ntp,” =n pn(n 0 ) <n°p.

eg—1
. -2 .
Furthermore, since np,';G > 1 and vy, < vG, we obtain

EHO_; eg—1
CH, VHy ™ -2 vG—2
n% p," =n?py(np, ™ )" <n?pu(npa® )

UHO -2

eg—1
vG—2 )vg—z

2 v e
<n pn(np,, =n"6pC.

This means that
. C€H
min n"¥ poH < p'Ho p,°
HcG
EHZI

< min{nzp,,, n's p;¢ },

which contradicts the main assumption. The proof is complete. (]
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By virtue of Lemma 4.5, the bound in Theorem 4.2 simplifies significantly for graphs G in the
class B.

Corollary 4.6. For any G in the class B we have

dk (N8, N) < ((1 = paymin{n®p,, n'e pec}) ™/
1
m

nvG/zpflG/z

l"f‘n*(UG*Z)/(eG*]) < pn,

if0 < p, < n—We=2)/(eg—1)

Next, we note that 3 is quite a rich class as it contains other important classes of graphs.

Proposition 4.7. All complete graphs, cycles, and trees with at least 3 vertices belong to the
class B.

Proof. First, consider a complete graph K, with r = vk, > 3. For a subgraph H C K, with
vy < r the maximal number of edges is (vf ) in the case of a clique, thus we have

ey — 1 - (”f)—lsz—i—l <r—I—l zeKr—l.

vg—2~ r—2 2 2 vk, —2

In case of a cycle graph C,, r = vc, > 3 the maximal number of edges of a subgraph H C C,
with vy < r vertices is realized for a linear subgraph having vy — 1 edges, which yields
eg — 1 <(vH—l)—l_

< =1< = .
vy —2 vy —2 r—2 e, —2

r—1 ec —1

Finally, for a tree T with r > 3 vertices, the maximal number of edges of a subgraph H C T,
vy < vr is realized for a subtree with vy — 1 edges, which gives

eH—l_l_eT—l
vy —2 vp—=2"

This ends the proof. ]

Corollaries 4.8-4.10 follow directly form Corollary 4.6 and Proposition 4.7. Since the triangle
is a cycle as well as a complete graph, both of Corollaries 4.8 and 4.9 recover the Kolmogorov
bounds of [21] as in Corollary 1.1 above.

Corollary 4.8. Let C, be a cycle graph with r vertices, r > 3. We have

1
dK(ﬁ,,Cr,N) < nv]17n(1 = Pn)

(nPn)’/z

ifn=I0=D

if0 < py <n~D/C=D)
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In case p, & n~% we should have « € (0, 1) by (38), and Corollary 4.8 also shows that

n71+a/2%; if()<a§r_?’
~c, nyp r—
dK(Nn 7-/\/‘)5 o nl . r—2
nTU=0/2 if <a<l1

p) 7 r—1-

when C, is a cycle graph with r vertices, » > 3. In the particular case r = 3 where C3 is a triangle,
this improves on the Kolmogorov bounds in Theorem 1.1 of [11].

Corollary 4.9. Let K, be a complete graph with r > 3 vertices, r > 3. We have
1
dK(ﬁ,?n/\/‘)S ”\/Pngl—Pn)

nr/zp;(rfl)/4

ifn~D <,

if0 < p, <n 20D,

When p, ~n~% with ¢ € (0,2/(r — 1)) by (38), Corollary 4.9 shows that
1

n1te2 if0<a<

~ +1’
d NG,./\/ < n./Pn r
k(N ) 5 /Dt /2 rl(r na i j—l == : 1
n’ Dn - r r —

Finally, the next corollary deals with the important class of graphs which have a tree structure.

Corollary 4.10. Let T be any tree (a connected graph without cycles) with r edges, and ¢ €
0, 1). We have

1 1
——— if—<Dn
~ 1— n
GNP
S — if 0 < —.
n(r+0/2pr/? Pn=35
In case p, *n~% witha € (0,1 4+ 1/r), we get
1
—1+a/2 ;
n ~ if0<a<l,
dx (N9, N) < " Pn

1
prHl=ra)/2 o 7 ifl<a<l4-.
nr+h/2ph d
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