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Strong orthogonal arrays were recently introduced as a class of space-filling designs for computer experi-
ments. The most attractive are those of strength three for their economical run sizes. Although the existence
of strong orthogonal arrays of strength three has been completely characterized, the construction of these
arrays has not been explored. In this paper, we provide a systematic and comprehensive study on the con-
struction of these arrays, with the aim at better space-filling properties. Besides various characterizing re-
sults, three families of strength-three strong orthogonal arrays are presented. One of these families deserves
special mention, as the arrays in this family enjoy almost all of the space-filling properties of strength-four
strong orthogonal arrays, and do so with much more economical run sizes than the latter. The theory of
maximal designs and their doubling constructions plays a crucial role in many of theoretical developments.

Keywords: computer experiment; doubling and projection; maximal design; second order saturated design;
space-filling design

1. Introduction

Computer models are powerful tools that enable researchers to study complex systems in natural
sciences, engineering, social sciences and humanities. When a computer program representing
a complex model is expensive to run, it is desirable to build a more economical version of the
model. Computer experiments are concerned with building these so-called surrogate models.
This type of models is built using data consisting of a set of inputs and the corresponding outputs
from the computer program. A vital step in the process of designing such an experiment is the
selection of the right kinds of inputs to use. A widely accepted type of designs used for computer
experiments is that of space-filling designs (Santner, Williams and Notz [24]; Fang, Li and Sud-
jianto [7]). Broadly speaking, a space-filling design refers to any design that scatters its points in
the design region in some sort of uniform fashion.

There are several ways to obtain space-filling designs. An intuitively appealing approach is
to use criteria based on distances or discrepancies. See Johnson, Moore and Ylvisaker [14] and
Fang, Lin, Winker and Zhang [8] for early work, and Moon, Dean and Santner [19], Lin and
Kang [16], Wang, Xiao and Xu [26] for more recent developments. Orthogonality also plays
an important role in the quest for space-filling designs (Ye [28]; Bingham, Sitter and Tang [2];
Georgiou and Efthimiou [9]; Liu and Liu [17]). Use of orthogonal arrays to generate space-filling
designs has a long history and goes back to McKay, Beckman and Conover [18], Owen [22] and
Tang [25].
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Motivated by (¢, m, s)-nets from quasi-Monte Carlo (Niederreiter [21]), He and Tang [11]
introduced and studied strong orthogonal arrays (SOAs), which are more space-filling in low
dimensions than comparable ordinary orthogonal arrays. SOAs of strength three are most useful
because of their economical run sizes. They are the subject of study in this paper.

Although the existence problem of strength-three SOAs has been completely solved (He and
Tang [12]), the same cannot be said about the construction of such arrays. We undertake in this
paper a systematic and comprehensive study on the construction of strength-three SOAs. We do
not want just any array; we want an array that possesses more space-filling properties whenever
possible. More specifically, we aim at constructing strength-three SOAs that enjoy some of the
space-filling properties that only strength-four SOAs can offer. Besides various characterizing
results, we present three families of strength-three SOAs. The arrays in one of these families
enjoy almost all of the space-filling properties of strength-four strong orthogonal arrays, and
do so with much more economical run sizes than the latter. Section 2 introduces these better
strength-three SOAs and presents illustrative examples of three families of strength-three SOAs.
Characterizations and constructions will be studied under various scenarios in Section 3. We
conclude the paper with a discussion in Section 4.

2. Background, preliminaries and examples

2.1. Background

We use OA(n, m, s1 X --- X Sy, t) to denote an orthogonal array of n runs, with m factors and
having strength ¢, such that the jth factor has s; levels taken from {0, 1, ...,s; — 1}. The array
is symmetric if s; = --- = s, = s and asymmetric otherwise. A simple notation OA(n,m, s, t)
is used for the symmetric case. Orthogonal arrays provide very useful designs in many scientific
and technological investigations. Hedayat, Sloane and Stufken [13] is devoted entirely to them;
Dey and Mukerjee [6] and Cheng [5] also contain abundant sources of information on orthogonal
arrays.

Point sets and sequences from quasi-Monte Carlo (Niederreiter [21]) have long been recog-
nized as useful in design of experiments — see Bates, Buck, Riccomagno and Wynn [1], Owen
[23], and Haaland and Qian [10]. Inspired by the combinatorial characterization of (¢, m, s)-nets
by Lawrence [15] and Mullen and Schmid [20], He and Tang [11] introduced strong orthogonal
arrays (SOAs) as space-filling designs for computer experiments. SOAs are more general than
(t,m, s)-nets, and they are formulated in design language and thus more accessible to design
researchers.

An n x m matrix with entries from {0, 1, ..., s’ — 1} is called an SOA of n runs, m factors,
s' levels and strength ¢ if any subarray of g columns for any g with 1 < g <t can be collapsed
into an OA(n, g, s"! x --- x s"¢, g) for any positive integers u1, ..., ug with uy + - +ug =1,
where collapsing s’ levels into s%/ levels is according to [a/s'~ %] fora =0,1,...,s" — 1. We
use SOA(n, m, s', t) to denote such an array.

SOAs of strength three are most useful, since SOAs of strength two are no more space-filling
than ordinary orthogonal arrays of strength two and SOAs of strength four or higher are pro-
hibitively expensive. The present article focuses on this class of most useful arrays.
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2.2. Preliminaries

The existence of strength-three SOAs has been completely characterized in He and Tang [12],
but the construction of these arrays has not been explored. The objectives of this paper are to
provide a systematic and comprehensive study on the construction of strength-three SOAs. We
want to find those designs that are most space-filling within this class of arrays. Our approach is
to identify and construct those strength-three SOAs that enjoy some of the space-filling properties
that only strength-four SOAs can offer.

The next result is taken from He and Tang [11] and is needed in the paper.

Lemma 1. An SOA(n, m,s3,3), say D, exists if and only if there exist three arrays A =
(@i,...,am), B=(b1,...,by) and C = (c1,...,cy) such that (a;,aj,ay), (a;,aj,b;) and
(ai, bi,ci) are OA(n,3,s,3) sforalli # j,i #u and j # u. These arrays are related through
D=s*A+sB+C.

An SOA(n, m, s, 3) is collapsible into an OA(n, 3, s,3) in any three-dimension, and thus
achieves stratifications on s x s x s grids in all three-dimensions. In any two-dimension, an
SOA(n, m, 3, 3) can be collapsed into an OA(n, 2, s x 52, 2) and an OA(n, 2, 52 x s, 2), and it
therefore achieves stratifications on s x s and s x s grids in all two-dimensions.

An SOA(n, m, st 4) is more space-filling, achieving

2y 52 grids in all two-dimensions,

(a) stratifications on s
stratifications on s2 x s x s, s X s2 x s and s x s x sZ grids in all three-dimensions, and
g

(y) stratifications on s x s and s x s> grids in all two-dimensions.

Our goals are to construct strength-three SOAs that enjoy some or all of properties «, 8 and
y. The following provides a basis for later construction results. Its proof is similar to that of
Proposition 2 of He and Tang [11].

Proposition 1. An SOA(n, m, s3, 3), as characterized in Lemma 1 through A, B and C, has

(i) property o if and only if (a;, b, aj, bj) is an OA(n,4,s,4) foralli # j,
(ii) property B ifand onlyif (a;i, a;, ay, by) isan OA(n,4,s,4) foralli # j,i Zu and j #u,
and
(iii) property y if and only if (a;, aj,bj,c;) is an OA(n,4,s,4) forall i # j.

An SOA(n, m, s*, 4) has two more space-filling properties: (8) stratifications on a set of s* in-
tervals in all one-dimensions and (€) stratifications on s X s X s X s grids in all four-dimensions.
These two properties are not very interesting for strength-three SOAs. Property § is not interest-
ing at all because Latin hypercubes based on an SOA(n, m, 53, 3) can achieve the maximum strat-
ifications in all one-dimensions. Property € is not very interesting because an SOA (1, m, s>, 3)
with this property implies the existence of an OA(n, m, s, 4), requiring a large run size n for a
given number m of factors.

The remainder of the paper is devoted to the construction of strength-three SOAs with some or
all of properties «, 8 and y, by making use of regular 2" =7 designs. To our surprise, the results
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are far richer and more insightful than we have initially anticipated. The theory of maximal
designs and doubling constructions as studied by Chen and Cheng [4] plays a crucial role in
many of our theoretical developments. In return, our construction results also bring some new
insights into the theory of doubling.

2.3. Three examples

To help the reader appreciate the general theoretical results to be presented in Section 3, we
provide three examples in this subsection.

Example 1. Consider the following array (transposed):

73627362405140515140514062736273
77225500663344115500772244116633
75643120465702137564312046570213
77445566221100337744556622110033
75645746647546573120130220310213
71063542423506715324176060172453
71247124247124715306530606530653
73265104401562373762154004512673
71423506241760533506714260532417
As one can easily verify, this is an SOA(32,9, 8, 3). But it is a special SOA(32,9, 8, 3), as

any subarray of two columns becomes an OA(32, 2, 4,2) when the eight levels are collapsed
into four levels according to 0,1 — 0; 2,3 — 1; 4,5 — 2; 6,7 — 3. Because of this, the array
achieves stratifications on 4 x 4 grids in all two-dimensions, that is, it possesses property «.

Example 2. The array (transposed) below

76676776322323321001011054454554
70434370340707341625251652616152
74214712306503561247217456036530
72056314364127501463057250274136
74652130302165741203475656470312
72410536360541721427635050632714
76230154326745101045673254012376
70072552344361161661433452250770

is an SOA(32, 8, 8, 3), which has properties both @ and §. The array has property 8 since any
subarray of three columns becomes an OA(32,3,4 x 2 x 2,3), an OA(32,3,2 x4 x 2,3), or an
0A(32, 3,2 x 2 x 4, 3) when the levels of one factor are collapsed into four levels, and the levels
of the other two factors are collapsed into two levels. Collapsing eight levels into two levels is
accordingto 0,1,2,3 — 0;4,5,6,7 — 1.

Example 3. The following array (transposed)
76676776233232

23011
25073
47035
41057
65031
63053
01015
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is an SOA(32,7,8,3) with all of the properties o, 8 and y. It has property y because any
subarray of two columns becomes an OA(32,2,2 x 8,2) or an OA(32,2,8 x 2,2) when the
levels of one factor are collapsed into two levels.

The arrays in Examples 1, 2 and 3 enjoy some or all of properties «, § and y. Strength-
four SOAs automatically have these properties, but for 32 runs, an SOA(32, m, 16,4) can be
constructed only for m < 3 (He and Tang [11], Theorem 1).

3. Construction results

We now concentrate on SOA(n, m, s3, 3)s with s = 2, and consider their constructions using
regular 2”77 designs. This means that in applying Lemma 1 to obtain an SOA, the columns
of A, B and C are all selected from a saturated regular two-level design. With k independent
factors, one can obtain a saturated design of n = 2k runs for m = n — 1 factors. Let S denote this
saturated design. If S is viewed as a collection of columns, then any subset of S is a design of
resolution III or higher. Designs with repeated columns have resolution II and are also needed in
presenting our construction results.

Two-level designs are commonly and conveniently studied with the two levels denoted by +1.
When A, B and C all have two levels £1, we can make them to have levels 0, 1 by (A + 1)/2,
(B+1)/2 and (C + 1)/2. This implies that D =4A + 2B + C in Lemma 1 should be replaced
by

D=2A+B+C/2+7/2. 1)

3.1. Designs with property «

When strength-three SOAs are constructed using regular 2" ~7 designs, the following result can
be obtained.

Theorem 1. If an SOA(n,m, 8, 3) is to be constructed using regular A, B and C with their
columns selected from a saturated design S, then it has property « if and only if A is of resolution
IV or higher and (A, B, B') has resolution Ill or higher, where B’ = (b}, ..., b)) with b; =ajbj.

Proof. According to Lemma 1 and Proposition 1(i), we only need to show that (a;, b;,a;, bj)
where i # j has strength four if and only if (A, B, B’) has resolution III or higher. That
(aj, bi,aj,bj) has strength four means that the four columns are independent, thus without
any defining words among them. That (A, B, B’) has resolution III or higher simply says that
(A, B, B’) has no repeated columns. Therefore, to prove Theorem 1, it remains to assert that
(ai,bi,aj,bj) where i # j has no defining words if and only if (A, B, B’) has no repeated
columns. This assertion can be easily verified. (|

Designs A, B and B’ in Theorem 1 produce a collection of mutually exclusive triplets
(aj,bj, b;. =ajb;) with j =1, ..., m. For a different purpose, such mutually exclusive triplets
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are also wanted in Wu [27]. There is, however, a major difference, being that we require A to
have resolution IV or higher whereas there is no such a requirement in Wu [27]. This implies that
the method of Wu [27] would not help us to construct A, B and B’ in Theorem 1. New methods
have to be developed for this purpose.

Theorem 1 leads to an important result on the number of factors in an SOA(n, m, 8, 3) with
property o.

Proposition 2. If an SOA(n,m, 8, 3) with property «, as characterized in Theorem 1, exists,
then it must hold that m < 5n/16.

Proof. By Theorem 1, design A has resolution I'V or higher. A resolution IV or higher design is
either even or even/odd. A design is even if the lengths of the words in its defining relation are
all even, and it is even/odd if its defining relation contains words of both even and odd lengths.
If A is even/odd, then we have that m < 5n/16 (Butler [3]; Chen and Cheng [4]). Now suppose
that A is even. Then A is a subset of a saturated resolution IV design, say Q, which has form
0O = (ex, ex Qo), where ey, ..., ex are independent factors and Qg consists of ey, ..., ex—1, and
all their interaction columns. Clearly, S = (Qo, Q). Foreach j=1,...,m,asa; =b jb;, one of
bj and b’; must be in Qg and the other in Q. Since A does not share any column with B or B’,
we therefore have that 2m < n/2, with n/2 being the number of columns in Q. This shows that
m <n/4if A is even. The proof is completed. [

The proof of Proposition 2 actually reveals that, in order to construct an SOA(n, m, 8, 3) with
property «, if an even A is used, it is impossible to obtain more than n /4 factors, and one has to
consider an even/odd A in order to break this barrier.

We next present a recursive construction of designs A, B and B’ needed in Theorem 1. Recall
that B’ = (), ..., b),) is determined by A = (a1, ..., ay) and B = (by, ..., by) via b} =ajb;.

Let Ay, By and B, based on k independent factors ey, ..., e, satisfy the condition in Theorem
1 that Ay is of resolution IV or higher and (A, Bk, B,’() is of resolution III or higher. Then Ay,
By and B,’{ 42 based on k + 2 independent factors ey, ..., ex42, can be constructed to satisfy

the requirement in Theorem 1. This is done by defining

Axyo = (Ag, ex1Ax, ex42Ak, exy1ek2AL), @

Biy2 = (By, ex12 By, exy1ex2 B, ex11By).

Then Bli+2 = (B, exy1€k+2By, ex1 By, ex2By). It is straightforward to verify that Az, has
resolution IV or higher and (Ax+2, B2, B,i +2) has resolution III or higher.

Essentially, Ag+2, Bi+2 and BI/< 4o are obtained by doubling Ay, By and B;{ twice, respectively.
However, their columns are re-arranged in order for (Axy2, Bk+2, B;{ +2) to have resolution III or
higher. The above construction of Ax4» and By, from Ay and By gives a recursive construction
of an SOA(n, m, 8, 3) with property «.

Proposition 3. Suppose that an SOA(n,m,8,3) with property o is available. Then an
SOA(4n, 4m, 8, 3) with property a can be constructed.



424 C. Shi and B. Tang

Table 1. Designs A and B for constructing an SOA (128, 40, 8, 3) with property «

A B

el eleg e1e7 e1ege7 epeqeq  ezeqese7  epezeseq  e3eqeseq
e ereq ere7 ereqe7 e1ezeq ejeze7 ezeyqes ezey

e3 e3eq eze7 ezeqe7 eleqes ejexezes  ejepes eleq

e4 e4eq eqe7 eqeqe7 eren epes e1e3 e1ezeq
ejepezeq e1epezeqeq  e1e2e3eqe7  e1e2e3e4e6e7  €1€3€5e6E7 €1€2€5€7 €1€4€5€6  €2e4€5€4
eles eleseq elese7 e1eseqe epeqe7  epejqese] e|ezeqeseq e1e3e3eseq
epes epeseq erese7 ereseqe ele4eq eleqe7 e3eqeq  exezeqeseq
ezes ezeseq ezese] ezeseqer erey elexeze7  epezes e1ezeq
eqes esqeseq eqese7 eqeseqe exezey elezes elepes ejezeqes

e1epezeqes ejenezeqeseq e|erezesese] e|erezeqeseqe]  erezeqe]  erezese]  e|ezeseg exeseq

For k =4 and n = 16, one can easily see that A4 = (eq, €2, €3, €4, e1e2e3e4) and By =
(e3eq, e1e4, e1e2, €2€3, e1e3) satisfy the requirement. For k = 7 and n = 128, the required A7
and B7 have been found to have m = 40 factors, and are presented in Table 1.

Combining the construction of Ay and By for k = 4 and 7 with Propositions 2 and 3, we obtain
another major result.

Theorem 2. With the exception of k =5, we have that

(i) an SOA(n = 2K, m, 8,3) with property a can be constructed for every k > 4 and for
m = 5n/16 factors, and
(i1) the SOA(n,5n/16, 8, 3) with property a given in (i) has the maximum number of factors.

For k = 5, the maximum number m of factors for desired A and B is 9. This follows from Wu
[27] or by a direct check on a computer. We have that

As = (e1,ep,e3,e4,e5,e1€203, €1€204, €1€2€5, €1€3€4€5),

Bs = (e4e5, e3e5, e1e4, e2e3, e1e3, ejexeses, e1es, e3es, e1e2),

based on which an SOA(32, 9, 8, 3) with property « can be constructed. This array was displayed
earlier in Example 1.

In addition to A and B, to construct an SOA(n, m, 8, 3) as in (1), design C is also required.
For the SOAs discussed in this subsection, design C can be trivially obtained. For given A =
(a1,...,ap) and B = (b1, ..., by), one canuse C = (c1, ..., ¢p) by taking ¢; to be any column
otherthana;, b; anda;b; for j=1,...,m.

3.2. Designs with property

For this class of arrays, the following characterization can be obtained.
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Theorem 3. If an SOA(n, m, 8, 3) is to be constructed using reg_ular A, B and C, then it has
property B if and only if A is of resolution IV or higher, (B, B') € A and (B, B') does not contain
any interaction column involving two factors from A, where A =S\ A.

Proof. We only need to give a proof for the sufficiency part, as will be seen, all of our arguments
are reversible. According to Lemma 1 and Proposition 1(ii), we need to show that (a;, a;, a,, by,)
does not have a defining word for any distinct i, j, u. The three columns a;, a;, a, do not form
a word of length three because A has resolution IV or higher, Columns a;, a;, b, do not form
a word of length three because B does not contain an interaction column involving two factors
from A. Columns q;, a,, b, do not form a word of length three because (B, B") C A=S \ A.
Finally, a;, a;, ay, b, together cannot give a word of length four, since B’ has no column that is
an interaction involving two factors from A. We have thus completed the proof. (]

Note that (B, B’) in Theorem 3 is allowed to have repeated columns. Based on Theorem 3 and
the theory of doubling (Chen and Cheng [4]), the next result can be established.

Proposition 4. [f an SOA(n, m, 8, 3) with property B, as characterized in Theorem 3, exists, we
must have that m < n /4.

Proof. The basic idea of the proof is by contradiction. We will show that if m > n/4 + 1, then it
is impossible to find designs A and B that satisfy the conditions as required in Theorem 3.

Now suppose m > n/4 + 1. As A has resolution IV or higher, it is either maximal or a projec-
tion design of a maximal design (Chen and Cheng [4], Proposition 3.1). If A is maximal, then the
two-factor interactions of A use up all the columns in A. Therefore, there does not exist B € A
that has no interaction column involving two factors of A.

Suppose that A is a projection design of a maximal design of resolution IV or higher, that is,
A is obtained by deleting columns from a maximal design. Let W be this maximal design with w
columns. Obviously, w > m + 1. Then by Theorems 3.4 and 3.5 of Chen and Cheng [4], we must
have that w = n/4 + 2/, where j is an integer satisfying w > m + 1, and that W can be obtained
by doubling, repeatedly j times, a maximal design of n/2/ runs for n/2/+% 4 1 factors. For W,
consider its alias sets that do not contain main effects. Let/y, ..., [ where f = 2k — 1 —w be the
sizes of these alias sets. Then Theorems 2.2 and 3.2 of Chen and Cheng [4] imply that /; > 2/ for
alli =1,..., f. When one column is deleted from W, the size of each of these alias set decreases
at most by one, since the two-factor interactions associated with this deleted column are mutually
orthogonal and thus no more than one of them can belong to the same alias set. Therefore, if less
than 2/ columns are deleted from W, then none of these alias sets will become empty. Recall that
A is obtained from W by deleting w — m columns and w —m =n/4+2/ —m <2/ asm > n /4.
This means that each of these alias sets contains at least one two-factor interaction of A. Because
of this, the columns of B in Theorem 3 can only be selected from W \ A for otherwise B will
contain a two-factor interaction of A. Because W has resolution IV or higher, the columns of
B’ must be all outside of W, and thus are two-factor interactions of A. This contradicts to the
requirement for B’. The proof is finally completed. (]

A construction of designs A and B required in Theorem 3 is now presented. Again, let
e, ..., e be independent factors. Let Py consist of e3, ..., ex and all of their interactions, and
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let P = (I, Py) where I is the all-ones column. Then S = (Py, e P,exP,e1eyP). Now take
A =e1P and B = e P. It can be easily seen that such A and B meet the requirements in Theo-
rem 3. Note that A and B have m = n/4 factors.

Theorem 4. With the above choice of A and B, we have that

(i) an SOA(n = 2K, m, 8, 3) with property B can be constructed for m = n /4 factors, and
(i1) the SOA(n,n/4,8,3) given in (i) has the maximum number of factors among all
SOA(n, m, 8, 3) with property B.

Theorem 4 is a direct consequence of Proposition 4 and Theorem 3.
The remark about C at the end of Section 3.1 equally applies here.

3.3. Designs with more than one of properties «, 8 and y

The problem of constructing SOA(n, m, 8, 3)s with property « or 8 has been completely solved
in the previous two subsections. We now consider the construction of SOA(n, m, 8, 3)s with
property y. SOA(n, m, 8, 3)s with property y achieve stratifications on 2 x 8 and 8 x 2 grids in
all two-dimensions. Unlike those with property « or B, a simple characterization as in Theorems
1 or 3 is not available for arrays with property y, but a sufficient condition can be given.

Proposition 5. Suppose that an SOA(n, m, 8, 3) is to be constructed using regular A, B and
C. If A and B satisfy that (i) A is resolution IV or higher, (ii) (B, B') C A shares no common
column with A® where A® collects all the two-factor interactions of A, and (iii) the set of
distinct columns in (B, B’, A(z)) is a subset ofA but is unequal to A, then an SOA(n,m,8,3)
with property y can be constructed. This array also has property B.

Proof. Take C = (cy,...,c,) where ¢; = ¢ is a column in A but not any column of
(B, B/, A(z)). Then we can easily check that (a;,aj, bj, c;) is an orthogonal array of strength
four for any i # j. This shows that array D constructed in (1) is an SOA(n, m, 8, 3) with property
y. This array also has property 8 because A and B meet the requirements in Theorem 3. g

Let us go back to S = (Pp, e1 P, e2 P, eje2 P) where P = (I, Py) and Py consists of e3, ..., ex
and all their interactions. If we take A = e; Py and B = e, Py, then the conditions in Proposition
5 are all met.

Proposition 6. An SOA(n = 2X, m, 8, 3) with properties B and y can be constructed for m =
n/4 — 1 factors.

Proposition 6 inspires us to consider SOA(n, m, 8, 3)s with all properties «, 8 and y. It is
intriguing and somewhat surprising that they can be constructed for m =n/4 — 1 factors.

Let X, Y, Z be three copies of Py, which have the same set of columns as Py but with
their columns ordered differently. Suppose that they can be found such that x;y; = z; where
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Xj,yj,z; are the jth column of X,Y, Z, respectively, for j =1,...,m =n/4 — 1. Then
S=(Py,e1,er,e1e,e1X,erY, ejeaZ). Now if we take

A=e1X and B =e¢Y.
Then all the conditions in Theorems 1 and 3, and Proposition 5 are satisfied.

Theorem 5. The above construction gives an SOA(n,n/4 — 1, 8, 3) with all three properties o,
Bandy.

If we take
A= (e1,e1X) and B = (e, erY)
instead, then Theorems 1 and 3 both apply.

Corollary 1. An SOA(n, m, 8, 3) with properties a and B can be constructed for m = n /4 fac-
tors.

It remains to establish the existence of X, Y and Z satisfying that x;y; = z;. Suppose that
Xk, Yr and Z; have this property and are based on k independent factors eq,...,e;x. Then
Xk+42, Yiy2 and Zi7 can be constructed recursively to have the same property as follows:

Xi42 = (Xk, ek+1, €kt1Xk, €k+2, €x+2Xk, Ckt1€k+2, Ckr1€k+2Xk),
Yiio = (Yi, eky2, ek 2 Yk, exr1€ki2, exv1ex+2Yks eky1, ext1Yk),

Zigo = (Zy, exq1€k42, €kt1€k+22Zk, €k+1, €k+12Zk, €k42, €k+22Zk).

For k = 2, Xy, Yk, Zy are given by X = (e1,e2,e1€2), Yo = (e2,e1e2,e¢1) and Zp =
(er1ea,e1,e2). For k = 3, they are given by X3 = (e, ez, e1e2, €3, e1e3, e2e3, e1€2e3), Y3 =
(618263, e|es, en,el, exes,es, 6‘162) and Z3 = (6‘263, ejexes, e, eresz,eien, en, 6‘3). We thus ob-
tain the next result.

Theorem 6. For any k > 2, Xy, Yy, Zy can be constructed to satisfy that xjy; = z;.

3.4. Three families of strength-three SOAs

Various characterizing and construction results have been presented in Sections 3.1, 3.2 and 3.3.
We now highlight three families of strength-three SOAs and summarize their constructions. This
should be helpful to those readers who are mainly interested in the final products, namely better
strength-three SOAs, and are less concerned with the theoretical characterizations of these arrays.

The first family is given by Theorem 2, which asserts that an SOA(n = 2% m,8, 3) can be
constructed to have property « for m = 5n/16 with the exception for k = 5 in which case m =9
instead of m = 10. The construction of this array D is via (1) that requires arrays A, B and
C. Arrays A and B can be constructed recursively by (2), with A4 and B4 given right after
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Proposition 3, and A7 and B7 given in Table 1. Once A = (ay,...,a,) and B = (by,...,by)
are available, array C = (¢, ..., ¢p) can easily be obtained by taking c; to be any column other
than a;, bj and a;b; for j =1,...,m. Obviously, any array given by deleting columns from
the SOA(n = 2%, 5n/16, 8, 3) still has property . But if m < n/4, better arrays exist, which we
discuss next.

The second family of strength-three SOAs has properties both @ and S. This is given by Corol-
lary 1, which says that an SOA(n = 2%, m, 8, 3) with properties both & and f can be constructed
for m = n/4 factors. If one needs an array with less than n/4 factors, one can simply delete
some columns from the SOA(n = 2%, n/4, 8, 3) and the resulting array still has properties both «
and B. This is unnecessary, however, due to the availability of the third family of strength-three
SOAs.

The third family of strength-three SOAs enjoys all properties «, 8 and y. According to Theo-
rem 5, we can construct an SOA(n = 2k m,8, 3) with all properties «, 8 and y form =n/4 — 1
factors. Immediately available is an SOA(n = 2, m, 8, 3) with all properties o, B and y for
m < n/4 — 1, which can be obtained by deleting columns from the one for m =n/4 — 1.

We have seen that the first, second and third families of strength-three SOAs enjoy increasingly
better space-filling properties.

The constructions for the second and third families of SOAs are very much related, of which
we now give a summary. The saturated design S based on k independent factors e, ..., e; can
be written as

S=(Py,e1,e2,e1e2,e1X,exY, e1e22),

where Py consists of e3, ..., e and all their interactions, and X, Y and Z are three copies of
Py obtained by permuting the columns of Py such that x;y; = z; with x;, y; and z; being the
jth column of X, Y and Z, respectively. The existence of X, Y and Z having this property is
guaranteed by Theorem 6, with their constructions provided right before that theorem.

Recall the construction of strength-three SOAs using (1), which needs three arrays A, B and
C. The second family of SOAs chooses

A=(e1,e1X) and B =(e2,e2Y),

with array C = (cy, ..., ¢,) given by taking c; to be any column other than a;, b; and a;b;
where a; and b; are the jth columns of A and B, respectively. The third family of SOAs uses

A=e X and B=eyY,

along with array C = (cy, ..., ¢) given by taking ¢; = e forall j=1,...,m.

Table 2 provides a numerical comparison of the maximum numbers of factors for three families
of SOAs of strength three and SOAs of strength four.

Theorem 5 is a remarkable result, as SOA(n, m, 8, 3)s with all three properties «, 8 and y
achieve stratifications on (i) 4 x 4, 8 x 2 and 2 x 8 grids in all two-dimensions and (ii) 4 x 2 x 2,
2 x4 x2and?2 x 2 x 4 grids in all three-dimensions. The only property they do not have, when
compared with SOAs of strength four, is to achieve stratifications on 2 x 2 x 2 x 2 grids in four-
dimensions. SOAs of strength four are very expensive to construct. According to He and Tang
([11], Theorem 1), SOA(n,m, 16,4) can be constructed for up to m = [M (k) /2] factors where
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Table 2. Maximum numbers of factors SOAs of strength three and four

Strength three
k n=2k Family 1 Family 2 Family 3 Strength four
4 16 5 4 3 2
5 32 9 8 7 3
6 64 20 16 15 4
7 128 40 32 31 5
8 256 80 64 63 8

M (k) is the maximum number of factors for resolution V designs with n = 2% runs. Note that
M (k)/2 is much smaller than n/4 — 1 as M (k) is in the order of O (/n).

4. Discussion

This paper introduces and constructs several families of strength-three SOAs that enjoy some
of the space-filling properties of strength-four SOAs. Various characterizing and construction
results are presented. The theory of maximal designs and their doubling constructions plays a
crucial role in many of the theoretical arguments. Strength-three SOAs constructed in this paper
should provide very useful space-filling designs for computer experiments.

The present paper focuses on the construction using regular 2" ~7 designs. One interesting
direction worth pursuing is to consider the construction using regular s™ 7 designs. Some results
are possible although it seems unlikely that we can obtain many rich results as what has been done
using 2P designs. Another research direction is to examine the use of non-regular two-level
designs. We feel that some of the constructions in this paper could be generalized to include
non-regular situations. This deserves further investigation.
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