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AN ASYMPTOTIC EXPANSION FOR SAMPLES FROM
A FINITE POPULATION

By J. RoBINSON
Universities of Sydney and Waterloo

An asymptotic expansion is obtained for the distribution function of

the standardized mean of a sample of s observations taken randomly with-

_ out replacement from a finite population of » numbers. The expansion is

given to order 1/n and agrees with the formal Edgeworth expansion. The

proof of the result is obtained using an approximation to the characteristic
function of the standardized sum.

Let {a,,} be a trianglar array of real numbersfori =1, ...,n, n=2,3, ...
and suppose >, 4a,, =0, >, a2, = 1. Let

Xy = Zzs=1aan >
where (R,;, - -+, R,,) is a uniform random permutation of (1, - .-, n). If p = s/n
and ¢ = 1 — p, then it is easy to show that

EX,, =0, VX,, = npg/(n — 1).

LetY,, = X, /(VX,,)tand F,(x) = P(Y,, < x). Erddsand Rényi (1959) showed
that F, (x) converges to @(x), the distribution function of a standardized normal
variate, if 4, = max, |a,,| tends to zero and Bikelis (1969) obtained an estimate
of the remainder term for this approximation. Von Bahr (1972) considered a
related problem, where the a,, are themselves assumed to be random variables.
We will obtain an approximation for F, (x) by the asymptotic expansion

Gul) = ®) — Hxp(x) L T,

— Hyx)p(x) | 1O ;”‘1(2 i — 3n7) — |

— Hyx)p(0) O~ 2 f’) (2 @y

where ¢(x) = @'(x) = (2x) te~#%, Hi(x)gz&(x) = (—1){d'/dx*)p(x). The coeffi-
cients of H;(x)$(x) in this expansion differ from the cumulants of Y, by quanti-
ties of order n~*.

Let A,, = >,]a,/"- We will show that the expansion is a valid approxi-
mation accurate to the order of 4,,, subject to the condition:

(c) Given C" > 0, there exist ¢ > 0, C > 0 and ¢ > 0 not depending on n,
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1006 J. ROBINSON

such that for any fixed x, the number of indices j, for which |G.;t — x — 2re| >
¢, forall te (C'6,7', CAy')and all r =0, +1, +2, ..., is greater than dn, for
all n.

The condition is similar to that of Albers, Bickel and van Zwet (1976) who
gave expansions for sampling with replacement. As with their condition, it
ensures that the values of a,, do not cluster around too few values. For ex-
ample, if a,, are the standardized values of f(i/n), where f is a strictly increas-
ing continuous function on [0, 1], such that {§ f*(x) dx < oo, then the condition
is satisfied. In particular, if f(x) = x, Y,, is the two-sample Wilcoxon statistic.
In this case the expansion agrees with the first two terms of the expansion of
Hodges and Fix (1955) based on a formal Edgeworth expansion. F,,(x) would
have jumps of order n~# in this case, so further terms could not be used. On
the other hand, the condition is not satisfied if the a,, take only two distinct
values. In this case F,(x) has jumps of order n—*.

When the a,; are random variables, it is necessary to assume that the condi-
tion (c) holds except in a set E with probability of order 4,,. In particular, if
the a,; are assumed to be independent, identically distributed continuous random
variables then this condition is satisfied. Under this condition we can obtain
an expansion for the conditional distribution of Y,, given the values of the order
statistic in this set and the expansion for the marginal distribution is obtained
by taking expectations.

The expansion is in a form which may be applied to obtain an approximation
to the level of significance of a two-sample permutation test or rank test. It
should provide considerably better accuracy than a simple normal approximation
and it is quite simple to calculate.

THEOREM. If condition (c) holds, then
(1) |Fns(x) - Gns(x)l < BAsn ’
for all x, where B is a function of p only.

Proor. The characteristic function of X,, can be put in a form obtained by
Erdos and Rényi (1959) as

fnt(u) = (:)_1 Z* exp {iu(anil + - + am’,)}
= [27B,(p)]7 V=x [1ii [g + peitenst®]e=i% df

where J * denotes summation over all choices of i, ---, 4, with 1 <i <
< - <i,<n,froml, ..., n and

B.(p) = )P .
So the characteristic function of Y, is

Jas(t) = fE[H(n — 1)[npg}?]
= [(npg)2xB,(p)17* § T1ioi ou(s 1) A,
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where the integral is over the range —n(npg)! < ¢ < =(npg)* and

ou(Ps 1) = qe—ipe,,k(pq)—é + peiqe,,k(pq)-i

where
e = 074 + n7Hn — Dka,, .
We will use 6,, 6,,- - - to denote quantities which are bounded by numbers
depending only on p and B,, B,, --- to denote positive quantities depending
only on p.

For |&,,] < (pg)t, we have
TTio: pu(407) = exp[ k., log (ge~#éasr0 ™4 4 pefatnitrai=ty]
2
= exp[—%(gbﬁ +8) + Et; + i ;—{ Sy (i€,)7 + 6, S, IsnkIH-l} ’

where 7, are the standardized cumulants of a binomial distribution arising from
a single trial, 50 75 = (pg)™H(¢ — p), e = (p9)7(1 — 6pg). Let

2,2 .
(2) V(z) = % -+ Z;=3% Tr (16,7270 4 0, D r_ | E Y,

and consider the power series expansion in z, |z| £ 1, for
3) e'® =14 3121 P27 4 R(2)
where R(z) = 0(z"~*) as z tends to zero and P; are polynomials in ¢ and ¢ of

degree 3/ to be considered explicitly later.
Now

[ 206 Edel = max,|§,,[77* 24 6 < (9 + O)|@In~t + 16,]77.
So we can find C’ depending only on p and r, such that for [¢| < 2C'nt, 1] <
C'b,™ and n > 2, [€,,] < (pg)* and

) < ¢+ 1)

For n = 2 the theorem follows immediately by choosing B in (1) large enough.
Also for j > 2,

2o Enel? £ 27 [@PP D 17 3 [@nel]
= 27704, 1¢) + (1)
since from the Holder inequality, for j > 2,
1 =3, a, < ni=20(3, |a.u|)*
and so
(4 Ajp = D
Also from the Holder inequality, for 2 < j < r,

Ay = D laul’ S (X @) =70 ( D @)D

— (§—=2)/(r=1)
- Ar+1.n N
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Sofori=1,...,r — 1, |¢| < 2Cntand 1] < C'b, Y,

() O] < BuAZim (191 + o)

where V(1) is the ith derivative of V'(z) with respect to z, evaluated at z = 1.

Now
R(1)| = [d_ N

Zr—l

for some |z| < 1, so

(6) |R(1)| < IZ ajl...ij(jl)(l) e V(jy)(l)[ew(l)l I R
where the summation is over all choices of jj, ---, j, with j, + ... + j, =r — 1
and g, ...; are quantities depending only on r. So using (5) and (6) we have

IRODI < Apyr o P19 + [t
where P(x), - - - are polynomials in x of degree 3(r — 1) with coefficients de-
pending only on p and r. Thus for |¢| < 2C’'n* and [1] < C'b,7,
() i od@s 1) — e 591 4+ 32 Pl < A P(I9] 4 [i])ent o
Let
(8) (2m)74 §Zo e (L + TrTi Py dg = e 4+ Xm0 (0],

where Q *(1) are polynomials in ¢ whose explicit value will be considered later.
The difference between this integral and the integral of the same function over
the range (—2C’n?, 2C'nt) is less than

(9) ana(ar—s)e—zc'% < B3Ar+1,n .
So using (7), (8) and (9), we have
(10) 27)7% §2580 THEa 0@, 1) dp — eI + 35210, (0)]]

< Pz([t()Ar+1.ne_}t2
for 1] < C'b,7".
Now
lou(¢, DI = 1 — 2pg[1 — cos &,,(pg)~*] -
For 2C'n* < |¢| < n(npg)t and |1 < C'b,7Y, |,/ > C'. Then C' < |¢,,] <
27(pq)} — C’, and so

I —cos¢,(pg)t = 1 —cosC'(pg)~ = 2%; - 5%:? = 3Cp;
for C" < 2(pq)t, so
lou(¢, DI = 1 — 2pg[1 — cos &,,(pg)™"] < i
for C" < |§,,] < 2n(pg)t — C" and C’' < 2(pg)t. Thus
(11) [Tk-1lou(¢s )] = e3¢ < exp[—§1* — {5C"n]

for 2C'nt < |¢| < w(npg) and |7] < C’'b,~*. So using the two estimates (10) and
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(11), we have for |1 < C'b,7%,
(12) [(2m)7 S22 T 0u(9 1) ) — €1 + 510 ()
< Ar+1,nP3(}tl)e_‘l‘2 N
As a particular case of this result, we have
(2anpq)'B,(p) = 2m)¢ {22050 11k 049, 0) 49
=1+ Z;;? j*(o) + 02Ar+1,n .

So for |7] < C'b,", we have
(13)  [fu() = ¥ [0 + T35 07N + X551 Q007 < Avsaa Pt

Restricting attention to the case r = 5, we will calculate Q,*(¢) and Q,*(¢)
explicitly and show that Q,*(1) is a polynomial with zero constant term and all

coefficients bounded by by 4, times some constant depending on p only. From
(2) and (3) we have

=1 T lidny

N RS N

Po= I TGl + [ B TP || BT+
+ 51'— Bji T (iink)“]:} :

The terms involving powers of ¢ only in P; are all of odd power so they do not
appear on the right-hand side of (8), where Q,*() is defined. It is readily seen
that

0.1() = AL (i Tuaiu(l + w0
Q.,4(1) = ,{ 24;:][77 Lﬂ t2 T Zka‘;k] + 2t_
pn_pqq)?[l: L8 L0 s g k)ﬂ}(l + g,
Now

[1+ 04(1) + Q. (I 4+ 0.%(0) + C*(0)]! = 1 + [Qu(1) + Qu(n)](1 + n7'0,)

where

0,(1) = Z ;q)]; (i) 2w @

and

Q,(1) = (lt)4[ ;pq (X, at, — 3nY) — 1 —1} + (lt)s(q ) (Sea) .
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From Holder’s inequality if r > s,
Zk Iankls g n(r—s)/r(zk lanklr)s/r .
So using (4) we have for r > s
Arn Z n-—(r——s)/sA:’/zs g (n—(r—s)/?Asn)A;;-—s)/sn(r—s)(8—2)/23
- (r—8)(s—2)/2
z A;;’; s)/sn r—s)(s 'S .

Applying this to the terms in Q *(r) it is seen that all coefficients are bounded
by A,, times some constant depending on p only. Then we have for [t < C'b,72,

(14) 'fm(t) - gns(t)l < P")(It')en}ﬂ(Aénltl + Aﬁn) ’
since the characteristic function corresponding to G, (x) is
ns1) = €1 + Q,(1) + Oy(1)] -

The number of indices k for which, for any fixed ¢, |ta,, + ¢n~t — 2rz| > ¢,
forallr =0, &1, £2, ... and all C’'b,7' < |1| < CA4;}, is greater than dn, for
each n, so

(15) Tz lou(@s OFF = TTi-a [1 = 2pg(1-cos [{¢n~! + ta,n=¥(n — 1)i)(gp)~*)]
< e—%&s%ﬂ .

Also for l]] > C,bn_l,

(16) |0.us(1)] < Bb, e 467072

We will use the well-known inequality (see, for example, Feller (1966), page
510)

[Fas(x) = Gus()] < §20 [117/0sl8) — gas(0)ldt + 12m(zT)™

where m = sup, G,,(x) and we will take T = C4;!. From {14), (15) and (16),
we have

(17) S:;"_l + S;_l I’l_llfns(’) - gns(t)l d’ g BﬁAbn + BGAGn log T é B7A(m N
So it only remains to show that
(18) VIS [ (t) = gal0)] dt < By A, .
Now
§7001 |70 (1) 4+ Qy(1)| dt < By A,,
so we need only consider [¢|'|f,,(f) — e~}”| in the range (— T}, T7'). Now
171 fs(r) — €72 < |70 o | fia(n) + e ¥y
é Sup0§q§t IfZS(y]) + ne—{mzl *
Also
d . ; ; ;
o L= 0@, 1) = Tieiian(pg)i(—e™"% + e'tie)(ge=k 4 petati)™

X nmi(n — 14 T3 0,06 1)
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where {, = (¢ + (n — 1)ka,)(npg) ™ But for [¢] < 2C"n%, |G, < 3C/(pg)~*; s0
(_e-—iptk + eiqtk)(qe—-ipck + Peiqck)—-l — iCk + 05|Ck|2 ,

and so
57 ITios (@, 1) = Tkor 0u(@, O —1 + O(¢°nt + 2=t - 12 33, |a,,[°)] -

Integrating this with respect to ¢ and using (7) and then using (11) for 2C'nt <
[¢| < m(npg)t, as before, we have

SUPo<, <t [frs(n) + ne ¥l < By,
for —T7* <t < T~'. So (18) holds and combining (17) and (18) we have (1).
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