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APPROXIMATE MESSAGE PASSING ALGORITHMS FOR ROTATIONALLY
INVARIANT MATRICES

BY ZHOU FAN
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Approximate Message Passing (AMP) algorithms have seen widespread
use across a variety of applications. However, the precise forms for their On-
sager corrections and state evolutions depend on properties of the underlying
random matrix ensemble, limiting the extent to which AMP algorithms de-
rived for white noise may be applicable to data matrices that arise in practice.

In this work, we study more general AMP algorithms for random matrices
W that satisfy orthogonal rotational invariance in law, where W may have
a spectral distribution that is different from the semicircle and Marcenko–
Pastur laws characteristic of white noise. The Onsager corrections and state
evolutions in these algorithms are defined by the free cumulants or rectangu-
lar free cumulants of the spectral distribution of W. Their forms were derived
previously by Opper, Çakmak and Winther using nonrigorous dynamic func-
tional theory techniques, and we provide rigorous proofs.

Our motivating application is a Bayes-AMP algorithm for Principal Com-
ponents Analysis, when there is prior structure for the principal components
(PCs) and possibly nonwhite noise. For sufficiently large signal strengths and
any non-Gaussian prior distributions for the PCs, we show that this algorithm
provably achieves higher estimation accuracy than the sample PCs.

1. Introduction. Approximate Message Passing (AMP) algorithms are a general family
of iterative algorithms that have seen widespread use in a variety of applications. First devel-
oped for Bayesian linear regression and compressed sensing in [26–28, 35], they have since
been applied to many high-dimensional problems arising in statistics and machine learning,
including Lasso estimation and sparse linear regression [4, 39], generalized linear models and
phase retrieval [52, 56, 60], robust linear regression [24], sparse or structured principal com-
ponents analysis (PCA) [22, 23, 44, 53], group synchronization problems [51], deep learning
[12, 13, 40] and optimization in spin glass models [1, 32, 42]. We refer to [30] for a recent
review.

In their basic form as described in [3], given a data matrix W ∈R
m×n and an initialization

u1 ∈ R
m, an AMP algorithm consists of the iterative updates

zt = W�ut − btvt−1,

vt = vt (zt ),

yt = Wvt − atut ,

ut+1 = ut+1(yt ).

Here, at , bt ∈ R are two sequences of debiasing coefficients, and vt : R→R and ut+1 :R →
R are two sequences of functions applied entrywise to zt ∈R

n and yt ∈ R
m. By appropriately

designing these functions vt and ut+1, possibly to also depend on additional “side informa-
tion” such as response variables in regression problems, this basic iteration may be applied
to perform optimization or Bayes posterior-mean estimation in the above applications.
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A defining characteristic of the AMP algorithm is the subtraction of the two “memory”
terms btvt−1 and atut in the definitions of zt and yt , known as the Onsager corrections. This
achieves the effect of removing a bias of W�ut and Wvt in the directions of the preceding
iterates, so that as m,n → ∞, the empirical distributions of yt and zt converge to certain
Gaussian limits

yt → N
(
0, σ 2

t

)
and zt → N

(
0,ω2

t

)
.(1.1)

This was proven rigorously in the Sherrington–Kirkpatrick model by Bolthausen in [11] and
for general AMP algorithms of the above form by Bayati and Montanari in [3], and various
extensions have been established in [2, 10, 19, 25, 34]. The description of the variances σ 2

t

and ω2
t across iterations is known as the algorithm’s state evolution. This ability to character-

ize the distributions of the iterates is a major appeal of the AMP approach, and has enabled
a more precise theoretical understanding of many high-dimensional statistical estimators and
the development of associated inference procedures that quantify statistical uncertainty [14,
45, 59–61].

A drawback of AMP algorithms, however, is that the correct forms of the debiasing coef-
ficients at , bt and resulting variances σ 2

t , ω2
t depend on the properties of the data matrix W.

When W has i.i.d. N (0,1/n) entries, these quantities are given explicitly by

at = 〈
v′
t (zt )

〉
, bt = γ

〈
u′

t (yt−1)
〉
, σ 2

t = 〈
vt (zt )

2〉
, ω2

t = γ
〈
ut(yt−1)

2〉
,

where γ = m/n, u′
t (·), v′

t (·), ut (·)2, vt (·)2 denote the derivatives and squares of ut , vt applied
entrywise, and 〈·〉 denotes the empirical average of coordinates. It has been shown in [2, 19]
that these forms enjoy a certain amount of universality, being valid also for W having i.i.d.
non-Gaussian entries. Extensions to W having independent entries with several blocks of
differing variances were derived in [25, 34]. Unfortunately, these results do not apply to W
with more complex correlation structure, which is common in data applications. A sizeable
body of work has developed alternative algorithms or damping procedures to address this
shortcoming [17, 18, 31, 36, 37, 41, 48–50, 54, 55, 57, 62], and the connections between
several of these algorithms were discussed recently in [38]. However, many such algorithms
are no longer characterized by a rigorous state evolution, and some have been empirically
observed to exhibit slow convergence or divergent behavior.

1.1. Contributions. We develop a rigorous extension of general AMP procedures of the
above form to rotationally invariant matrices. We then apply these general algorithms to a pro-
totypical “structured PCA” problem of estimating a rank-one matrix in (possibly nonwhite)
noise. In this PCA application, we develop a Bayes-AMP algorithm that provably achieves
lower mean-squared-error than the rank-one estimate constructed from the sample principal
components (PCs), for any sufficiently large signal strength and any prior distributions of the
PCs that are not mean-zero Gaussian laws.

Let us first describe the general AMP algorithm in the simpler setting of symmetric square
matrices. We study matrices W ∈ R

n×n that satisfy the equality in law

W L= Õ�WÕ

for any deterministic orthogonal matrix Õ ∈ R
n×n. Equivalently, such matrices admit the

eigendecomposition W = O����O where the eigenvectors O ∈ R
n×n are independent of the

eigenvalues ��� and are uniformly distributed on the orthogonal group. The AMP algorithm
will take the form

zt = Wut − bt1u1 − bt2u2 − · · · − bttut ,(1.2)

ut+1 = ut+1(z1, z2, . . . , zt ),(1.3)
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where the coefficients bts are defined so that each zt has an empirical Gaussian limit as in
(1.1). For greater generality and applicability, we will allow ut+1 : Rt → R to be a function
of all previous iterates z1, . . . , zt , rather than only the preceding iterate zt . (Outside of the
i.i.d. Gaussian setting, the full debiasing of Wut by u1, . . . ,ut is necessary even if ut+1(·)
depends only on zt .) The correct forms for bt1, . . . , btt and the corresponding state evolution

(z1, z2, . . . , zt ) → N (0,�t )(1.4)

were derived previously by Opper, Çakmak and Winther using nonrigorous dynamic func-
tional theory techniques [47]. These forms depend on the free cumulants of the eigenvalue
distribution of W, and we describe them in Section 4.1. Our work provides a rigorous proof
of the validity of this state evolution.

In the rectangular setting, we study birotationally invariant matrices W ∈ R
m×n satisfying

the equality in law

W L= Õ�WQ̃

for any deterministic orthogonal matrices Õ ∈ R
m×m and Q̃ ∈ R

n×n. Equivalently, such
matrices admit the singular value decomposition W = O���Q� where the singular vectors
O ∈ R

m×m and Q ∈ R
n×n are independent of the singular values ��� and are both uniformly

distributed over the orthogonal groups. The analogous AMP algorithm takes the form

zt = W�ut − bt1v1 − bt2v2 − · · · − bt,t−1vt−1,(1.5)

vt = vt (z1, z2, . . . , zt ),(1.6)

yt = Wvt − at1u1 − at2u2 − · · · − attut ,(1.7)

ut+1 = ut+1(y1,y2, . . . ,yt ).(1.8)

We describe in Section 5.1 the forms of the debiasing coefficients ats, bts and the correspond-
ing state evolutions

(y1, . . . ,yt ) → N (0,�t ), (z1, . . . , zt ) → N (0,�t ),

which are related to the rectangular free cumulants of the singular value distribution of W as
introduced in [5, 6]. This algorithm has also been derived recently and independently in [16],
using a dynamic functional theory approach similar to [47].

These classes of rotationally invariant matrices include, but are not restricted to, W having
i.i.d. Gaussian entries. Importantly, the spectral distribution of W can be arbitrary, rather than
following the behavior prescribed by the semicircle or Marcenko–Pastur law. Our primary
motivation for studying such rotationally invariant models is that we expect the resulting
AMP algorithms to be valid under a much larger universality class of matrices W than AMP
algorithms derived in the i.i.d. Gaussian setting, and that this class may provide a more flexi-
ble model for data matrices arising in practice.

In the contexts of compressed sensing and generalized linear models, alternative “vector
AMP” or “orthogonal AMP” approaches for rotationally-invariant matrices have been devel-
oped in [37, 54, 57, 62], and rigorous state evolutions for these algorithms were also derived.
These derivations are based on analyses of denoising functions that satisfy the divergence-
free conditions〈

∂svt (z1, . . . , zt )
〉 = 0,

〈
∂sut+1(y1, . . . ,yt )

〉 = 0 for all s ≤ t.(1.9)

A similar idea was used in [15] to develop an algorithm for solving the TAP equations
for Ising models with rotationally-invariant couplings. Analyses of certain “long-memory”
Convolutional AMP algorithms for compressed sensing, related to our work, were recently
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carried out in [63–65] by mapping these algorithms to a divergence-free form. Our proofs
build on the insight in [54, 62] that Bolthausen’s conditioning technique may be applied to
rotationally-invariant models. However, we derive directly the forms of the Onsager correc-
tions and state evolutions for AMP algorithms that do not restrict vt (·) and ut+1(·) to be
divergence-free, in a general setting that extends beyond compressed sensing applications.
We clarify the relation between certain long-memory algorithms and the AMP algorithms of
[3] for Gaussian matrices, by relating their Onsager corrections and state evolutions to the
free cumulants of the spectral distribution of W.

1.2. Organization of paper. Section 2 establishes preliminary background and notation
on Wasserstein convergence of empirical measures and free cumulants. Section 3 first dis-
cusses the specific application of structured PCA and the Bayes-AMP algorithms for this
application that specialize the more general AMP algorithms to follow. Section 4 describes
the general AMP algorithm and state evolution for symmetric square matrices, and Section 5
describes the analogous general algorithm for rectangular matrices. Section 6 provides a high-
level overview of the proofs, which are contained in the supplementary Appendices [29].

2. Preliminaries on Wasserstein convergence and free probability.

2.1. Notation and conventions. For vectors v ∈ R
n and w ∈ R

m, we denote

〈v〉 = 1

n

n∑
i=1

vi, 〈w〉 = 1

m

m∑
i=1

wi.

For a matrix (v1, . . . ,vk) ∈ R
n×k and a function f : Rk → R, we write f (v1, . . . ,vk) ∈ R

n

as its rowwise evaluation.
For a weakly differentiable function u : Rk → R, we denote by ∂su (any version of) its

sth partial derivative. For a matrix (v1, . . . ,vk) ∈ R
n×k , we write �(v1,...,vk) ∈ R

n×n for the
orthogonal projection onto the linear span of (v1, . . . ,vk), and �(v1,...,vk)

⊥ = Id − �(v1,...,vk)

for the projection onto its orthogonal complement. Id is the identity matrix, and we write
Idk×k to specify the dimension k. We will use the convention

M0 = Id

for the zero-th power of any square matrix M, even if some eigenvalues of M may be 0.
Products over the empty set are equal to 1, and sums over the empty set are equal to 0. ‖ · ‖

is the �2 norm for vectors and �2 → �2 operator norm for matrices. ‖v‖∞ = maxi |vi | is the
vector �∞ norm, and ‖M‖F = (

∑
i,j m2

ij )
1/2 is the matrix Frobenius norm.

2.2. Wasserstein convergence of empirical distributions.

DEFINITION 2.1. For p ≥ 1, a matrix (v1, . . . ,vk) = (vi,1, . . . , vi,k)
n
i=1 ∈ R

n×k , and a
probability distribution L over Rk or a random vector (V1, . . . , Vk) ∼ L, we write

(v1, . . . ,vk)
Wp→ L or (v1, . . . ,vk)

Wp→ (V1, . . . , Vk)

for the convergence of the empirical distribution of rows of (v1, . . . ,vk) to L in the Wasser-
stein space of order p. This means, for any C > 0 and continuous function f : Rk → R

satisfying ∣∣f (v1, . . . , vk)
∣∣ ≤ C

(
1 + ∥∥(v1, . . . , vk)

∥∥p)
,(2.1)
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as n → ∞,

1

n

n∑
i=1

f (vi,1, . . . , vi,k) → E
[
f (V1, . . . , Vk)

]
.(2.2)

Implicit in this notation is the finite moment condition E(V1,...,Vk)∼L[‖(V1, . . . , Vk)‖p] < ∞.
We write

(v1, . . . ,vk)
W→ L or (v1, . . . ,vk)

W→ (V1, . . . , Vk)

to mean that this convergence holds for every fixed p ≥ 1, where L has finite moments of all
orders.

We will use a certain calculus associated to these notation
Wp→ and

W→, which we review
in Appendix E. By [66], Definition 6.7, to show that (2.2) holds for all continuous functions
f satisfying (2.1), it suffices to check that it holds for all bounded Lipschitz functions f

together with the function f (v1, . . . , vk) = ‖(v1, . . . , vk)‖p . See Chapter 6 of [66] for further
background.

2.3. Free cumulants. We briefly review the notion of free cumulants, and refer readers to
[46] for a more thorough and motivated introduction.

Let X be a random variable with finite moments of all orders, and denote mk = E[Xk].
In what follows, the law of X will be the empirical eigenvalue distribution of a symmetric
matrix W ∈ R

n×n. Let NC(k) be the set of all noncrossing partitions of {1, . . . , k}. The free
cumulants κ1, κ2, κ3, . . . of X are defined recursively by the moment-cumulant relations

mk = ∑
π∈NC(k)

∏
S∈π

κ|S|,(2.3)

where |S| is the cardinality of the set S ∈ π . The first four free cumulants may be computed
to be

κ1 = m1 = E[X],
κ2 = m2 − m2

1 = Var[X],
κ3 = m3 − 3m2m1 + 2m3

1,

κ4 = m4 − 4m3m1 − 2m2
2 + 10m2m

2
1 − 5m4

1,

where κ4 is the first free cumulant that differs from the classical cumulants. The free cumu-
lants linearize free additive convolution, describing the eigenvalue distribution of sums of
freely independent symmetric square matrices. If X has the Wigner semicircle law supported
on [−2,2], then

κ1 = 0, κ2 = 1, κj = 0 for all j ≥ 3.

Defining the formal generating functions

M(z) = 1 +
∞∑

k=1

mkz
k, R(z) =

∞∑
k=1

κkz
k−1,

the relations (2.3) are equivalent to an identity of formal series (see [46], Section 2.5)

M(z) = 1 + zM(z) · R(
zM(z)

)
.
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Here, R(z) is the R-transform of X. Comparing the coefficients of zk on both sides, each free
cumulant κk may be computed from m1, . . . ,mk and κ1, . . . , κk−1 as

κk = mk − [
zk] k−1∑

j=1

κj

(
z + m1z

2 + m2z
3 + · · · + mk−1z

k)j ,
where [zk](q(z)) denotes the coefficient of zk in the polynomial q(z).

2.4. Rectangular free cumulants. For rectangular matrices W ∈ R
m×n, we review the no-

tion of rectangular free cumulants developed in [5]. This is an example of the operator-valued
free cumulants described in [58], where freeness is with amalgamation over a 2-dimensional
subalgebra corresponding to the 2 × 2 block structure of R(m+n)×(m+n).

We fix an aspect ratio parameter

γ = m/n > 0.

Let X be a random variable with finite moments of all orders, and denote the even moments
by m2k = E[X2k]. The law of X2 will be the empirical eigenvalue distribution of WW� ∈
R

m×m, so that m2k is the kth moment of this distribution. Define also an auxiliary sequence
of even moments

m̄2k =
{

1 if k = 0,

γ · m2k if k ≥ 1.
(2.4)

Since the eigenvalues of WW� and W�W coincide up to the addition or removal of |m − n|
zeros, the value m̄2k is the kth moment of the empirical eigenvalue distribution of W�W ∈
R

n×n.
Let NC′(2k) be the noncrossing partitions π of {1, . . . ,2k} where each set S ∈ π has even

cardinality. Then we may define two sequences of rectangular free cumulants κ2, κ4, κ6, . . .

and κ̄2, κ̄4, κ̄6, . . . by the moment-cumulant relations

m2k = ∑
π∈NC′(2k)

∏
S∈π

minS is odd

κ|S| ·
∏
S∈π

minS is even

κ̄|S|,

m̄2k = ∑
π∈NC′(2k)

∏
S∈π

minS is odd

κ̄|S| ·
∏
S∈π

minS is even

κ|S|.

See [5], equations (8)–(9). These cumulants have a simple relation given by

κ̄2k = γ · κ2k for all k ≥ 1,(2.5)

so outside of the proofs, we will always refer to the first sequence {κ2k}k≥1 for simplicity.
Letting e(π) be the number of sets S ∈ π where the smallest element of S is even, and

letting o(π) be the number where the smallest element is odd, applying (2.5) above implies

m2k = ∑
π∈NC′(2k)

γ e(π)
∏
S∈π

κ|S|, m̄2k = ∑
π∈NC′(2k)

γ o(π)
∏
S∈π

κ|S|.(2.6)

See also [5], Proposition 3.1. The first four rectangular free cumulants may be computed as

κ2 = m2 = E
[
X2]

,

κ4 = m4 − (1 + γ )m2
2,

κ6 = m6 − (3 + 3γ )m4m2 + (
2 + 3γ + 2γ 2)

m3
2,

κ8 = m8 − (4 + 4γ )m6m2 − (2 + 2γ )m2
4 + (

10 + 16γ + 10γ 2)
m4m

2
2

− (
5 + 10γ + 10γ 2 + 5γ 3)

m4
2.
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The rectangular free cumulants linearize rectangular free additive convolution, describing the
singular value distribution of sums of freely independent rectangular matrices. If X2 has the
Marcenko–Pastur law with aspect ratio γ , then

κ2 = 1, κ2j = 0 for all j ≥ 2.

The rectangular free cumulants may be computed from the following relation of generating
functions: Let

M(z) =
∞∑

k=1

m2kz
k, R(z) =

∞∑
k=1

κ2kz
k.

Here, R(z) is the rectangular R-transform of X. Then

M(z) = R
(
z
(
γM(z) + 1

)(
M(z) + 1

));(2.7)

see [5], Lemma 3.4. Thus, comparing the coefficients of zk on both sides, each value κ2k may
be computed from m2, . . . ,m2k and κ2, . . . , κ2k−2 as

κ2k = m2k − [
zk] k−1∑

j=1

κ2j

(
z
(
γM(z) + 1

)(
M(z) + 1

))2j
,

where [zk](q(z)) again denotes the coefficient of zk in the polynomial q(z).

REMARK 2.2. The reasons for the appearance of the square/rectangular free cumulants
in the forms of the Onsager corrections and state evolution for AMP are somewhat opaque in
our work, as they will arise from a certain combinatorial unfolding of the moment-cumulant
relations on the noncrossing partition lattice; we discuss this further in Section 6. Their emer-
gence is conceptually clearer in the (nonrigorous, but illuminating) analysis of the limit char-
acteristic function of the AMP iterates in [47], where they arise instead from the evaluation
of a low-rank HCIZ integral over the Haar-orthogonal randomness in W, and from the coeffi-
cients of the series expansion of the R-transform that describes this integral. See [20, 33] and
[7] for this connection in the square and rectangular settings, respectively.

3. Structured principal components analysis. We study the problem of estimating a
rank-one signal matrix in possibly nonwhite noise, where the singular vectors of the rank-
one signal have some “prior” structure. For sufficiently large signal strengths, we describe
a Bayes-AMP algorithm that provably achieves lower mean-squared-error than the rank-one
estimate constructed from the sample principal components. This extends the types of AMP
algorithms that were studied for i.i.d. Gaussian noise in [22, 23, 44, 53].

3.1. Symmetric square matrices. Suppose first that we observe a symmetric data matrix

X = α

n
u∗u�∗ + W ∈ R

n×n

and seek to estimate u∗ ∈ R
n. Writing the eigendecomposition W = O����O where ��� =

diag(λλλ), we assume that W is rotationally-invariant in law and that as n → ∞, the empirical
distributions of λλλ and u∗ satisfy

λλλ
W→ �, u∗

W→ U∗(3.1)

for two limit laws � and U∗. This notation
W→ denotes Wasserstein convergence at all orders,

as discussed in Section 2.2. To fix the scaling, we take ‖u∗‖ = √
n, so that

E
[
U2∗

] = lim
n→∞

1

n
‖u∗‖2 = 1.
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Here, the law of � is the limit spectral distribution of W. The law of U∗ represents a prior dis-
tribution for the entries of u∗, which may reflect assumptions of sparsity [22], nonnegativity
[43], or a discrete support that encodes cluster or community membership [21].

We assume for simplicity that we have an initialization u1 ∈ R
n independent of W, satis-

fying the joint empirical convergence

(u1,u∗)
W→ (U1,U∗), E[U1U∗] > 0.(3.2)

We then estimate u∗ by the iterates ut of an AMP algorithm

ft = Xut − bt1u1 − · · · − bttut ,(3.3)

ut+1 = ut+1(ft ).(3.4)

It will be shown that each iterate ft behaves like u∗ corrupted by entrywise Gaussian noise,
so we take each function ut+1(·) to be a scalar denoiser that estimates u∗ from ft .

To describe the forms of the debiasing coefficients bt1, . . . , btt , let us write λ1(X) ≥ · · · ≥
λn(X) as the eigenvalues of X. For each k ≥ 1, let

mk = 1

n

n∑
i=2

λi(X)k(3.5)

be the kth moment of the empirical eigenvalue distribution of X excluding its largest eigen-
value. Let {κk}k≥1 be the free cumulants corresponding to this sequence of moments {mk}k≥1,
as defined in Section 2.3. It is easy to check that under the assumption (3.1), as n → ∞,

mk → m∞
k = E

[
�k], κk → κ∞

k

for each fixed k ≥ 1, where these limits are the moments and free cumulants of the limit
spectral distribution � of the noise W. The debiasing coefficients in (3.3) are set as

btt = κ1, bt,t−j = κj+1

t∏
i=t−j+1

〈
u′

i (fi−1)
〉

for j = 1, . . . , t − 1.(3.6)

The state evolution that describes the AMP iterations (3.3)–(3.4) is expressed in terms of
a sequence of mean vectors μμμ∞

T = (μ∞
t )1≤t≤T and covariance matrices �∞

T = (σ∞
st )1≤s,t≤T ,

defined recursively as follows: For T = 1, we set

μ∞
1 = α ·E[U1U∗], σ∞

11 = κ∞
2 E

[
U2

1
]
.

Having defined μμμ∞
T and �∞

T , we denote

Ut = ut (Ft−1) for t = 2, . . . , T + 1,

(F1, . . . ,FT ) =μμμ∞
T · U∗ + (Z1, . . . ,ZT ) and(3.7)

(Z1, . . . ,ZT ) ∼ N
(
0,�∞

T

)
independent of (U1,U∗).

We then define μμμ∞
T +1 and �∞

T +1 to have the entries, for 1 ≤ s, t ≤ T + 1,

μ∞
t = α ·E[UtU∗],

σ∞
st =

s−1∑
j=0

t−1∑
k=0

κ∞
j+k+2

(
s∏

i=s−j+1

E
[
u′

i (Fi−1)
])

×
(

t∏
i=t−k+1

E
[
u′

i(Fi−1)
])
E[Us−jUt−k].

(3.8)
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In the limit n → ∞, the iterates of (3.3) will satisfy the second-order Wasserstein conver-
gence

(f1, . . . , fT ,u∗)
W2→ (F1, . . . ,FT ,U∗).

Thus, the rows of (f1, . . . , fT ) behave like Gaussian vectors with mean μμμ∞
T · U∗ and covari-

ance �∞
T .

As one example of choosing the functions ut+1(·), let us analyze this state evolution for
the following “single-iterate posterior mean” denoisers: In the scalar Gaussian observation
model,

F = μ · U∗ + Z, Z ∼ N
(
0, σ 2)

independent of U∗,(3.9)

we denote the Bayes posterior-mean estimate of U∗ as

η
(
f | μ,σ 2) = E[U∗ | F = f ] = E[U∗ exp(−(f − μ · U∗)2/2σ 2)]

E[exp(−(f − μ · U∗)2/2σ 2)] .(3.10)

We denote the Bayes-optimal mean-squared-error of this estimate as

mmse
(
μ2/σ 2) = E

[(
U∗ − η

(
F | μ,σ 2))2]

.(3.11)

The single-iterate posterior mean denoiser is the choice

ut+1(ft ) = η
(
ft | μ∞

t , σ∞
t t

)
,(3.12)

where μ∞
t and σ∞

t t are the above state evolution parameters that describe the univariate Gaus-
sian law of Ft . These parameters may be replaced by consistent estimates in practice.

Let R(x) be the R-transform of the limit spectral distribution �, as discussed in Sec-
tion 2.3, and let R′(x) be its derivative. For small |x|, these may be defined by the convergent
series (see Proposition F.3)

R(x) =
∞∑

k=1

κ∞
k xk−1.(3.13)

THEOREM 3.1. Suppose W = O����O ∈ R
n×n where O is a Haar-uniform orthogonal

matrix. Let ��� = diag(λλλ), where (λλλ,u1,u∗) are independent of O, ‖u∗‖ = √
n, and

λλλ
W→ �, (u1,u∗)

W→ (U1,U∗)

almost surely as n → ∞. Suppose E[U2
1 ] ≤ 1, E[U1U∗] = ε > 0, and ‖λλλ‖∞ ≤ C0 almost

surely for all large n and some constants C0, ε > 0.

(a) Let α ≥ 0, and let each function ut+1(·) be continuously differentiable and Lipschitz
on R. Then for each fixed T ≥ 1, almost surely as n → ∞,

(u1, . . . ,uT +1, f1, . . . , fT ,u∗)
W2→ (U1, . . . ,UT +1,F1, . . . ,FT ,U∗),

where the joint law of this limit is described by (3.7).
(b) Suppose each function ut+1(·) is the posterior-mean denoiser in (3.12), and suppose

this is Lipschitz on R. Then there exist constants C,α0 > 0 depending only on C0, ε such that
for all α > α0, defining I� = [1 −C/α2,1] and I� = [κ∞

2 /2,3κ∞
2 /2], there is a unique fixed

point (�∗,�∗) ∈ I� × I� to the equations

1 − �∗ = mmse
(

α2�2∗
�∗

)
, �∗ = �∗R′

(
α�∗(1 − �∗)

�∗

)
.(3.14)

Furthermore,

lim
T →∞

(
lim

n→∞
1

n
u�

T u∗
)

= lim
T →∞

(
lim

n→∞
1

n
‖uT ‖2

)
= �∗.(3.15)
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The proof of this result is provided in Appendix C. As discussed in Section 2.2, the no-

tation
W2→ in part (a) guarantees that for any continuous function f : R2T +2 → R satisfying

E[f (U1, . . . ,UT +1,Z1, . . . ,ZT ,U∗)2] < ∞,〈
f (u1, . . . ,uT +1, z1, . . . , zT ,u∗)

〉 → E
[
f (U1, . . . ,UT +1,Z1, . . . ,ZT ,U∗)

]
,

where the left-hand side is the empirical average of this function f evaluated across the n

rows.

REMARK 3.2. Theorem 3.1(b) implies that the asymptotic matrix mean-squared-error
of the rank-one estimate uT u�

T for u∗u�∗ , in the limit T → ∞, is given by

MSE ≡ lim
T →∞

(
lim

n→∞
1

n2

∥∥uT u�
T − u∗u�∗

∥∥2
F

)

= lim
T →∞

(
lim

n→∞
1

n2

(‖uT ‖2)2 − 2

n2

(
u�

T u∗
)2 + 1

n2

(‖u∗‖2)2
)

= 1 − �2∗.

Let us compare this with the matrix mean-squared-error of the best PCA estimate c ·
ûPCAû�

PCA optimized over c > 0, where ûPCA is the leading sample eigenvector of X. Nor-
malizing ûPCA such that ‖ûPCA‖ = ‖u∗‖ = √

n, [8], Theorem 2.2(a), shows for sufficiently
large α that

lim
n→∞

(
1

n
û�

PCAu∗
)2

= �PCA ≡ −1

α2G′(G−1(1/α))
,(3.16)

where G(z) = E[(z − �)−1] is the Cauchy transform of �, and G−1(z) is the functional
inverse of G (which is well defined for small |z|). Then

MSEPCA ≡ min
c>0

(
lim

n→∞
1

n2

∥∥c · ûPCAû�
PCA − u∗u�∗

∥∥2
F

)

= min
c>0

c2 − 2c�PCA + 1 = 1 − �2
PCA,

with the minimum attained at the rescaling c = �PCA < 1.
To see that 1 − �2∗ ≤ 1 − �2

PCA, observe that for any prior distribution U∗ satisfying our
normalization E[U2∗ ] = 1, we have

mmse
(
μ2/σ 2) ≤ 1

1 + μ2/σ 2 .(3.17)

This is because under the scalar observation model (3.9), the right-hand side of (3.17) is the
risk E[(Û − U∗)2] of the linear estimator Û = (μ/(σ 2 + μ2))F , which upper bounds the
Bayes risk on the left-hand side of (3.17). Equality holds in (3.17) if and only if Û is the
Bayes estimator in this model, that is, if and only if the prior distribution is U∗ ∼ N (0,1).
Applying (3.17) to the first equation of (3.14) and rearranging, we obtain

α�∗(1 − �∗)
�∗

≤ 1

α
.

Now applying this to the second equation of (3.14), and using that κ∞
2 = Var[�] > 0 so that

the function xR′(x) = κ∞
2 x + 2κ∞

3 x2 + 3κ∞
4 x3 + · · · is increasing in a neighborhood of 0,

we have for α > α0 sufficiently large that

1 − �∗ = 1

α
· α�∗(1 − �∗)

�∗
R′

(
α�∗(1 − �∗)

�∗

)
≤ 1

α2 R′
(

1

α

)
.



AMP FOR ROTATIONALLY INVARIANT MATRICES 207

FIG. 1. Simulations of the Bayes-AMP algorithms for PCA, with priors U∗,V∗ ∼ Uniform{+1,−1} and the
single-iterate posterior mean denoisers in (3.12) and (3.27). Shown are the mean and std. dev. of 〈utu∗〉 and
〈vtv∗〉 across 100 simulations in black, their state evolution predictions computed from (3.8), (3.24) and (3.26) in
red dots, and the fixed points �∗ and �∗ of (3.14) and (3.28) in dashed red. For comparison, �PCA and �PCA
corresponding to the sample PCs are in dashed blue. Left: u1 (initialization), u2, . . . ,u11 for symmetric square
W with n = 2000, α = 2.5, and eigenvalue distribution given by centering and scaling Beta(1,2) to mean 0 and
variance 1. Middle and right: u1 (initialization), u2, . . . ,u6 and v1, . . . ,v5 for rectangular W with m = 2000,
n = 4000, γ = 0.5, α = 1.5, and singular value distribution given by rescaling Beta(1,2) to second-moment 1.

Differentiating the R-transform identity R(x) = G−1(x) − 1/x, this is equivalently written
as

�∗ ≥ 1 − 1

α2 R′
(

1

α

)
= −1

α2G′(G−1(1/α))
= �PCA,

so that

MSE = 1 − �2∗ ≤ 1 − �2
PCA = MSEPCA(3.18)

as desired. Equality holds here if and only if equality holds in (3.17), that is, when U∗ ∼
N (0,1). Thus, for any signal strength α > α0 sufficiently large and any distribution of U∗
other than N (0,1), the above AMP algorithm achieves strictly better estimation accuracy
than PCA.

An illustration of the algorithm and state evolution is presented in the left panel of Fig-
ure 1, with noise eigenvalues drawn from a centered and rescaled Beta(1,2) distribution.
We observe a close agreement with the state evolution predictions at sample size n = 2000,
and a significant improvement in estimation accuracy over the naive principal components
for this prior distribution U∗ ∼ Uniform{+1,−1}. Let us remark that although carrying out
many iterations of this AMP algorithm would require estimating successively higher-order
free cumulants of the spectral distribution of W, for large signal strengths α the algorithm
only needs a very small number of iterations to converge.

REMARK 3.3. In this algorithm, the Onsager corrections involving the free cumulants
may be understood as iteratively constructing the series (3.13) for R(α�∗(1 − �∗)/�∗),
whose derivative appears in the characterization of the fixed point in Theorem 3.1. This
is somewhat analogous to the single-step-memory algorithm in [47] for solving the TAP
equations in a related Ising model, which alternatively constructs a series for the inverse
R-transform.

The convergence condition and final mean-squared-error of this algorithm are likely not
Bayes-optimal. For example, we believe that the convergence of (3.3)–(3.4) requires conver-
gence of the series (3.13) at x = α�∗(1 − �∗)/�∗, which (depending on the spectral law
of W) may impose a stronger condition for the signal strength α than the spectral phase
transition. One natural way to improve upon the algorithm is to consider more generally

ut+1(f1, . . . , ft ) = η
(
ct1f1 + · · · + ctt ft | c�

t μμμ∞
t , c�

t �∞
t ct

)
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for a vector ct = (ct1, . . . , ctt ) in each iteration, or specialize this to ct = (�∞
t )−1μμμ∞

t to
obtain the posterior mean estimate of U∗ given all previous observations (F1, . . . ,Ft ). Our
general results describe also the state evolution for these extensions, but analyses of their
fixed points are more involved, and we will not pursue this in the current work.

These procedures differ from the “Vector AMP” or “memory-free” algorithms of [15, 54],
whose forms may be derived from the Expectation Propagation framework of [41]. These
latter algorithms operate directly on a resolvent of W and use divergence-free nonlinearities,
corresponding to �t = � t = 0 in our notation to follow. Thus their state evolutions have
simpler forms that depend on the first two moments of the resolvent but not (explicitly) on
the free cumulants of W. PCA differs from the applications in [15, 47, 54] in two important
ways: First, the log-likelihood of X given u is not quadratic in u under general spectral laws
of W. Second, the noise matrix W is not directly observed in PCA, and its resolvent cannot
be directly computed. Due to these differences, we believe that extending the algorithmic
ideas of [15, 54] to PCA may be an interesting open question to study in future work.

3.2. Rectangular matrices. Consider now a rectangular data matrix

X = α

m
u∗v�∗ + W ∈R

m×n,

and the task of estimating u∗ ∈ R
m and v∗ ∈ R

n. Writing the singular value decomposition
W = O����Q where ��� = diag(λλλ) and λλλ ∈ R

min(m,n), we assume that W is birotationally in-
variant in law and that

m/n = γ, λλλ
W→ �, u∗

W→ U∗, v∗
W→ V∗

as m,n → ∞, for some constant γ ∈ (0,∞) and some limit laws �,U∗,V∗. We fix the
scalings ‖u∗‖ = √

m and ‖v∗‖ = √
n, so that

E
[
U2∗

] = E
[
V 2∗

] = 1.

Note that the rank-one signal component (α/m)u∗v�∗ has singular value α/
√

γ .
We again assume that we have an initialization u1 ∈ R

m independent of W, for which

(u1,u∗)
W→ (U1,U∗), E[U1U∗] > 0.

We then estimate u∗ and v∗ by the iterates ut and vt of an AMP algorithm

gt = X�ut − bt1v1 − · · · − bt,t−1vt−1,(3.19)

vt = vt (gt ),(3.20)

ft = Xvt − at1u1 − · · · − attut ,(3.21)

ut+1 = ut+1(ft ),(3.22)

where ut+1(·) and vt (·) are scalar denoisers that estimate u∗ and v∗ from ft and gt .
To describe the forms of the debiasing coefficients ats and bts , let us define λλλm ∈ R

m to
be λλλ if m ≤ n or λλλ extended by m − n additional 0’s if m > n. We will work instead with the
limit

λλλm
W→ �m,

which is a mixture of � and a point mass at 0 if γ = m/n > 1. Denoting the singular values
of X by λ1(X) ≥ · · · ≥ λmin(m,n)(X), for each k ≥ 1 we set

m2k = 1

m

min(m,n)∑
i=2

λi(X)2k.
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We then define {κ2k}k≥1 as the rectangular free cumulants associated to these even moments
{m2k}k≥1 and aspect ratio γ , as defined in Section 2.4. It is easily checked that as m,n → ∞,

m2k → m∞
2k = E

[
�2k

m

]
, κ2k → κ∞

2k ,

where these limits are the even moments and rectangular free cumulants of �m. Then the
debiasing coefficients in (3.19)–(3.22) are set as

at,t−j = κ2(j+1)

〈
v′
t (gt )

〉 t∏
i=t−j+1

〈
u′

i (fi−1)
〉〈
v′
i−1(gi−1)

〉
for j = 0, . . . , t − 1,

bt,t−j = γ κ2j

〈
u′

t (ft−1)
〉 t−1∏
i=t−j+1

〈
v′
i (gi )

〉〈
u′

i(fi−1)
〉

for j = 1, . . . , t − 1.

We use the convention that empty products equal 1, so the first coefficients here are simply

att = κ2
〈
v′
t (gt )

〉
, bt,t−1 = γ κ2

〈
u′

t (ft−1)
〉
.

The state evolution for this algorithm may be expressed in terms of two sequences of
mean vectors μμμ∞

T = (μ∞
t )1≤t≤T and ννν∞

T = (ν∞
t )1≤t≤T and covariance matrices �∞

T =
(σ∞

st )1≤s,t≤T and �∞
T = (ω∞

st )1≤s,t≤T , defined as follows: For T = 1, we set

ν∞
1 = α ·E[U1U∗], ω∞

11 = γ κ∞
2 ·E[

U2
1
]
.

Having defined μμμ∞
T −1, �∞

T −1, ννν∞
T , and �∞

T , we denote

Ut = ut (Ft−1) for t = 2, . . . , T ,

(F1, . . . ,FT −1) =μμμ∞
T −1 · U∗ + (Y1, . . . , YT −1),

(Y1, . . . , YT −1) ∼ N
(
0,�∞

T −1
)

independent of (U1,U∗),
Vt = vt (Gt) for t = 1, . . . , T ,

(G1, . . . ,GT ) = ννν∞
T · V∗ + (Z1, . . . ,ZT ),

(Z1, . . . ,ZT ) ∼ N
(
0,�∞

T

)
independent of V∗.

(3.23)

We then define μμμ∞
T and �∞

T with the entries, for 1 ≤ s, t ≤ T ,

μ∞
t = (α/γ ) ·E[VtV∗],

σ∞
st =

s−1∑
j=0

t−1∑
k=0

(
s∏

i=s−j+1

E
[
v′
i (Gi)

]
E

[
u′

i (Fi−1)
])

×
(

t∏
i=t−k+1

E
[
v′
i (Gi)

]
E

[
u′

i (Fi−1)
])

(3.24)

× (
κ∞

2(j+k+1)E[Vs−jVt−k] + κ∞
2(j+k+2)E

[
v′
s−j (Gs−j )

]
×E

[
v′
t−k(Gt−k)

]
E[Us−jUt−k]).

Now having defined μμμ∞
T and �∞

T , we extend (3.23) to

Ut = ut(Ft−1) for t = 2, . . . , T + 1,

(F1, . . . ,FT ) =μμμ∞
T · U∗ + (Y1, . . . , YT ),

(Y1, . . . , YT ) ∼N
(
0,�∞

T

)
independent of (U1,U∗)

(3.25)
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and define ννν∞
T +1 and �∞

T +1 with the entries, for 1 ≤ s, t ≤ T + 1,

ν∞
t = α ·E[UtU∗],

ω∞
st = γ

s−1∑
j=0

t−1∑
k=0

(
s∏

i=s−j+1

E
[
u′

i (Fi−1)
]
E

[
v′
i−1(Gi−1)

])

×
(

t∏
i=t−k+1

E
[
u′

i (Fi−1)
]
E

[
v′
i−1(Gi−1)

])

× (
κ∞

2(j+k+1)E[Us−jUt−k] + κ∞
2(j+k+2)E

[
u′

s−j (Fs−j−1)
]

×E
[
u′

t−k(Ft−k−1)
]
E[Vs−j−1Vt−k−1]).

(3.26)

We use the convention V0 = 0, so that the second term of (3.26) is 0 for j = s −1 or k = t −1.
In the limit m,n → ∞, the iterates of (3.19)–(3.22) will satisfy

(f1, . . . , fT ,u∗)
W2→ (F1, . . . ,FT ,U∗), (g1, . . . ,gT ,v∗)

W2→ (G1, . . . ,GT ,V∗).

As an example of choices for vt (·) and ut+1(·), let us again analyze the single-iterate
posterior mean denoisers given by

vt (gt ) = η(gt | νt ,ωtt ), ut+1(ft ) = η(ft | μt, σtt ),(3.27)

where η(·) is as defined in (3.10), and (νt ,ωtt ) and (μt , σtt ) are the state evolution parameters
describing the univariate Gaussian laws of Gt and Ft . We denote by mmse(·) the scalar
mean-squared-error function from (3.11), and by R(x) the rectangular R-transform of �m

with aspect ratio γ , as discussed in Section 2.4. This may be defined for small |x| by the
convergent series (see Proposition F.3)

R(x) =
∞∑

k=1

κ∞
2k xk,

where κ∞
2k are the rectangular free cumulants of �m above. We denote R′(x) as its derivative,

and

S(x) =
(

R(x)

x

)′
= xR′(x) − R(x)

x2 .

THEOREM 3.4. Suppose W = O����Q ∈ R
m×n where Q and O are Haar-uniform

orthogonal matrices. Let ��� = diag(λλλ), where (λλλ,u1,u∗,v∗) are independent of (O,Q),
‖u∗‖ = √

n, ‖v∗‖ = √
m, and

λλλ
W→ �, (u1,u∗)

W→ (U1,U∗), v∗
W→ V∗, m/n = γ ∈ (0,∞)

as m,n → ∞. Suppose E[U2
1 ] ≤ 1, E[U1U∗] = ε > 0, and ‖λλλ‖∞ ≤ C0, almost surely for all

large n and some constants C0, ε > 0.

(i) Let α ≥ 0, and let each function vt (·) and ut+1(·) be continuously differentiable and
Lipschitz on R. Then for each fixed T ≥ 1, almost surely as m,n → ∞,

(u1, . . . ,uT +1, f1, . . . , fT ,u∗)
W→ (U1, . . . ,UT +1,F1, . . . ,FT ,U∗),

(v1, . . . ,vT ,g1, . . . ,gT ,v∗)
W→ (V1, . . . , VT ,G1, . . . ,GT ,V∗),

where these limits are as defined in (3.23) and (3.25).
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(ii) Suppose vt (·), ut+1(·) are the posterior-mean denoisers in (3.27) and are Lipschitz
on R. There exist constants C,α0 > 0 depending only on C0, ε, γ such that for all α > α0,
setting

I� = I� = [
1 − C/α2,1

]
, I� = [

κ∞
2 /2,3κ∞

2 /2
]
, I� = γ · I�,

there is a unique fixed point (�∗,�∗,�∗,�∗,X∗) ∈ I� × I� × I� × I� ×R to the equations

X∗ = α2�∗�∗(1 − �∗)(1 − �∗)
γ�∗�∗

, 1 − �∗ = mmse
(

α2�2∗
γ 2�∗

)
,

1 − �∗ = mmse
(

α2�2∗
�∗

)
,

�∗ = �∗R′(X∗) + α2�3∗(1 − �∗)2

�2∗
S(X∗),

�∗ = γ�∗R′(X∗) + α2�3∗(1 − �∗)2

γ�2∗
S(X∗).

(3.28)

Furthermore,

lim
T →∞

(
lim

m,n→∞
1

m
u�

T u∗
)

= lim
T →∞

(
lim

m,n→∞
1

m
‖uT ‖2

)
= �∗,

lim
T →∞

(
lim

m,n→∞
1

n
v�
T v∗

)
= lim

T →∞

(
lim

m,n→∞
1

n
‖vT ‖2

)
= �∗.

The proof of this result is provided in Appendix C.

REMARK 3.5. As in the symmetric square setting of Remark 3.2, the above fixed points
imply that the asymptotic matrix mean-squared error is given by

MSE ≡ lim
T →∞

(
lim

m,n→∞
1

mn

∥∥uT v�
T − u∗v�∗

∥∥2
F

)
= 1 − �∗�∗.

We may compare this with the asymptotic error of the PCA estimate: Assume without loss
of generality that γ = m/n ≤ 1. Let ûPCA and v̂PCA be the leading left and right singular
vectors of X, with the scalings ‖ûPCA‖ = ‖u∗‖ = √

m and ‖v̂PCA‖ = ‖v∗‖ = √
n. Recall that

the singular value of the rank-one signal (α/m)u∗v�∗ is α/
√

γ , and set

x = γ /α2.

Then [9], Theorem 2.9, shows

lim
m,n→∞

(
1

m
û�

PCAu∗
)2

= �PCA ≡ −2xϕ(D−1(x))

D′(D−1(x))
,(3.29)

lim
m,n→∞

(
1

n
v̂�

PCAv∗
)2

= �PCA ≡ −2xϕ̄(D−1(x))

D′(D−1(x))
,(3.30)

where

ϕ(z) = E

[
z

z2 − �2
m

]
, ϕ̄(z) = γ ϕ(z) + 1 − γ

z
, D(z) = ϕ(z)ϕ̄(z),(3.31)
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and D−1(z) is the functional inverse of D for small |z|. Then the matrix mean-squared error
for the best rescaling of the PCA estimate is

MSEPCA ≡ min
c>0

(
lim

m,n→∞
1

mn

∥∥c · ûPCAv̂�
PCA − u∗v�∗

∥∥2
F

)

= min
c>0

(
c2 − 2c

√
�PCA�PCA + 1

) = 1 − �PCA�PCA

with the minimum attained at c = √
�PCA�PCA. We verify in Appendix C.3 that for all α >

α0 sufficiently large, the fixed points of Theorem 3.4(b) satisfy

MSE = 1 − �∗�∗ ≤ 1 − �PCA�PCA = MSEPCA,(3.32)

and that equality holds if and only if both U∗ ∼ N (0,1) and V∗ ∼ N (0,1). Thus, for suffi-
ciently large signal strength and any non-Gaussian prior for either U∗ or V∗, the above AMP
algorithm achieves strictly better estimation accuracy than PCA.

An illustration of this AMP algorithm and its state evolution is presented in the middle
and right panels of Figure 1, with noise singular values drawn from a rescaled Beta(1,2)

distribution. Again, close agreement with the state evolution predictions is observed at these
sample sizes (m,n) = (2000,4000) and γ = 1/2.

4. General AMP algorithm for symmetric square matrices. We now describe the
general AMP algorithm for symmetric square matrices

W = O����O ∈ R
n×n, ��� = diag(λλλ)(4.1)

and we state a formal theorem for its state evolution.
We consider an initialization u1 ∈ R

n, and also a possible matrix of side information

E ∈ R
n×k

for a fixed dimension k ≥ 0, both independent of W. (We may take k = 0 if there is no such
side information.) Starting from this initialization u1, the AMP algorithm takes the form

zt = Wut − bt1u1 − bt2u2 − · · · − bttut ,(4.2)

ut+1 = ut+1(z1, . . . , zt ,E).(4.3)

Each function ut+1 : Rt+k → R is applied rowwise to (z1, . . . , zt ,E) ∈ R
n×(t+k). The debi-

asing coefficients bt1, . . . , btt ∈ R are defined to ensure the empirical convergence

(z1, . . . , zt )
W→ N

(
0,�∞

t

)
as n → ∞. The forms of bt1, . . . , btt and �∞

t were first described in [47], and we review this
in the next section.

4.1. Debiasing coefficients and limit covariance. Define the t × t matrices

�t =

⎛
⎜⎜⎜⎜⎝

〈
u2

1
〉 〈u1u2〉 · · · 〈u1ut 〉

〈u2u1〉 〈
u2

2
〉 · · · 〈u2ut 〉

...
...

. . .
...

〈utu1〉 〈utu2〉 · · · 〈
u2

t

〉

⎞
⎟⎟⎟⎟⎠ ,

(4.4)

�t =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 · · · 0 0
〈∂1u2〉 0 · · · 0 0
〈∂1u3〉 〈∂2u3〉 · · · 0 0

...
...

. . .
...

...

〈∂1ut 〉 〈∂2ut 〉 · · · 〈∂t−1ut 〉 0

⎞
⎟⎟⎟⎟⎟⎟⎠

,
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where usus′ ∈ R
n, u2

s ∈ R
n and ∂s′us ∈ R

n denote the entrywise product, square and partial
derivative with respect to zs′ . For each j ≥ 0, define

�
(j)
t =

j∑
i=0

�i
t�t

(
�

j−i
t

)�
.(4.5)

For example,

�
(0)
t = �t ,�

(1)
t = �t�t + �t�

�
t , �

(2)
t = �2

t �t + �t�t�
�
t + �t

(
�2

t

)�
.

Let {κk}k≥1 be the free cumulants of the empirical eigenvalue distribution of W. These are
the free cumulants as defined in Section 2.3 corresponding to the empirical moments

mk = 1

n

n∑
i=1

λk
i ,(4.6)

where (λ1, . . . , λn) =λλλ are the eigenvalues of W. Then define two matrices Bt and �t by

Bt =
( ∞∑

j=0

κj+1�
j
t

)�
, �t =

∞∑
j=0

κj+2�
(j)
t .(4.7)

Here, Bt may be interpreted as the R-transform applied to ��
t . Note that we write these as

infinite series for convenience, but in fact the series are finite because �
j
t = 0 for all j ≥ t ,

and hence also �
(j)
t = 0 for all j ≥ 2t − 1. So, for example,

B1 = κ1Id1×1, B2 = κ1Id2×2 + κ2�
�
2 ,

�1 = κ2�
(0)
1 , �2 = κ2�

(0)
2 + κ3�

(1)
2 + κ4�

(2)
2 .

Each matrix Bt is upper triangular, which we may write entrywise as

Bt =

⎛
⎜⎜⎜⎝

b11 b21 · · · bt1
b22 · · · bt2

. . .
...

btt

⎞
⎟⎟⎟⎠ .

The debiasing coefficients in (4.2) are defined to be the last column of Bt . Note that the
diagonal entries b11, b22, . . . , btt are all equal to κ1, corresponding to the subtraction of κ1ut

in (4.2) when the eigenvalue distribution of W has mean κ1. If κ1 = 0, then the debiasing for
Wut depends only on the previous iterates u1, . . . ,ut−1.

Under the conditions to be imposed in Assumption 4.2, all of the matrices �t , �t , Bt and
�t will converge to deterministic t × t matrices in the n → ∞ limit, which we denote as(

�∞
t ,�∞

t ,B∞
t ,�∞

t

) = lim
n→∞(�t ,�t ,Bt ,�t ).

This matrix �∞
t is the covariance defining the state evolution of the iterates (z1, . . . , zt ). All

of our results will hold equally if the debiasing coefficients in (4.2) are replaced by their
limits b∞

ts , or by any consistent estimates of these limits.
We make two observations regarding this construction:

1. From the lower-triangular form of �t , one may check that the upper left (t −1)×(t −1)

submatrix of (�
j
t )

� is (�
j
t−1)

�, and similarly the upper left (t − 1) × (t − 1) submatrix of

�
(j)
t is �

(j)
t−1. Thus, the upper left submatrices of Bt and �t coincide with Bt−1 and �t−1.

2. For each iteration t ≥ 1, Bt depends on λλλ only via its first t free cumulants κ1, . . . , κt ,
and �t depends on λλλ only via its first 2t free cumulants κ1, . . . , κ2t .
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REMARK 4.1. In the Gaussian setting of W ∼ GOE(n), where W has independent
N (0,1/n) entries above the diagonal and N (0,2/n) entries on the diagonal, the limit spec-
tral distribution of W is the Wigner semicircle law. The limits of the free cumulants κ1, κ2, . . .

in this case are

κ∞
1 = 0, κ∞

2 = 1, κ∞
j = 0 for all j ≥ 2.

This yields simply

B∞
t = (

�∞
t

)�
, �∞

t = �∞
t .

If we further specialize to an algorithm where each ut depends only on the previous iterate
zt−1, then 〈∂sut 〉 = 0 for s �= t − 1, and this yields the Gaussian AMP algorithm

zt = Wut − 〈∂t−1ut 〉ut−1,

ut+1 = ut+1(zt ,E)

as studied in [11] and [3], Section 4. Furthermore, the state evolution is such that each iterate
zt has the empirical limit N (0, σ∞

t t ), where σ∞
t t = limn→∞〈u2

t 〉.
Note that outside of this Gaussian setting, we do not in general have the identity �∞

t =
�∞

t , that is, the empirical second moments of z1, . . . , zt do not coincide with those of
u1, . . . ,ut in the large-n limit, even if W is scaled so that κ2 = 1.

4.2. Main result. We impose the following assumptions on the model (4.1) and the AMP
iterates (4.2)–(4.3). Note that here, we do not require the functions ut+1(·) to be Lipschitz,
but instead impose only the assumption (2.1) of polynomial growth.

ASSUMPTION 4.2.

(a) O ∈ R
n×n is a random and Haar-uniform orthogonal matrix.

(b) λλλ ∈ R
n is independent of O and satisfies λλλ

W→ � almost surely as n → ∞, for a random
variable � having finite moments of all orders.

(c) u1 ∈ R
n and E ∈ R

n×k are independent of O and satisfy (u1,E)
W→ (U1,E) almost

surely as n → ∞, for a random vector (U1,E) ≡ (U1,E1, . . . ,Ek) having finite moments of
all orders.

(d) Each function ut+1 : Rt+k → R satisfies (2.1) for some C > 0 and p ≥ 1. Writing its
argument as (z, e) where z ∈ R

t and e ∈ R
k , ut+1 is weakly differentiable in z and contin-

uous in e. For each s = 1, . . . , t , ∂sut+1 also satisfies (2.1) for some C > 0 and p ≥ 1, and
∂sut+1(z, e) is continuous at Lebesgue-a.e. z ∈ R

t for every e ∈R
k .

(e) Var[�] > 0 and E[U2
1 ] > 0. Letting (Z1, . . . ,Zt ) ∼ N (0,�∞

t ) be independent of
(U1,E), each function ut+1 is such that there do not exist constants α1, . . . , αt , β1, . . . , βt

for which

ut+1(Z1, . . . ,Zt ,E) =
t∑

s=1

αsZs + β1U1 +
t∑

s=2

βsUs(Z1, . . . ,Zs−1,E)

with probability 1 over (U1,E,Z1, . . . ,Zt ).

We clarify that Theorem 4.3 below establishes the existence of the limit �∞
t provided that

condition (e) holds for the functions u2, . . . , ut , and this limit �∞
t then defines condition (e)

for the next function ut+1. This condition (e) is a nondegeneracy assumption that holds if
each function ut+1 has a nonlinear dependence on the preceding iterate zt .
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THEOREM 4.3. Under Assumption 4.2, for each fixed t ≥ 1, almost surely as n → ∞:
�t → �∞

t for a deterministic nonsingular matrix �∞
t , and

(u1, . . . ,ut+1, z1, . . . , zt ,E)
W→ (U1, . . . ,Ut+1,Z1, . . . ,Zt ,E),

where (Z1, . . . ,Zt ) ∼ N (0,�∞
t ), this vector (Z1, . . . ,Zt ) is independent of (U1,E), and

Us = us(Z1, . . . ,Zs−1,E) for each s = 2, . . . , t + 1.

The proof of this result is provided in Appendix A. The limit �∞
t is given by replacing

〈usus′ 〉, 〈∂s′us〉, and κk in the definitions (4.4) and (4.7) with E[UsUs′ ], E[∂s′us(Z1, . . . ,

Zs−1,E)], and the free cumulants κ∞
k of the limit spectral distribution �.

4.3. Removing the nondegeneracy assumption. The following corollary provides a ver-
sion of Theorem 4.3 without the nondegeneracy condition of Assumption 4.2(e), under the
stronger condition that each function ut+1 is continuously-differentiable and Lipschitz. Note
that the convergence established is only in W2, rather than in Wp for every order p ≥ 1 as in
Theorem 4.3.

The proof follows the idea of [10] by studying a perturbed AMP sequence and then taking
the limit of this perturbation to 0. We provide this proof in Appendix D.

COROLLARY 4.4. Suppose Assumption 4.2(a)–(c) holds, lim supn→∞ ‖λλλ‖∞ < ∞, each
function ut+1 :Rt+k →R is continuously-differentiable, and∣∣ut+1(z, e) − ut+1

(
z′, e

)∣∣ ≤ C
∥∥z − z′∥∥

for a constant C > 0 and all z, z′ ∈ R
t and e ∈ R

k . Then for each fixed t ≥ 1, almost surely
as n → ∞: �t → �∞

t for a deterministic (possibly singular) matrix �∞
t , and

(u1, . . . ,ut+1, z1, . . . , zt ,E)
W2→ (U1, . . . ,Ut+1,Z1, . . . ,Zt ,E),

where (U1, . . . ,Ut+1,Z1, . . . ,Zt ,E) is as defined in Theorem 4.3.

5. AMP algorithm for rectangular matrices. In this section, we describe the form of
the general AMP algorithm for a rectangular matrix

W = O����Q ∈ R
m×n, ��� = diag(λλλ)(5.1)

and state a formal theorem for its state evolution. We denote

λλλ = (λ1, . . . , λmin(m,n)) ∈ R
min(m,n)(5.2)

as the diagonal entries of ���, which are the singular values of W.
We consider an initialization u1 ∈ R

m, and two matrices of side information

E ∈ R
m×k and F ∈ R

n×�

for fixed dimensions k, � ≥ 0, all independent of W. (We may take k, � = 0 if there is no such
side information.) Starting from this initialization, the AMP algorithm takes the form

zt = W�ut − bt1v1 − bt2v2 − · · · − bt,t−1vt−1,(5.3)

vt = vt (z1, . . . , zt ,F),(5.4)

yt = Wvt − at1u1 − at2u2 − · · · − attut ,(5.5)

ut+1 = ut+1(y1, . . . ,yt ,E),(5.6)
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for functions vt : Rt+� → R and ut+1 : Rt+k → R. In the first iteration t = 1, (5.3) is simply
z1 = W�u1. The debiasing coefficients at1, . . . , att and bt1, . . . , bt,t−1 are defined to ensure
that

(y1, . . . ,yt )
W→ N

(
0,�∞

t

)
and (z1, . . . , zt )

W→ N
(
0,�∞

t

)
as m,n → ∞. We describe these debiasing coefficients and state evolution in the next section,
in terms of the rectangular free cumulants of W—these were also derived recently in [16].

5.1. Debiasing coefficients and limit covariance. Define the t × t matrices

�t =

⎛
⎜⎜⎜⎜⎝

〈
u2

1
〉 〈u1u2〉 · · · 〈u1ut 〉

〈u2u1〉 〈
u2

2
〉 · · · 〈u2ut 〉

...
...

. . .
...

〈utu1〉 〈utu2〉 · · · 〈
u2

t

〉

⎞
⎟⎟⎟⎟⎠ ,

(5.7)

�t =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 · · · 0 0
〈∂1u2〉 0 · · · 0 0
〈∂1u3〉 〈∂2u3〉 · · · 0 0

...
...

. . .
...

...

〈∂1ut 〉 〈∂2ut 〉 · · · 〈∂t−1ut 〉 0

⎞
⎟⎟⎟⎟⎟⎟⎠

,

�t =

⎛
⎜⎜⎜⎜⎝

〈
v2

1
〉 〈v1v2〉 · · · 〈v1vt 〉

〈v2v1〉 〈
v2

2
〉 · · · 〈v2vt 〉

...
...

. . .
...

〈vtv1〉 〈vtv2〉 · · · 〈
v2
t

〉

⎞
⎟⎟⎟⎟⎠ ,

(5.8)

� t =

⎛
⎜⎜⎜⎝

〈∂1v1〉 0 · · · 0
〈∂1v2〉 〈∂2v2〉 · · · 0

...
...

. . .
...

〈∂1vt 〉 〈∂2vt 〉 · · · 〈∂tvt 〉

⎞
⎟⎟⎟⎠ .

For each j ≥ 0, define

�
(j)
t =

j∑
i=0

(�t� t )
i�t

(
��

t ��
t

)j−i +
j−1∑
i=0

(�t� t )
i�t�t�

�
t

(
��

t ��
t

)j−1−i
,(5.9)

	
(j)
t =

j∑
i=0

(� t�t )
i�t

(
��

t ��
t

)j−i +
j−1∑
i=0

(� t�t )
i� t�t�

�
t

(
��

t ��
t

)j−1−i
.(5.10)

The second summations of (5.9) and (5.10) are not present for j = 0. So, for example,

�
(0)
t = �t ,

�
(1)
t = �t� t�t + �t�t�

�
t + �t�

�
t ��

t ,

�
(2)
t = �t� t�t� t�t + �t� t�t�t�

�
t + �t� t�t�

�
t ��

t

+ �t�t�
�
t ��

t ��
t + �t�

�
t ��

t ��
t ��

t ,

	
(0)
t = �t

	
(1)
t = � t�t�t + � t�t�

�
t + �t�

�
t ��

t ,



AMP FOR ROTATIONALLY INVARIANT MATRICES 217

	
(2)
t = � t�t� t�t�t + � t�t� t�t�

�
t + � t�t�t�

�
t ��

t

+ � t�t�
�
t ��

t ��
t + �t�

�
t ��

t ��
t ��

t .

Let {κ2k}k≥1 be the rectangular free cumulants with aspect ratio γ = m/n corresponding
to the sequence of even moments

m2k = 1

m

min(m,n)∑
i=1

λ2k
i ,(5.11)

as defined in Section 2.4. Note that we always use the normalization 1/m, so these are the
moments of λλλ padded by m − n additional 0’s if m > n.

Define the t × t matrices

At =
( ∞∑

j=0

κ2(j+1)� t (�t� t )
j

)�
, Bt =

(
γ

∞∑
j=0

κ2(j+1)�t (� t�t )
j

)�
,(5.12)

�t =
∞∑

j=0

κ2(j+1)	
(j)
t , �t = γ

∞∑
j=0

κ2(j+1)�
(j)
t .(5.13)

These are in fact finite series, as it may be verified that

� t (�t� t )
j = 0 for j ≥ t + 1,

�t (� t�t )
j = 0 for j ≥ t,

	
(j)
t = 0 for j ≥ 2t,

�
(j)
t = 0 for j ≥ 2t − 1.

So, for example,

A1 = κ2�
�
1 , A2 = κ2�

�
2 + κ4(�2�2�2)

�, . . .

B1 = 0, B2 = γ κ2�
�
2 , B3 = γ κ2�

�
3 + γ κ4(�3�3�3)

�, . . .

�1 = κ2	
(0)
1 + κ4	

(1)
1 , �2 = κ2	

(0)
2 + κ4	

(1)
2 + κ6	

(2)
2 + κ8	

(3)
2 , . . .

�1 = γ κ2�
(0)
1 , �2 = γ κ2�

(0)
2 + γ κ4�

(1)
2 + γ κ6�

(2)
2 , . . . .

The matrices At and Bt are upper triangular, with the forms

At =

⎛
⎜⎜⎜⎝

a11 a21 · · · at1
a22 · · · at2

. . .
...

att

⎞
⎟⎟⎟⎠ , Bt =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 b21 b31 · · · bt1
0 b32 · · · bt2

. . .
. . .

...

0 bt,t−1
0

⎞
⎟⎟⎟⎟⎟⎟⎠

.

The debiasing coefficients at1, . . . , att , bt1, . . . , bt,t−1 in (5.3) and (5.5) are defined as the last
columns of At and Bt . Under the conditions to be imposed in Assumption 5.2, these matrices
all have deterministic t × t limits(

�∞
t ,�∞

t ,�∞
t ,�∞

t ,A∞
t ,B∞

t ,�∞
t ,�∞

t

) = lim
m,n→∞(�t ,�t ,�t ,� t ,At ,Bt ,�t ,�t ).

The matrices �∞
t and �∞

t are the covariances in the state evolutions for (y1, . . . ,yt ) and
(z1, . . . , zt ). As in the symmetric square setting, the debiasing coefficients in (5.3) and (5.5)
may be replaced by their limits a∞

ts and b∞
ts , or by any consistent estimates of these limits.

We make the following observations about the above definitions:
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1. The upper left (t −1)× (t −1) submatrices of At ,Bt ,�t ,�t coincide with the matrices
At−1,Bt−1,�t−1,�t−1.

2. For each t ≥ 1, At ,Bt ,�t ,�t depend respectively only on the rectangular free cumu-
lants of λλλ up to the orders κ2t , κ2t−2, κ4t , κ4t−2.

3. The matrices At ,�t depend on u1, . . . ,ut ,v1, . . . ,vt and their derivatives. The matrices
Bt ,�t depend on u1, . . . ,ut ,v1, . . . ,vt−1 and their derivatives, but they do not depend on vt

or its derivatives. (Thus the debiasing coefficients and state evolution for zt in (5.3) are well
defined before defining vt in (5.4).)

The first two statements are analogous to our observations in the symmetric square setting.
The third statement holds from the definitions of Bt and �t in (5.12)–(5.13), because the last
column of �t is 0, so �t� t does not depend on the last row of � t , and �t�t�

�
t does not

depend on the last row or column of �t .

REMARK 5.1. In the Gaussian setting where W has i.i.d. N (0,1/n) entries, the limit
spectral distribution of WW� is the Marcenko–Pastur law, with limiting rectangular free
cumulants

κ∞
2 = 1, κ∞

2j = 0 for all j ≥ 2.

This yields simply

A∞
t = (

�∞
t

)�
, B∞

t = γ
(
�∞

t

)�
, �∞

t = �∞
t , �t = γ�∞

t .

If we further specialize to an algorithm where vt depends only on zt and ut+1 depends only
on yt , then 〈∂sut 〉 = 0 for all s �= t − 1 and 〈∂szt 〉 = 0 for all s �= t . This yields the Gaussian
AMP algorithm

zt = W�ut − γ 〈∂t−1ut 〉vt−1,

vt = vt (zt ,F),

yt = Wvt − 〈∂tvt 〉ut ,

ut+1 = ut+1(yt ,E),

as studied in [3], Section 3. Furthermore, the state evolution is such that zt has the empirical
limit N (0,ω∞

t t ) where ω∞
t t = limm,n→∞ γ · 〈u2

t 〉, and yt has the empirical limit N (0, σ∞
t t )

where σ∞
t t = limm,n→∞〈v2

t 〉.
Note that outside of this Gaussian setting, in general we do not have the identities �t = �t

and �t = γ�t even when W is normalized such that κ2 = 1.

5.2. Main result. We impose the following assumptions on the model (5.1)–(5.2) and the
AMP iterates (5.3)–(5.6). Again, we do not require here vt (·) and ut+1(·) to be Lipschitz.

ASSUMPTION 5.2.

(a) m,n → ∞ such that m/n = γ ∈ (0,∞) is a fixed constant.
(b) O ∈ R

m×m and Q ∈ R
n×n are independent random and Haar-uniform orthogonal ma-

trices.
(c) λλλ ∈ R

min(m,n) is independent of O,Q and satisfies λλλ
W→ � almost surely as m,n → ∞,

for a random variable � having finite moments of all orders.

(d) u1 ∈ R
m, E ∈ R

m×k and F ∈ R
n×� are independent of O,Q and satisfy (u1,E)

W→
(U1,E) and F

W→ F almost surely as m,n → ∞, where (U1,E) ≡ (U1,E1, . . . ,Ek) and
F ≡ (F1, . . . ,F�) are random vectors having finite moments of all orders.
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(e) Each function vt : Rt+� → R and ut+1 : Rt+k → R satisfies (2.1) for some C > 0 and
p ≥ 1. Writing their arguments as (z, f ) and (y, e) where z, y ∈ R

t , f ∈ R
� and e ∈ R

k , vt

is weakly differentiable in z and continuous in f , and ut+1 is weakly differentiable in y and
continuous in e. For each s = 1, . . . , t , ∂svt and ∂sut+1 also satisfy (2.1) for some C > 0
and p ≥ 1, where ∂svt (z, f ) is continuous at Lebesgue-a.e. z ∈ R

t for every f ∈ R
�, and

∂sut+1(y, e) is continuous at Lebesgue-a.e. y ∈ R
t for every e ∈R

k .
(f) Var[�] > 0 and E[U2

1 ] > 0. Letting (Z1, . . . ,Zt ) ∼ N (0,�∞
t ) be independent of F ,

there do not exist constants α1, . . . , αt , β1, . . . , βt−1 for which

vt (Z1, . . . ,Zt ,F ) =
t∑

s=1

αsZs +
t−1∑
s=1

βsvs(Z1, . . . ,Zs,F )

with probability 1 over (F,Z1, . . . ,Zt ). Letting (Y1, . . . , Yt ) ∼ N (0,�∞
t ) be independent of

(U1,E), there do not exist constants α1, . . . , αt , β1, . . . , βt for which

ut+1(Y1, . . . , Yt ,E) =
t∑

s=1

αsYs + β1U1 +
t∑

s=2

βsus(Y1, . . . , Ys−1,E)

with probability 1 over (U1,E,Y1, . . . , Yt ).

As in the symmetric square setting, we clarify that Theorem 5.3 below establishes the
existence of �∞

t when condition (f) holds for u1, . . . , ut and v1, . . . , vt−1, and this limit �∞
t

then defines condition (f) for vt . Similarly, the theorem establishes the existence of �∞
t when

condition (f) holds for u1, . . . , ut and v1, . . . , vt , and this limit �∞
t then defines the condition

for ut+1. This condition (f) is a nondegeneracy assumption that will hold as long as ut+1(·)
and vt (·) depend nonlinearly on yt and zt , respectively.

THEOREM 5.3. Under Assumption 5.2, for each fixed t ≥ 1, almost surely as n → ∞:
�t → �∞

t and �t → �∞
t for some deterministic nonsingular matrices �∞

t and �∞
t . Also,

(u1, . . . ,ut+1,y1, . . . ,yt ,E)
W→ (U1, . . . ,Ut+1, Y1, . . . , Yt ,E),

(v1, . . . ,vt , z1, . . . , zt ,F)
W→ (V1, . . . , Vt ,Z1, . . . ,Zt ,F ),

where (Y1, . . . , Yt ) ∼ N (0,�∞
t ) is independent of (U1,E); (Z1, . . . ,Zt ) ∼ N (0,�∞

t )

is independent of F ; Us = us(Z1, . . . ,Zs−1,E) for each s = 2, . . . , t + 1; and Vs =
vs(Z1, . . . ,Zs,F ) for each s = 1, . . . , t .

The limits �∞
t and �∞

t are given by replacing 〈usus′ 〉, 〈vsvs′ 〉, 〈∂s′us〉, 〈∂s′vs〉, and κ2k

in the definitions (5.8)–(5.9) and (5.13) with E[UsUs′ ], E[VsVs′ ], E[∂s′us(Y1, . . . , Ys−1,E)],
E[∂s′vs(Z1, . . . ,Zs,F )], and κ∞

2k .
The proof of this result is provided in Appendix B. As in Corollary 4.4, we may remove the

nondegeneracy condition in Assumption 5.2(f) if vt and ut+1 are continuously-differentiable
and Lipschitz. This is stated in the following corollary. The proof follows the same argument
as that of Corollary 4.4, and we omit this for brevity.

COROLLARY 5.4. Suppose Assumption 5.2(a)–(d) holds, lim supn→∞ ‖λλλ‖∞ < ∞, each
function vt :Rt+� →R and ut+1 :Rt+k →R is continuously-differentiable, and∣∣vt (z, f ) − vt

(
z′, f

)∣∣ ≤ C
∥∥z − z′∥∥, ∣∣ut+1(y, e) − ut+1

(
y′, e

)∣∣ ≤ C
∥∥y − y′∥∥
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for a constant C > 0 and all z, z′, y, y′ ∈ R
t , e ∈ R

k , and f ∈ R
�. Then for each fixed t ≥

1, almost surely as n → ∞: �t → �∞
t and �t → �∞

t for some deterministic (possibly
singular) matrices �∞

t and �∞
t , and

(u1, . . . ,ut+1,y1, . . . ,yt ,E)
W2→ (U1, . . . ,Ut+1, Y1, . . . , Yt ,E),

(v1, . . . ,vt , z1, . . . , zt ,F)
W2→ (V1, . . . , Vt ,Z1, . . . ,Zt ,F ),

where these limits are as defined in Theorem 5.3.

6. Proof ideas. We describe here the main ideas of the proofs. In the setting of a sym-
metric square matrix W ∈ R

n×n, the basic strategy is to write W = O����O, and to express
the AMP iterations (1.2)–(1.3) in an expanded form as

rt = Out ,(6.1)

st = O����rt ,(6.2)

zt = st − bt1u1 − · · · − bttut ,(6.3)

ut+1 = ut+1(z1, . . . , zt ).(6.4)

All analyses are performed conditional on u1 and ���, so that the only randomness is in the
Haar-orthogonal matrix O. We apply Bolthausen’s conditioning technique [11], analyzing se-
quentially each iterate r1, s1, z1,u2, r2, . . . conditional on all preceding iterates. This requires
understanding the law of O conditional on events of the form

OX = Y,

which was shown in [54, 62] to be

O|OX=Y
L= X

(
X�X

)−1Y� + �X⊥Õ��
Y⊥ .(6.5)

Here, �X⊥ and �Y⊥ are matrices with orthonormal columns spanning the orthogonal com-
plements of the column spans of X and Y, and Õ is an independent Haar-orthogonal matrix.
Applying (6.5) to the appearances of O in (6.1)–(6.2), we will exhibit decompositions

rt = r‖ + r⊥, st = s‖ + s⊥.

The vectors r⊥ and s⊥ arise from the second term of (6.5) and have empirical distributions
that are approximately Gaussian conditional on the preceding iterates. The vectors r‖ and
s‖ arise from the first term of (6.5), are deterministic conditional on the preceding iterates
and represent biases, respectively, in the directions of (r1, . . . , rt−1,���rt−1, . . . ,���rt−1) and
(u1, . . . ,ut , z1, . . . , zt−1). The Onsager correction by bt1u1 + · · · + bttut in (6.3) is defined
to exactly cancel the component of this bias s‖ in (u1, . . . ,ut ), so that (z1, . . . , zt ) has an
approximate joint Gaussian law. When the spectrum of W converges to Wigner’s semicircle
law, the forms of r‖ and s‖ and variances of r⊥ and s⊥ are more straightforward to track
across iterations, and this produces a slightly different proof of the AMP analyses in [3, 11].

When the spectrum of W does not converge to the semicircle law, two difficulties arise
in carrying out this conditional analysis. First, the forms of r‖, r⊥, s‖, s⊥ in iteration T will
depend on

n−1u�
s Wkut ≡ n−1r�

s ���krt for k = 1,2 and s, t ≤ T .

These values will in turn depend on

n−1u�
s Wkut ≡ n−1r�

s ���krt for k = 1, . . . ,4 and s, t ≤ T − 1,
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which will in turn depend on

n−1u�
s Wkut ≡ n−1r�

s ���krt for k = 1, . . . ,6 and s, t ≤ T − 2,

and so forth. The final dependence is on n−1u�
1 Wku1 for k = 1, . . . ,2T , whose large-n limits

are given by the first 2T moments of the limit spectral distribution of W, because the initial-
ization u1 is independent of W which is rotationally invariant in law. The free cumulants of
W that appear in the final forms of the Onsager correction and state evolution emerge by
tracking these dependences. To provide an inductive argument that can describe these depen-
dences for arbitrary iterations, our proof establishes a precise form of

lim
n→∞n−1u�

s Wkut

for every fixed moment k ≥ 0 and all fixed iterates s, t ≥ 1. These forms depend on com-
binatorial coefficients that we call “partial moment coefficients,” defined by summing over
certain subsets of the noncrossing partition lattice, and which interpolate between the mo-
ments and free cumulants of the spectral distribution of W. We define these coefficients in
Appendix A.1.

A second technical difficulty which arises is that for the resulting conditioning events
OX = Y, the form of the matrix X�X in (6.5) becomes complicated, depending on series
of matrices with these partial moment coefficients, and (X�X)−1 does not admit a tractable
description. Instead, we handle matrix-vector products (X�X)−1v arising in the computation
by “guessing” the form w for this product, and then verifying that (X�X)w = v. This type
of verification is contained in Lemma A.3, and relies on combinatorial identities for these
partial moment coefficients.

The proof ideas in the rectangular setting are similar: We write W = O����Q and express
(1.5)–(1.8) in an expanded form analogous to (6.1)–(6.4) above. A key component of the
proof is then to identify the large-(m,n) limits of the four quantities

m−1u�
s

(
WW�)kut , m−1v�

s W�(
WW�)kut ,

n−1u�
s W

(
W�W

)kvt , n−1v�
s

(
W�W

)kvt

for all fixed moments k ≥ 0 and iterates s, t ≥ 1. These will depend on certain partial mo-
ment coefficients that interpolate between the moments and rectangular free cumulants of
the limit singular value distribution of W, and which are defined by summing over subsets
of the lattice of noncrossing partitions of sets with even cardinality. These coefficients are
defined in Appendix B.1, and the corresponding identities involving (X�X)−1 are contained
in Lemma B.3.

For the analyses of the Bayes-AMP algorithms for PCA in Section 3, part (a) of Theo-
rems 3.1 and 3.4 are straightforward consequences of the results for the general AMP algo-
rithms. Part (b) of these theorems require an analysis of the state evolutions for the single-
iterate posterior mean denoisers, which we carry out in Appendix C.2. This analysis applies
a contractive mapping argument to show that for sufficiently large signal strengths, the matri-
ces �t , �t , �t and �t all converge as t → ∞ in a space of “infinite matrices” equipped with
a weighted �∞ metric.
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SUPPLEMENTARY MATERIAL

Supplementary appendices (DOI: 10.1214/21-AOS2101SUPP; .pdf). The supplemen-
tary appendices contain the proofs of the theoretical results.
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