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#### Abstract

We consider the Wasserstein distance between a sample distribution and the set of normal distributions as a measure of nonnormality. By considering the standardized version of this distance we obtain a version of Shapiro-Wilk's test of normality. The asymptotic behavior of the statistic is studied using approximations of the quantile process by Brownian bridges. This method differs from the "ad hoc" method of de Wet and Venter and permits a similar analysis for testing other location scale families.


1. Introduction. Goodness-of-fit tests are often based on some distances between probability laws (p.l.'s). In this work we follow this approach by using the $L_{2}$-Wasserstein distance between a fixed distribution and a location scale family of probability distributions on $\mathbb{R}$. We focus on the (more interesting) normal case, but our approach can be used to cover other distributions (see [8] for details).

Let $\mathscr{P}_{2}(\mathbb{R})$ be the set of probabilities on $\mathbb{R}$ with finite second moment. For probabilities $P_{1}$ and $P_{2}$ in $\mathscr{P}_{2}(\mathbb{R})$, the $L_{2}$-Wasserstein distance between $P_{1}$ and $P_{2}$ is defined as

$$
\mathscr{W}\left(P_{1}, P_{2}\right):=\inf \left\{\left[E\left(X_{1}-X_{2}\right)^{2}\right]^{1 / 2}: \mathscr{L}\left(X_{1}\right)=P_{1}, \mathscr{L}\left(X_{2}\right)=P_{2}\right\}
$$

For distributions $P_{1}$ and $P_{2}$ on $\mathbb{R}$ the distance $\mathscr{W}$ can be explicitly calculated (see, e.g., [1]):

$$
\begin{equation*}
\mathscr{W}\left(P_{1}, P_{2}\right)=\left[\int_{0}^{1}\left(F_{1}^{-1}(t)-F_{2}^{-1}(t)\right)^{2} d t\right]^{1 / 2} \tag{1.1}
\end{equation*}
$$

where $F_{1}^{-1}$ and $F_{2}^{-1}$ are the quantile functions of $P_{1}$ and $P_{2}$, respectively [recall that for a distribution function $F$ the quantile function $F^{-1}$ is defined by $F^{-1}(t)=\inf \{s: F(s) \geq t\}$ and note that the right-hand side of (1.1) is equal to $\left[E\left(F_{1}^{-1}(U)-F_{2}^{-1}(U)\right)^{2}\right]^{1 / 2}$, where $U$ is a r.v. with uniform distribution on $(0,1)]$.

For simplification of notation we will often identify a probability law with its distribution function (d.f.). The d.f. of the standard normal law will be denoted by $\Phi$ and its density by $\phi$. We write $\mathscr{H}_{\mathscr{N}}:=\{H: H(x)=\Phi((x-\mu) / \sigma), \mu \in \mathbb{R}$, $\sigma>0\}$ for the class of normal laws on the line.

[^0]Now, observe that if $P \in \mathscr{P}_{2}(\mathbb{R})$ has d.f. $F$, mean $\mu_{0}$ and standard deviation $\sigma_{0}$, then

$$
\begin{align*}
\mathscr{W}^{2}\left(P, \mathscr{H}_{\mathscr{N}}\right) & :=\inf \left\{\mathscr{W}^{2}(P, H), H \in \mathscr{H}_{\mathcal{N}}\right\} \\
& =\inf _{\sigma>0}\left\{\int_{0}^{1}\left(F^{-1}(t)-\mu_{0}-\sigma \Phi^{-1}(t)\right)^{2} d t\right\} \\
& =\sigma_{0}^{2}-\left(\int_{0}^{1}\left(F^{-1}(t)-\mu_{0}\right) \Phi^{-1}(t) d t\right)^{2}  \tag{1.2}\\
& =\sigma_{0}^{2}-\left(\int_{0}^{1} F^{-1}(t) \Phi^{-1}(t) d t\right)^{2}
\end{align*}
$$

Thus, the normal law closest to $P$ is given by $\sigma=\int_{0}^{1} F^{-1}(t) \Phi^{-1}(t) d t$ and $\mu=\mu_{0}$. Note also that the ratio $\mathscr{W}^{2}\left(P, \mathscr{H}_{\mathscr{N}}\right) / \sigma_{0}^{2}$ is not affected by location or scale changes on $P$. Hence, it can be considered as a measure of nonnormality.

Now let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample with underlying d.f. $F$ and let $F_{n}$ denote its empirical d.f. and $S_{n}^{2}$ the sample variance. A sample version of $\mathscr{W}^{2}\left(P, \mathscr{H}_{\mathscr{N}}\right) / \sigma_{0}^{2}$ is given by

$$
\begin{equation*}
\mathscr{R}_{n}:=\frac{\mathscr{W}^{2}\left(P_{n}, \mathscr{H}_{\mathscr{N}}\right)}{S_{n}^{2}}=1-\frac{\left(\int_{0}^{1} F_{n}^{-1}(t) \Phi^{-1}(t) d t\right)^{2}}{S_{n}^{2}} \tag{1.3}
\end{equation*}
$$

This quantity can be used as a test statistic for the hypothesis of normality. In fact, $\mathscr{R}_{n}$ is connected with correlation tests and in particular with the ShapiroWilk's test of normality; see [14]. This has been noted, in the context of normal probability plots, in [2]. Moreover, $\mathscr{R}_{n}$ is asymptotically equivalent to ShapiroWilk statistics, Shapiro-Francia statistics and De Wet-Venter statistics. This can be obtained from the results in [11] and [15].

For literature concerning statistics related to Shapiro-Wilk's $W$ statistic, see [7], [9], [11], [15] or [12]. All the proofs of the asymptotic behavior of any of these statistics given in [11], [15] and [12] rely on the results in [9].

Some other statistical applications of $L_{2}$-Wasserstein statistics can be found in [13]. Here, a trimmed version of the $L_{2}$-Wasserstein distance is considered as a dissimilarity measure between distributions and the asymptotic normality of its empirical version is shown.

The purpose of this paper is to analyze the asymptotic behaviour of $\mathscr{R}_{n}$ through approximations of quantile processes by Brownian bridges, $B(t)$. This approach was also used in [3] to treat a simplified version of $W$, but the proof makes heavy use of the results in [9] to give a sense to the limit expression,

$$
\begin{equation*}
Z:=\int_{0}^{1} \frac{B^{2}(t)-E B^{2}(t)}{\left(\phi\left(\Phi^{-1}(t)\right)\right)^{2}} d t \tag{1.4}
\end{equation*}
$$

Note that $Z$ is not defined because the set of trajectories of a Brownian bridge $B(t)$ for which the function $\left.t \mapsto\left(B^{2}(t)-E B^{2}(t)\right) /\left(\phi\left(\Phi^{-1}(t)\right)\right)^{2}\right)$ is integrable has probability zero. This difficulty will be circumvented in Theorem 2,
where we will show that the sequence

$$
\left\{\int_{1 / n}^{1-1 / n} \frac{B^{2}(t)-E B^{2}(t)}{\left(\phi\left(\Phi^{-1}(t)\right)\right)^{2}} d t\right\}_{n}
$$

is an $L_{2}$-Cauchy sequence, so we can define $Z$ as the $L_{2}$-limit of this sequence.
We should remark that the ambitious program on the convergence of integrals of empirical and quantile processes developed in [4], [5] and [6] does not cover our results.

We also remark that the present approach can be applied to other location scale families, including those with heavy tails (see [8] for details).
2. The results. The normal law closest to the empirical d.f. $F_{n}$ has mean $\hat{\mu}_{n}=\mu\left(F_{n}\right)=\bar{X}_{n}$ and standard deviation

$$
\hat{\sigma}_{n}=\sum_{k=1}^{n} X_{k n} \int_{(k-1) / n}^{k / n} \Phi^{-1}(t) d t
$$

if we denote the order statistic by $X_{k n}, k=1,2, \ldots, n$.
Our measure of nonnormality is then

$$
\mathscr{R}_{n}=\frac{\mathscr{W}^{2}\left(P_{n}, \mathscr{H}_{\mathscr{N}}\right)}{S_{n}^{2}}=1-\frac{\hat{\sigma}_{n}^{2}}{S_{n}^{2}},
$$

where $S_{n}^{2}=(1 / n) \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2}$ is the variance of the sample distribution. We will study $\mathscr{R}_{n}$ under the hypothesis $F(x)=\Phi\left(\left(x-\mu_{0}\right) / \sigma_{0}\right)$.

The invariance of $\mathscr{R}_{n}$ with respect to location or scale changes, allows us to assume $F=\Phi$ and, by the convergence $S_{n}^{2} \rightarrow \sigma^{2}(\Phi)=1$ a.s., we can study the asymptotic behavior of $\mathscr{R}_{n}$ through that of $S_{n}^{2} \mathscr{R}_{n}$. We use the following decomposition:

$$
\begin{align*}
0 \leq \mathscr{R}_{n}^{*}:= & S_{n}^{2} \mathscr{R}_{n}=\int_{0}^{1}\left(F_{n}^{-1}(t)-\Phi^{-1}(t)\right)^{2} d t \\
& -\left(\int_{0}^{1}\left(F_{n}^{-1}(t)-\Phi^{-1}(t)\right) d t\right)^{2}  \tag{2.1}\\
& -\left(\int_{0}^{1}\left(F_{n}^{-1}(t)-\Phi^{-1}(t)\right) \Phi^{-1}(t) d t\right)^{2} \\
:= & \mathscr{R}_{n}^{(1)}-\mathscr{R}_{n}^{(2)}-\mathscr{R}_{n}^{(3)} .
\end{align*}
$$

Observe that $n \mathscr{R}_{n}^{(2)}=\left(n^{1 / 2} \bar{X}_{n}\right)^{2}$ has a $\chi_{1}^{2}$ asymptotic law. On the other hand,

$$
n \mathscr{R}_{n}^{(3)}=\left(n^{1 / 2}\left(\int_{0}^{1} F_{n}^{-1}(t) \Phi^{-1}(t) d t-1\right)\right)^{2}=\left(n^{1 / 2}\left(\hat{\sigma}_{n}-1\right)\right)^{2}
$$

has a scaled $\chi_{1}^{2}$ asymptotic law. Note that $n \mathscr{R}_{n}^{(1)}$ is the statistic $L_{n}^{0}$ of De Wet and Venter. We need a joint treatment of $\left(\mathscr{R}_{n}^{(1)}, \mathscr{R}_{n}^{(2)}, \mathscr{R}_{n}^{(3)}\right)$. Note also that

$$
\begin{align*}
\mathscr{R}_{n}^{(1)} & =\int_{0}^{1}\left(\frac{\rho_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)}\right)^{2} d t  \tag{2.2}\\
\mathscr{R}_{n}^{(2)} & =\left(\int_{0}^{1} \frac{\rho_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2}  \tag{2.3}\\
\mathscr{R}_{n}^{(3)} & =\left(\int_{0}^{1} \frac{\rho_{n}(t) \Phi^{-1}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2} \tag{2.4}
\end{align*}
$$

where $\rho_{n}$ is the quantile process defined by

$$
\rho_{n}(t):=n^{1 / 2} \phi\left(\Phi^{-1}(t)\right)\left(\Phi^{-1}(t)-F_{n}^{-1}(t)\right), \quad 0 \leq t \leq 1,
$$

We will use the following result on $\rho_{n}$.
Theorem 1 (see Theorem 6.2.1 in [5]). On a rich enough probability space we can define a sequence of Brownian bridges $\left\{B_{n}(t), 0 \leq t \leq 1\right\}_{n}$ such that

$$
n^{(1 / 2)-\nu} \sup _{1 /(n+1) \leq t \leq 1-(1 /(n+1)} \frac{\left|\rho_{n}(t)-B_{n}(t)\right|}{(t(1-t))^{\nu}}= \begin{cases}O_{P}(\log n), & \text { if } \nu=0 \\ O_{P}(1), & \text { if } 0<\nu \leq \frac{1}{2}\end{cases}
$$

Before we make use of the approximation of $\rho_{n}$, given in Theorem 1, we treat the behavior of the integrals in (2.2), (2.3) and (2.4) at the boundary.

Proposition 1. If $\left\{X_{i n}, i=1, \ldots, n\right\}$ is the ordered sample obtained from an i.i.d. sample with standard normal law, then

$$
n \int_{0}^{1 / n}\left(X_{1 n}-\Phi^{-1}(t)\right)^{2} d t \rightarrow_{p} 0 \quad \text { and } \quad n \int_{1-1 / n}^{1}\left(X_{n n}-\Phi^{-1}(t)\right)^{2} d t \rightarrow_{p} 0
$$

Proof. By symmetry it suffices to consider the behavior of $\left\{X_{1 n}\right\}_{n}$. It is well known (see, e.g., [10]) that $a_{n}\left(X_{1 n}-b_{n}\right)$ converges weakly to a nondegenerate limit law for some $a_{n} \rightarrow \infty$ and $b_{n}=\Phi^{-1}(1 / n)$. Hence

$$
n \int_{0}^{1 / n}\left(X_{1 n}-b_{n}\right)^{2} d t=\left(X_{1 n}-b_{n}\right)^{2} \rightarrow_{p} 0
$$

The result follows from

$$
\begin{equation*}
n \int_{0}^{1 / n}\left(b_{n}-\Phi^{-1}(t)\right)^{2} d t \rightarrow 0 \tag{2.5}
\end{equation*}
$$

Claim (2.5) is an easy consequence of l'Hôpital's rule and the well-known equivalence $\phi\left(\Phi^{-1}(x)\right) \approx\left|\Phi^{-1}(x)\right| x$ as $x \rightarrow 0$, as follows:

$$
\begin{aligned}
\lim _{x \rightarrow 0} \frac{1}{x} \int_{0}^{x}\left(\Phi^{-1}(x)-\Phi^{-1}(t)\right)^{2} d t & =\lim _{x \rightarrow 0} \frac{2 \int_{0}^{x} \Phi^{-1}(x)-\Phi^{-1}(t) d t}{\phi\left(\Phi^{-1}(x)\right)} \\
& =\lim _{x \rightarrow 0} \frac{-2 x}{\Phi^{-1}(x) \phi\left(\Phi^{-1}(x)\right)}=0 .
\end{aligned}
$$

Proposition 2. On an adequate probability space, there exists a sequence $\left\{B_{n}(t)\right\}_{n}$ of Brownian bridges such that the statistic $n \mathscr{R}_{n}^{*}=n\left(S_{n}^{2}-\hat{\sigma}_{n}^{2}\right)$ fulfills

$$
\begin{aligned}
n \mathscr{R}_{n}^{*}-\left(\int_{1 /(n+1)}^{n /(n+1)}\left(\frac{B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)}\right)^{2} d\right. & t-\left(\int_{1 /(n+1)}^{n /(n+1)} \frac{B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2} \\
& \left.-\left(\int_{1 /(n+1)}^{n /(n+1)} \frac{B_{n}(t) \Phi^{-1}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2}\right) \rightarrow_{p} 0 .
\end{aligned}
$$

Proof. From Proposition 1 and the obvious inequality (valid for every Borel set A),

$$
\int_{A}\left(F_{n}^{-1}-\Phi^{-1}\right)^{2} \geq\left(\int_{A}\left(F_{n}^{-1}-\Phi^{-1}\right)\right)^{2} \vee\left(\int_{A}\left(F_{n}^{-1}-\Phi^{-1}\right) \Phi^{-1}\right)^{2},
$$

it follows that

$$
\begin{aligned}
n \mathscr{R}_{n}^{*}-\left(\int_{1 /(n+1)}^{n /(n+1)}\left(\frac{\rho_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)}\right)^{2} d\right. & -\left(\int_{1 /(n+1)}^{n /(n+1)} \frac{\rho_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2} \\
& \left.-\left(\int_{1 /(n+1)}^{n /(n+1)} \frac{\rho_{n}(t) \Phi^{-1}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2}\right) \rightarrow_{p} 0 .
\end{aligned}
$$

Therefore, our claim reduces to showing that (on an adequate space)

$$
\begin{align*}
L_{n}^{(1)}:= & \int_{1 /(n+1)}^{n /(n+1)}\left(\frac{\rho_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)}\right)^{2} d t \\
& -\int_{1 /(n+1)}^{n /(n+1)}\left(\frac{B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)}\right)^{2} d t \rightarrow_{p} 0, \\
L_{n}^{(2)}:= & \left(\int_{1 /(n+1)}^{n /(n+1)} \frac{\rho_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2}  \tag{2.6}\\
& -\left(\int_{1 /(n+1)}^{n /(n+1)} \frac{B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2} \rightarrow_{p} 0 \text { and } \\
L_{n}^{(3)}:= & \left(\int_{1 /(n+1)}^{n /(n+1)} \frac{\rho_{n}(t) \Phi^{-1}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2} \\
& -\left(\int_{1 /(n+1)}^{n /(n+1)} \frac{B_{n}(t) \Phi^{-1}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2} \rightarrow_{p} 0 .
\end{align*}
$$

We will study first the asymptotic behavior of $L_{n}^{(1)}$. Theorem 1 guarantees the existence of a sequence of Brownian bridges such that, for every
$\nu \in(0,1 / 2):$

$$
\begin{aligned}
& \left|\int 1 /(n+1)^{n /(n+1)}\left(\frac{\rho_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)}\right)^{2} d t-\int_{1 /(n+1)}^{n /(n+1)}\left(\frac{B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)}\right)^{2} d t\right| \\
& \quad \leq \int_{1 /(n+1)}^{n /(n+1)}\left(\frac{\rho_{n}(t)-B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)}\right)^{2} d t+2 \int_{1 /(n+1)}^{n /(n+1)} \frac{\left|\rho_{n}(t)-B_{n}(t)\right|\left|B_{n}(t)\right|}{\phi\left(\Phi^{-1}(t)\right)^{2}} d t \\
& \leq \\
& \quad O_{p}(1) n^{2 \nu-1} \int_{1 /(n+1)}^{n /(n+1)} \frac{(t(1-t))^{2 \nu}}{\phi\left(\Phi^{-1}(t)\right)^{2}} d t \\
& \quad+O_{p}(1) n^{\nu-\frac{1}{2}} \int_{1 /(n+1)}^{n /(n+1)} \frac{\left.(t(1-t))^{\nu} \mid B_{n}(t)\right) \mid}{\phi\left(\Phi^{-1}(t)\right)^{2}} d t \\
& \quad:=A_{n}^{(1)}+A_{n}^{(2)}
\end{aligned}
$$

However if $0<\alpha<1$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{\alpha-1} \int_{1 /(n+1)}^{n /(n+1)} \frac{(t(1-t))^{\alpha}}{\phi\left(\Phi^{-1}(t)\right)^{2}} d t=0 \tag{2.7}
\end{equation*}
$$

because the equivalence $|x| \Phi(x) \approx \phi(x)$, as $x \rightarrow-\infty$, easily shows that

$$
\begin{aligned}
n^{\alpha-1} & \int_{1 /(n+1)}^{1 / 2} \frac{t^{\alpha}}{\phi\left(\Phi^{-1}(t)\right)^{2}} d t \\
\quad= & \frac{-n^{\alpha-1}}{(n+1)^{\alpha}} \frac{\Phi^{-1}(1 /(n+1))}{\phi\left(\Phi^{-1}(1 /(n+1))\right)} \\
& \quad-n^{\alpha-1} \int_{1 /(n+1)}^{1 / 2} \frac{\alpha t^{\alpha-1} \phi\left(\Phi^{-1}(t)\right)+t^{\alpha} \Phi^{-1}(t)}{\phi\left(\Phi^{-1}(t)\right)^{2}} \Phi^{-1}(t) d t \rightarrow 0 .
\end{aligned}
$$

Therefore $A_{n}^{(1)} \rightarrow_{p} 0$. On the other hand, also for $\nu \in(0,1 / 2)\left[\right.$ taking $\alpha=\nu+\frac{1}{2}$ in (2.7)],

$$
\begin{aligned}
& E\left[n^{\nu-1 / 2} \int_{1 / n}^{n /(n+1)} \frac{\left.(t(1-t))^{\nu} \mid B_{n}(t)\right) \mid}{\phi\left(\Phi^{-1}(t)\right)^{2}} d t\right] \\
& \quad=n^{\nu-1 / 2} \int_{1 / n}^{n /(n+1)} \frac{(t(1-t))^{\nu+1 / 2}}{\phi\left(\Phi^{-1}(t)\right)^{2}} d t \rightarrow 0
\end{aligned}
$$

thus $A_{n}^{(2)} \rightarrow_{p} 0$. This shows that $L_{n}^{(1)} \rightarrow_{p} 0$.
Let us now consider $L_{n}^{(2)}$. We can rewrite it as follows:

$$
\begin{equation*}
L_{n}^{(2)}=\left(\int_{1 /(n+1)}^{n /(n+1)} \frac{\rho_{n}(t)-B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)\left(\int_{1 /(n+1)}^{n /(n+1)} \frac{\rho_{n}(t)+B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right) \tag{2.8}
\end{equation*}
$$

The first factor on the right-hand side of (2.8) is bounded by

$$
\begin{equation*}
\left[\int_{1 /(n+1)}^{n /(n+1)}\left(\frac{\rho_{n}(t)-B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)}\right)^{2} d t\right]^{1 / 2} \rightarrow_{p} 0 \tag{2.9}
\end{equation*}
$$

where the last convergence is a consequence of the convergence $A_{n}^{(1)} \rightarrow_{p} 0$ shown above. Moreover, it is well known that the law of

$$
\int_{1 /(n+1)}^{n /(n+1)} \frac{B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t
$$

is $N\left(0, \sigma_{1}^{2}(1 /(n+1))\right)$, with

$$
\sigma_{1}^{2}(x):=\int_{x}^{1-x} \int_{x}^{1-x} \frac{u \wedge v-u v}{\phi\left(\Phi^{-1}(u)\right) \phi\left(\Phi^{-1}(v)\right)} d u d v
$$

It is easy to verify that $\sigma_{1}^{2}(x) \rightarrow 1$ as $x \rightarrow 0$. This shows

$$
\int_{1 /(n+1)}^{n /(n+1)} \frac{B_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t=O_{p}(1)
$$

and, therefore, also

$$
\int_{1 /(n+1)}^{n /(n+1)} \frac{\rho_{n}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t=O_{p}(1)
$$

This and (2.9) show $L_{n}^{(2)} \rightarrow_{p} 0$. Similarly, we get

$$
\begin{aligned}
& \left|\int_{1 /(n+1)}^{n /(n+1)} \frac{\left(\rho_{n}(t)-B_{n}(t)\right) \Phi^{-1}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right| \\
& \quad \leq\left[\left(\int_{0}^{1}\left(\Phi^{-1}(t)\right)^{2} d t\right) \int_{1 /(n+1)}^{n /(n+1)} \frac{\left(\rho_{n}(t)-B_{n}(t)\right)^{2}}{\left(\phi\left(\Phi^{-1}(t)\right)\right)^{2}} d t\right]^{1 / 2} \rightarrow_{p} 0 .
\end{aligned}
$$

Now $\int_{1 /(n+1)}^{n /(n+1)}\left(B_{n}(t) \Phi^{-1}(t) /\left(\phi\left(\Phi^{-1}(t)\right)\right) d t\right.$ has a $N\left(0, \sigma_{2}^{2}(1 /(n+1))\right)$ law, with

$$
\sigma_{2}^{2}(x):=\int_{x}^{1-x} \int_{x}^{1-x} \frac{u \wedge v-u v}{\phi\left(\Phi^{-1}(u)\right) \phi\left(\Phi^{-1}(v)\right)} \Phi^{-1}(u) \Phi^{-1}(v) d u d v \rightarrow 1 / 2 \quad \text { as } x \rightarrow 0
$$

With similar arguments as for $L_{n}^{(2)}$ we get that $L_{n}^{(3)} \rightarrow_{p} 0$. This completes the proof of (2.6).

In the next theorem we obtain the asymptotic law of $\mathscr{R}_{n}$ through its equivalent version based on the Brownian bridge. Note that the main dificulty is to give sense to expression $Z$, defined by (1.4), because, as stated in the intro-
duction, the integrand in the definition of $Z$ is a.s. not integrable (see Lemma 2.2 in [6]). Thus

$$
\lim _{n} \int_{1 /(n+1)}^{n /(n+1)} \frac{B^{2}(t)-E B^{2}(t)}{\left(\phi\left(\Phi^{-1}(t)\right)\right)^{2}} d t
$$

does not exist.
However, it turns out that this limit does exist in the $L_{2}$-sense and we can define $Z$ as this $L_{2}$-limit. This will be done in the proof of the next theorem.

THEOREM 2. Let $\left\{X_{n}\right\}_{n}$ be a sequence of i.i.d. normal random variables. Then

$$
\begin{align*}
n\left(\mathscr{R}_{n}-a_{n}\right) \rightarrow_{\mathscr{L}} & \int_{0}^{1} \frac{B^{2}(t)-E B^{2}(t)}{\left(\phi\left(\Phi^{-1}(t)\right)\right)^{2}} d t-\left(\int_{0}^{1} \frac{B(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2}  \tag{2.10}\\
& -\left(\int_{0}^{1} \frac{B(t) \Phi^{-1}(t)}{\phi\left(\Phi^{-1}(t)\right)} d t\right)^{2}
\end{align*}
$$

where

$$
a_{n}=\frac{1}{n} \int_{1 /(n+1)}^{n /(n+1)} \frac{t(1-t)}{\left[\phi\left(\Phi^{-1}(t)\right)\right]^{2}} d t
$$

Proof. By the invariance of $\mathscr{R}_{n}$ we can assume, without loss of generality, that $X_{n}$ has a standard normal law. Then, by the asymptotic normality of $S_{n}^{2}$, we have

$$
n\left(\mathscr{R}_{n}-a_{n}\right)-n\left(\mathscr{R}_{n}^{*}-a_{n}\right)=\frac{n}{S_{n}^{2}} \mathscr{R}_{n}^{*}\left(1-S_{n}^{2}\right)=O_{p}(1) \sqrt{n}\left(\mathscr{R}_{n}^{*}-a_{n}+a_{n}\right) \rightarrow_{p} 0
$$

provided $n\left(\mathscr{R}_{n}^{*}-a_{n}\right)=O_{p}(1)$. It remains to show that $n\left(\mathscr{R}_{n}^{*}-a_{n}\right)$ converges to the right-hand side of (2.10). By Proposition 2, it even suffices to give a limit sense to

$$
\int_{0}^{1} \frac{B^{2}(t)-E B^{2}(t)}{\left(\phi\left(\Phi^{-1}(t)\right)\right)^{2}} d t
$$

If

$$
A_{n}:=\int_{1 /(n+1)}^{n /(n+1)} \frac{B^{2}(t)-E B^{2}(t)}{\left(\phi\left(\Phi^{-1}(t)\right)\right)^{2}} d t
$$

then it can be shown that

$$
\begin{aligned}
E A_{n}^{2} & =\int_{1 /(n+1)}^{n /(n+1)} \int_{1 /(n+1)}^{n /(n+1)} \frac{2(s \wedge t-s t)^{2}}{\left(\phi\left(\Phi^{-1}(s)\right)\left(\phi\left(\Phi^{-1}(t)\right)\right)^{2}\right.} d s d t \\
& \rightarrow \int_{0}^{1} \int_{0}^{1} \frac{2(s \wedge t-s t)^{2}}{\left(\phi\left(\Phi^{-1}(s)\right) \phi\left(\Phi^{-1}(t)\right)\right)^{2}} d s d t<\infty
\end{aligned}
$$

From this it is easy to see that $E\left(A_{n}-A_{m}\right)^{2} \rightarrow 0$ as $n, m \rightarrow \infty$ and, hence, that $A_{n}$ converges in $L_{2}$.

The next theorem provides the known explicit expression for the limit law of $\mathscr{R}_{n}$; see [9]. A new proof of this result can be based on Theorem 2. The proof, which will not be given here, relies on a careful principal components expansion based on the eigenfunctions of the operator

$$
L f(t):=\int_{0}^{1} \frac{s \wedge t-s t}{\phi\left(\Phi^{-1}(s)\right) \phi\left(\Phi^{-1}(t)\right)} f(s) d s
$$

see [8] for details.
THEOREM 3. Let $\left\{X_{n}\right\}_{n}$ be a sequence of i.i.d. normal random variables. Then

$$
n\left(\mathscr{R}_{n}-a_{n}\right) \rightarrow_{\mathscr{\ell}}-\frac{3}{2}+\sum_{j=3}^{\infty} \frac{Z_{j}^{2}-1}{j}
$$

where $\left\{Z_{n}\right\}_{n}$ is a sequence of independent $N(0,1)$ random variables and

$$
a_{n}=\frac{1}{n} \int_{1 /(n+1)}^{n /(n+1)} \frac{t(1-t)}{\left[\phi\left(\Phi^{-1}(t)\right)\right]^{2}} d t .
$$
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