The Annals of Probability

2020, Vol. 48, No. 4, 1597-1643
https://doi.org/10.1214/19-AOP1399

© Institute of Mathematical Statistics, 2020

PLANAR BROWNIAN MOTION AND GAUSSIAN MULTIPLICATIVE CHAOS

BY ANTOINE JEGO
Faculty of Mathematics, University of Vienna, antoine.jego @univie.ac.at

We construct the analogue of Gaussian multiplicative chaos measures for
the local times of planar Brownian motion by exponentiating the square root
of the local times of small circles. We also consider a flat measure supported
on points whose local time is within a constant of the desired thickness level
and show a simple relation between the two objects. Our results extend those
of (Ann. Probab. 22 (1994) 566-625), and in particular, cover the entire L
phase or subcritical regime. These results allow us to obtain a nondegenerate
limit for the appropriately rescaled size of thick points, thereby considerably
refining estimates of (Acta Math. 186 (2001) 239-270).

1. Introduction.

1.1. Main results. Gaussian multiplicative chaos (GMC) introduced by Kahane [18] con-
sists in defining and studying the properties of random measures formally defined as the ex-
ponential of a log-correlated Gaussian field, such as the two-dimensional Gaussian free field
(GFF). Since such a field is not defined pointwise but is rather a random generalised func-
tion, making sense of such a measure requires some nontrivial work. The theory has expanded
significantly in recent years and by now it is relatively well understood, at least in the sub-
critical case [5, 12, 26, 27, 30] and even in the critical case [10, 11, 16, 17, 25]. Furthermore,
Gaussian multiplicative chaos appears to be a universal feature of log-correlated fields going
beyond the Gaussian theory discussed in these papers. Establishing universality for naturally
arising models is a very active and important area of research. We mention the work of [29]
on the Riemann ¢ function on the critical line and the work of [6, 14, 20, 23, 31] on large
random matrices.

The goal of this paper is to study Gaussian multiplicative chaos for another natural non-
Gaussian log-correlated field: (the square root of) the local times of two-dimensional Brow-
nian motion.

Before stating our main results, we start by introducing a few notation. Let P, be the law
under which (B;);>¢ is a planar Brownian motion starting from x € R2. Let D C R? be an
open bounded simply connected domain, xo € D a starting point and t be the first exit time
of D:

t:=inf{t > 0: B; ¢ D}.

Forall x e R2,¢ > 0, & > 0, define L, ¢(t) the local time of (|By; — x|, s > 0) at & up to time
t (here | - | stands for the Euclidean norm):

1 t
L t::lim—/l_ - ds.
xe(t) o= lim = ) He—r=IBi—x|se+r)
r>0
One can use classical theory of one-dimensional semimartingales to get existence for a fixed

x of {Lx ¢(7), e > 0} as a process. In this article, we need to make sense of L, .(t) jointly
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in x and in ¢. It is provided by Proposition 1.1 that we state at the end of this section. If the
circle 9 D(x, ¢) is not entirely included in D, we will use the convention L .(t) = 0. For all
y € (0, 2), we consider the sequence of random measures ¥ (dx) on D defined by: for all
Borel sets A C D,

(1) /’L?g/(A)= /|10g8|8y2/2‘/;e7/ %Lx,x(f)dx.

The presence of the square root in the exponential may appear surprising at first glance, but
it is natural nevertheless in view of Dynkin-type isomorphisms (see [28]).

To capture the fractal geometrical properties of a log-correlated field, another natural ap-
proach consists in encoding the so-called thick points (points where the field is unusually
large) in flat measures supported on those thick points. At criticality, such measures are often
called extremal processes; see, for instance, [7], [8] in the case of discrete two-dimensional
GFF, see also [1] in the case of simple random walk on trees. In our case, we can consider
for all y € (0, 2) the sequence of random measures v! (dx,dt) on D x R defined by: for all
Borel sets AC D and T C R,

y o _)’2/2
) v/ (AxT):=|logele N 1{m,ylogger}dx'

THEOREM 1.1. For all y € (0, 2), the sequences of random measures v! and ,uZ; con-
verge as € — 0 in probability for the topology of vague convergence on D x (RU {+o00}) and
on D, respectively, towards Borel measures v¥ and " .

The measure v can be decomposed as a product of a measure on D and a measure on R.
Moreover, the component on D agrees with ' and the component on R is exponential.

THEOREM 1.2.  Forall y € (0,2), we have Py -a.s.,
v (dx,dt) = Q)" V2 uY (dx)e 7! dr.

Moreover, by denoting R(x, D) the conformal radius of D seen from x and G p(xg, x) the
Green function of D in xq, x (see (8)), we have for all Borel set A C D,

3) B[ ()] =v2ry [ R(x. DY 2Gp(x0,)dx € (0,50).

The decomposition of v¥ and (3) justify that the square root of the local times is the right
object to consider. These two properties are very similar to the case of the two-dimensional
GFF (see [7] and [4], Theorem 2.1 for instance).

Simulations of Y can be seen in Figure 1. They have been performed using simple random
walk on the square lattice killed when it exits a square composed of 401 x 401 vertices.

In [3], a slight modification of v (dx, (0, 00)) was shown to converge for y € (0, 1) and
the authors conjectured that the convergence should hold for the whole range y € (0, 2). One
part of Theorem 1.1 settles this question. Let us also mention that the random measure " has
been constructed very recently in [2] through a very different method. In Section 1.2 below,
we explain carefully the relation between the articles [3], [2] and the current paper.

REMARK 1.1. We decided to not include the case y = 0 to ease the exposition, but
notice that v} is also a sensible measure in this case. By modifying very few arguments in
the proofs of Theorems 1.1 and 1.2, one can show that this sequence of random measures
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(a) y=10.3 (b) y=10.8

(c)y=13 (d)y =18

FIG. 1.  Simulation of u¥ for y =0.3,0.8, 1.3 and 1.8, for the same underlying sample of Brownian path which
is drawn in blue. The domain D is a square and the starting point xq is its middle.

converges for the topology of vague convergence on D x (0, co] towards a measure v° which
can be decomposed as

V0(dx, dt) = 1°(dx) Ly=oo)

for some random Borel measure 10 on D. With the help of (65) in Proposition 6.2 character-
ising the measure 17, it can be shown that 1° is actually IPy,-a.s. absolutely continuous with
respect to the occupation measure of Brownian motion, with a deterministic density. This last
observation was already made in [2], Section 7.

Define the set of y-thick points at level ¢ by

Lie(®) _ 2}'

Y .— .
4) T) = {x eD: e(loge)? = 14

This is similar to the notion of thick points in [9], except that they look at the occupation mea-
sure of small discs rather than small circles. In [15], the question to show the convergence
of the rescaled number of thick points for the simple random walk on the two-dimensional
square lattice was raised. As a direct corollary of Theorems 1.1 and 1.2, we answer the ana-
logue of this question in the continuum.

COROLLARY 1.1. Forall y € (0,2), we have the following convergence in L'

lim | logele /2 Leb(TY) = w” (D),
e—

2wy
where Leb(T.) denotes the Lebesgue measure of T¢ .
Despite the strong links between the GFF and the local times, this shows a difference in

the structure of the thick points of GFF compared to those of planar Brownian motion which
cannot be observed through rougher estimates such as the fractal dimension. Indeed, for the
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GFF, the normalisation is /| logzsls_yz/2 instead of |10g8|8‘7’2/2. See [15] for more about
this.

As announced earlier, in order to define the measures in (1) and (2), we establish the
following.

PROPOSITION 1.1.  The local time process Ly (t), x € D,0 < e <d(x, dD), possesses

a jointly continuous modification lix,g(t). In fact, this modification is a-Holder for all o <
1/3.

The proof of this proposition will be given in Appendix C. In the rest of the paper, when
we write L, () we actually always mean its continuous modification Ly (7).

1.2. Relation with other works and further results. The construction of measures sup-
ported on the thick points of planar Brownian motion was initiated by the work of Bass,
Burdzy and Khoshnevisan [3]. The notion of thick points therein is defined through the num-
ber of excursions N; from x which hit the circle d D (x, ¢), before the Brownian motion exits
the domain D: more precisely, for a € (0, 2), they define the set

N)C
5) Ag = {xeD:lim £ =a}.
e—0 |loge|
Note that our parametrisation is somewhat different; it is chosen to match the GMC theory.
Informally, the relation between the two is given by a = y2/2. Next, we recall that the car-
rying dimension of a measure § is the infimum of d > 0 for which there exists a set A such
that B(A¢) = 0 and the Hausdorff dimension of A is equal to d. They showed the following.

THEOREM A (Theorem 1.1 of [3]). Assume that the domain D is the unit disc of R2 and
that the starting point xg is the origin. For all a € (0, 1/2), with probability one there exists a
random measure B, which is carried by A, and whose carrying dimension is equal to 2 — a.

In [3], the measure B, is constructed as the limit of measures B; as ¢ — 0 which are
defined in a very similar manner as our measures v (dx, (0, 00)) using local times of circles
(see the beginning of Section 3 of [3]). We emphasise here the difference of renormalisation:
the local times they consider are half of our local times. We also mention that the range
{a € (0, 1/2)} for which they were able to show the convergence of B is a strict subset of the

so-called L2-phase of the GMC, which would correspond to {a € (0, 1)} or {y < (0, V2)).
This is the region where B (D) is bounded in L?; see Theorem 3.2 of [3].

Bass, Burdzy and Khoshnevisan also gave an effective description of their measure S,
in terms of a Poisson point process of excursions. More precisely, they define a probability
distribution Qﬁ?g (written Q7 in [3], defined just before Proposition 5.1 of [3]) on continuous
trajectories which can be understood heuristically as follows. The trajectory of a process
under Qj"”g is composed of three independent parts. The first one is a Brownian motion
starting from xo conditioned to visit x before exiting D and killed at the hitting time of x.
The third part is a Brownian motion starting from x and killed when it exits for the first time
D. The second part is composed of an infinite number of excursions from x generated by a
Poisson point process with the intensity measure being the product of the Lebesgue measure
on [0, a] and an excursion law. In Proposition 5.1 of [3], they roughly speaking show that
the law of the Brownian motion conditioned on the fact that x has been sampled according
to B, is Qiog This characterises their measure 8, (Theorem 5.2 of [3]). Once Theorems 1.1
and 1.2 above are established, we can adapt their arguments for the proof of characterisation
to conclude the same thing for our measure ©”: see Proposition 6.2 for a precise statement.
A consequence of Proposition 6.2 is the identification of our measure ¥ with their measure

Ba-
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COROLLARY 1.2. If the domain D is the unit disc, xo the origin, y € (0,1) and a =
v2/2, we have Pyo-a.s. ¥ =~2mwypBa.

A consequence of Theorem A is a lower bound on the Hausdorff dimension of the set of
thick points A,: for all a € (0, 1/2), a.s. dim(A,) > 2 — a. The upper bound they obtained
([3], Theorem 1.1(ii)) is: for all a > 0, a.s. dim(A4,;) < max(0,2 — a/e). They conjectured
that the lower bound is sharp and holds for all a € (0, 2). In 2001, Dembo, Peres, Rosen
and Zeitouni [9] answered positively the analogue of this question for thick points defined
through the occupation measure of small discs:

1 T
(6) To = {xeD:g%m/O I{BteD(xvg)}dt:a}.
In particular, their result went beyond the L2-phase to cover the entire L' -phase. This allowed
them to solve a conjecture by Erd6s and Taylor [13].

Very recently, Aidékon, Hu and Shi [2] made a link between the definitions of thick points
of [3] and [9] (defined in (5) and (6), resp.) by constructing measures supported on these two
sets of thick points. Their approach is superficially very different from ours but we will see
that the measure u” we obtained is, perhaps surprisingly, related to theirs in a strong way
(Corollary 1.3 below). Their measure is defined through a martingale approach for which the
interpretation of the approximation is not immediately transparent (see [2] (4.1), (4.2) and
Corollary 3.6).

Let us describe this relation in more details. For technical reasons, in [2], the boundary d D
of D is assumed to be a finite union of analytic curves. To compare our results with theirs, we
will also make this extra assumption in the following and we will call such a domain a nice
domain. Consider z € 3D a boundary point such that the boundary of D is analytic locally
around z; we will call such a point a nice point. They denote by IP’)IC)O’Z the law of a Brownian
motion starting from x( and conditioned to exit D through z. They showed the following.

THEOREM B (Theorem 1.1 of [2]). Foralla € (0, 2), with P)g)’z-probabiliZy one there ex-
ists a random measure M&_ which is carried by A, and by T, and whose carrying dimension
is equal to 2 — a.

Their starting point is the interpretation of the measure 8, of [3] described above in terms

. . . X ’Z’a .
of Poisson point process of excursions. For x € D, they define a measure Q.°};“ on trajecto-

ries similar to Qﬁ?’g mentioned above: the only difference is that the last part of the trajectory
is a Brownian motion conditioned to exit the domain through z. In a nutshell, they show the
absolute continuity of @;‘?g’a with respect to IP’XDO’Z (restricted to the event that the Brown-
ian path stays away from x) and define a sequence of measures using the Radon—Nikodym
derivative. Their convergence relies on martingales argument rather than on computations
on moments. As in [3], they obtain a characterisation of their measure in terms of Qi")g’a
([2], Proposition 5.1) matching with ours (Proposition 6.2). As a consequence, we are able to
compare their measure with ours.

Before stating this comparison, let us notice that we can also make sense of our measure
uY for the Brownian motion conditioned to exit D through z. Indeed, as noticed in [3], Re-
mark 5.1 (i), our measure w” is measurable with respect to the Brownian path and defined
locally. u” is thus well defined for any process which is locally mutually absolutely con-
tinuous with respect to the two-dimensional Brownian motion killed when it exits for the
first time the domain D. The Brownian motion conditioned to exit D through z being such a

, u u .
rocess, u¥ makes sense under IP’)Z‘))’Z as a measure on D
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COROLLARY 1.3.  Let z € 0D be a nice point and denote by Hp (x, 7) the Poisson kernel
of D from x at z, that is the density of the harmonic measure P, (B € -) with respect to the
Lebesgue measure of 3D at z. For all y € (0,2), if a = y?*/2, we have P)g)’z-a.s.,

Hp(xo, z)

nY (dx) =2my TN

M (dx).

In particular, our measure u" inherits some properties of the measure M obtained in
[2]. Recalling the definitions (5) and (6) of the two sets of thick points A, and 7,, we have
the following.

COROLLARY 1.4. Forall y € (0, 2), the following properties hold:

(i) Nondegeneracy: with Py, -probability one, ¥ (D) > 0.
(ii) Thick points: with Py,-probability one, u” is carried by A2, and by T2 5.
2(iii) Hausdorff dimension: with Py, -probability one, the carrying dimension of u" is 2 —
y/2.
(iv) Conformal invariance: if ¢ : D — D' is a conformal map between two nice domains,
xo € D, and if we denote by u"'? and /LV’D, the measures built in Theorem 1.1 for the
domains (D, xo) and (D', ¢ (xo)), respectively, we have

(WP 0 ¢~ ") (dx) 2 |9/ (¢ () 7T PP ().

Let us mention that we present the previous properties (i)—(iii) as a consequence of Corol-
lary 1.3 to avoid to repeat the arguments, but we could have obtained them without the help of
[2]: as in [3], (i) and (ii) follow from the Poisson point process interpretation of the measure
uY (Proposition 6.2) whereas (iii) follows from our second moment computations (Proposi-
tion 4.1). On the other hand, it is not clear that our approach yields the conformal invariance
of the measure without the use of [2].

Finally, while there are strong similarities between ¥ and the GMC measure associated
to a GFF (indeed, our construction is motivated by this analogy), there are also essential
differences. In fact, from the point of view of GMC theory, the measure ©V is rather unusual
in that it is carried by the random fractal set { B;, t < 7} and does not need extra randomness to
be constructed, unlike say Liouville Brownian motion or other instances of GMC on random
fractals.

1.3. Organisation of the paper. We now explain the main ideas of our proofs of Theo-
rems 1.1 and 1.2 and how the paper is organised. The overall strategy of the proof is inspired
by [5]. To prove the convergence of the measures v} and 17, it is enough to show that for any
suitable A C D and T C R, the real valued random variables v} (A x T) and 12 (A) converge
in probability which is the content of Proposition 6.1 (we actually show that they converge in
Ll). As in [5], we will consider modified versions ¥} and ﬁ’e/ of v/ and /,LZ by introducing
good events (see (21) and (23)): at a given x € D, the local times are required to be never
too thick around x at every scale. We will show that introducing these good events does not
change the behaviour of the first moment (Propositions 3.1 and 3.2, Section 3) and it makes
the sequences /(A x T) and i} (A) bounded in L? (Propositions 4.1 and 4.2, Section 4).
Furthermore, we will see that these two sequences are Cauchy sequences in L? (Proposi-
tion 5.1, Section 5) implying in particular that they converge in L'. Section 6 completes the
proof of Theorems 1.1 and 1.2 and demonstrates the links of our work with the ones of [3]
and [2] (Corollaries 1.2, 1.3 and 1.4).

We now explain a few ideas underlying the proof. If the domain D is a disc D = D(x, n)
centred at x, then it is easy to check (by rotational invariance of Brownian motion and second
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Ray—Knight isomorphism for local times of one-dimensional Brownian motion) that the local
times Ly ,(7),r > 0, have a Markovian structure. More precisely, for all n’ € (0, n) and all
z € D(0,n)\D(0, ), under IP, and conditioned on Ly (1),

Ly, _
7 < ak (T),rzn/e S,siO) lgv(RSZ,sZO)

r

with (Ry, s > 0) being a zero-dimensional Bessel process starting from /L, ,/(7)/n’. This is

an other clue that exponentiating the square root of the local times should yield an interesting
object.

In the case of a general domain D, such an exact description is of course not possible,
yet for small enough radii, the behaviour of L, ,(7) can be seen to be approximatively given
by the one in (7). If we assume (7), then the construction of w? is similar to the GMC con-
struction for GFF, with the Brownian motions describing circle averages replaced by Bessel
processes of suitable dimension. It seems intuitive that the presence of the drift term in a
Bessel process should not affect significantly the picture in [5].

To implement our strategy and use (7), we need an argument. In the first moment com-
putations (Propositions 3.1 and 3.2), we will need a rough upper bound on the local times;
an obvious strategy consists in stopping the Brownian motion when it exits a large disc con-
taining the domain. For the second moment (Proposition 5.1), we will need a much more
precise estimate. Let us assume for instance that D(x, 2) C D. We can decompose the local
times (Lx ,(7),r < 1) according to the different macroscopic excursions from dD(x, 1) to
dD(x, 2) before exiting the domain D. To keep track of the overall number of excursions, we
will condition on their initial and final points. Because of this conditioning, the local times
of a specific excursion are no longer related to a zero-dimensional Bessel process. But if we
now condition further on the fact that the excursion went deep inside D(x, 1), it will have
forgotten its initial point and those local times will be again related to a zero-dimensional
Bessel process: this is the content of Lemma 5.1 and Appendix A is dedicated to its proof.
Let us mention that the spirit of Lemma 5.1 can be tracked back to Lemma 7.4 of [9].

As we have just explained, we will use (7) to transfer some computations from the local
times to the zero-dimensional Bessel process. Throughout the paper, we will thus collect
lemmas about this process (Lemmas 3.1, 3.2 and 5.2) that will be proven in Appendix B. Of
course, we will not be able to transfer all the computations to the zero-dimensional Bessel
process, for instance when we consider two circles which are not concentric. But we will be
able to treat the local times as if they were the local times of a continuous time random walk:
for a continuous time random walk starting at a given vertex x and killed when it hits for the
first time a given set A, the time spent by the walk in x is exactly an exponential variable
which is independent of the hitting point of A. We will show that it is also approximatively
true for the local times of Brownian motion. This is the content of Section 2.

We end this Introduction with some notation which will be used throughout the paper.

Notation: If A, B C R2, x, y € R2, &> 0and i, J € Z, we will denote by:

— ta:=inf{t > 0: B; € A} the first hitting time of A. In particular, T = g2\ p;

— D(x,¢) (resp., D(x,¢), dD(x, ¢)) the open disc (resp., closed disc, circle) with centre x
and radius ¢;

— d(A, B) the Euclidean distance between A and B. If A = {x}, we will simply write d(x, B)
instead of d({x}, B);

— R(x, D) the conformal radius of D seen from x;

— Gp(x,y) the Green function in x, y:

@®) Gp(x, ) :=nf0 ps(x, y)ds,
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where pg(x, y) is the transition probability of Brownian motion killed at . We recall its
behaviour close to the diagonal (see equation (1.2) of [4] for instance):

)] Gp(x,y) =—loglx — y[+log R(x, D) +-u(x,y),

where u(x,y) > 0as y — x;

— IP, the law under which (Rg,s > 0) is a zero-dimensional Bessel process starting from
r>0;

— [li, j|] the set of integers {i, ..., j}.

Finally, we will write C, C’, C, etc., positive constants which may vary from one line to
another. We will also write o(1) (resp., O (1)) real-valued sequences which go to zero as
& — 0 (resp., which are bounded). If we want to emphasise that such a sequence may depend
on a parameter o, we will write o, (1) (resp., Oy (1)).

2. Preliminaries. We start off with some preliminary results that will be used throughout
the paper.

2.1. Green’s function.

LEMMA 2.1. Forallx € D,r > ¢ > 0sothat D(x,e) C D and y € dD(x, ¢), we have

(10) IE:’y [Lx,s(TBD(x,r))] =2¢log g,
= Ey[Lye(T)] =28(10g§ + log R(x,D)+0(1))_

PROOF. We start by proving (10). By denoting ps(y, z), the transition probability of
Brownian motion killed at 75 p(x,), we have

Ey[Lx.e(tanx,r)] :/

dD(x,e)
But the Green function of the disc D(x, r) is equal to (see [22], Section 2.4)

11— @G —%)(z—x)/r?

00 1
dZ/ dsps(y,z) = —/ dzGpx,r (¥, 2).
0 7T JID(x,e)

GD(x,r) (y,z)=log

ly —zl/r
Hence Ey[Ly ¢(typ(x,r))] is equal to
1 1 5 — )7 —
2810g£+— log dz+— log 1—w dz.
¢ wJipixe |y —z 7 JoD(x,e) r

Because the last two integrals vanish, this gives (10). The proof of (11) is very similar. The
only difference is that we consider the Green function of the general domain D. Using the
asymptotic (9), we conclude in the same way. [J

2.2. Hitting probabilities. 'We now turn to the study of hitting probabilities. The follow-
ing lemma gives estimates on the probability to hit a small circle before exiting the domain
D, whereas the next one gives estimates on the probability to hit a small circle before hitting
another circle and before exiting the domain D.

LEMMA 2.2. Letn > 0. Forall ¢ > 0 small enough, for all x € D such thatd(x, dD) > n
and for all y € D\D(x, €), we have

&
(12) Py(top(x,e) <T) = (1 + 0;7(@))(%(% y)/log(

R(xg, D)>.
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PROOF. A similar but weaker statement can be found in [3] (Lemma 2.1) and our proof is
really close to theirs. We will take ¢ smaller than 1/2 to ensure that the circle d D(x, ¢) stays
far away from 0 D. If the domain D were the unit disc ID and x the origin, then the probability
we are interested in is the probability to hit a small circle before hitting the unit circle. The
two circles being concentric, we can use the fact that (log|B;|, t > 0) is a martingale to find
that this probability is equal to

(13) Py(t9p(0,¢) < Tom) =log|yl/loge.

In general, we come back to the previous situation by mapping D onto the unit disc D and x

to the origin with a conformal map f,. By conformal invariance of Brownian motion,
Py(typ(x.e) < T0) =P (T (0D (x.e)) < TD)-

As dD(x, ¢) is far away from the boundary of D, the contour f,(dD(x, ¢)) is included into
a narrow annulus

D(0, | fL(x)|e + ce?)\D(0, | fL(x)|e — ce?)

for some ¢ > 0 depending on 7. In particular, using (13),

Py(taDx,e) < T0) =P 10 (Typ(0, 111 (x)le4ce2) < TD)

_ loglfiI _ loglfi()] (1 o ( : ))
log(If{(0)le +ce?)  log(| f{(x)]e) "\loge

The lower bound is obtained is a similar manner which yields the stated claim (12) noticing

that R(x, D) = 1/|f/(x)| and that G p(x, y) = —log| fx ()| (see [22], Section 2.4). [

REMARK 2.1. Ifx,y e D are at least at a distance 1 from the boundary of D, the quan-
tities
Gp(x,y)
—log|x —y|
are bounded away from O and from infinity uniformly in x, y (depending on 7n). We thus
obtain the simpler estimate:

1 log|x — y|
(14) Py (t3p0c.e) < ), Py (Taniyey < T) = (1 + 0"(logs>) T

sR(x,D) and R(y,D)

Depending on the level of accuracy we need, we will use either (12) or its rougher version
(14).

For x, y € D and ¢ > 0, define

= min P.(t <T and = max P.(t <T7T),
pxy 2€dD(x.¢) z( dD(y,e) ) ny 2€dD(x.e) z( aD(y,e) )
Pyy - — min P.(t <T and Pyy - — max P,(t <T).
Y z€dD(y,e) Z( 9D(x.¢) ) Y z€dD(y,¢e) Z( ID(x.2) )

LEMMA 2.3. Forall x,y € D, ¢ > 0 so that D(x, ¢) and D(y, &) are disjoint and in-
cluded in D, for all z € D\(D(x, &) U D(y, ¢€)),

P:(Tap(x,e) < T) = PPz (Tan(y,e) < T)

1 - Py+xp;y

<P, (tap(x,e) < T AToD(y,e))
- P:(ToDx,e) < T) — Py P (tan(y,e) < T)

(15) < -
I - pyxpjy
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PROOF. By the Markov property and by the definition of p;Lx, P, (typ(x,e) < T) is equal
to

P.(top(x,e) < T A ToD(y,e)) + Po(Toan(y,e) < ToD(x,e) < T)
<P, (typ(x,e) < T AToD(y,e)) + P (Tan(y,e) < T A TBD(x,s))p;_x~
Similarly, P, (zyp(y,¢) < T) is greater or equal to
P2(TaD(y,e) < T ATaD(x,e)) + P2 (TaD(x,e) < T A ToD(y,6)) Py
Combining those two inequalities yield
P, (taD(x.c) < T) = Py Pe(Tan(y.e) < T)

< (1= p}Pey)P:(Tan(r.e) < T A TaD(y.e)s

which is the first inequality stated in (15). The other inequality is similar. [J

2.3. Approximation of local times by exponential variables. In this subsection, we ex-
plain how to approximate the local times L, . (t) by exponential variables. For x € R?, & > 0,
y € dD(x, €) and any event E, define

1 1
nyg(E) =— lim Pj(E)/d(z, 0D (x, 8)) + — lim IP’;‘(E)/d(z, oD (x, 8)),
’ 2 zeD(x,e) *© 2 ¢D(xe)
7=y 77—y

where P} is the probability measure of Brownian motion starting at z and killed when it hits

for the first time the circle dD(x, ). For A ¢ R?, x € R?, we will denote w?(x, d£) the
harmonic measure of A from x.

LEMMA 2.4. Letx € R ¢ > 0and C C R2. Assume that d(dD(x, €), C) is positive and
that there exists u > 0 such that for all y,y' € 9D (x, ¢) and E C C,

(1 = (v, E) < (Y, E) < (1 + 0o  (y, E).
Then forall y € dD(x,¢) and t > 0,
(1 — u)e™ M¥zciDixe) H  (t¢c <oo)t
= Py(Lx,s(TC) > t|BrC)

< (1 + u)e Minzeanee.e) H o (te<00)

REMARK 2.2. The previous lemma states that we can approximate Ly .(tc) by an ex-
ponential variable which is independent of By.. This is similar to the case of random walks
on discrete graphs. If we did not condition on By, it would not have been necessary to add
the multiplicative errors 1 — u and 1 + u. This statement without conditioning is also a con-
sequence of Lemma 2.2(i) of [3].

PROOF OF LEMMA 2.4. Since the proof is standard, we will be brief. Take r > 0 small
enough so that the annulus D(x, ¢ + r)\D(x, ¢ — r) does not intersect C. Consider the dif-
ferent excursions from 0 D(x, & +r) to d D(x, € — r): denote 052) :=0andforalli > 1,

oV :=inf{t > 0%, : B, € 3D (x, ¢ + 1)},

1

0,'(2) := inf{r > (71‘(1) B €dD(x,e — )}
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2)

The number of excursions N, :=max{i >0 ‘71'( < 1c} before tc is related to L, ((tc) by

Ly ¢(tc) =4 lir%rNr Py-a.s.
r—

Hence, for any f : R? — [0, co) continuous bounded function, we have by dominated con-
vergence theorem

Ey[ULr.or=n f (Bre)] = im By [Liy, > 11/ar)) f (Bee)]-

Because

Eg o [f(Br)] < (1 +u+o0,-0D))Ey[f(Br)]. Pyas.,
Lt/ @r)]

and by a repeated application of the Markov property, Ey[1{y, > 1/@r) |} f (Bzc)] is at most
t
(16) (1+u+o0,0M)E[f(Bre)] max P (0 <ot < zc)lir!,
z€dD(x,e+r)
If z€dD(x,e+r) is at distance r from z, € dD(x, €),

1— ]P’Z(ol(z) < 02(1) <1(0)

@
1

=P, (tc < TBD(x,e—r)) + (1 + 0r—>0(1))]P)z(TC < 02(1) ‘O' < TC)

P* (¢ < 00 P* (¢ < 00
=2 (1 +0r_)0(1))< lim ot <o0) +  lim L)
7¢D(x.e) A2/, 0D(x,8))  7eDx.e) d(Z/, dD(x,¢))
7'—z¢ 7=z
=4r(1 4 0,-0(1)) H*,(tc < 00).
Hence

(2) (D . 2
max P.(0;” <o,’ <tc)=1—4r min H? _(tc <o) +o ~
2€dD(x,+7) <o 2 <) 2€0D(x.¢) ve(TC )+ 0rs0(r)

Coming back to (16), we have obtained
Ey[1L, o ey f (Br)] < (1 + 0By [ f (Bye) e Mieeonie i (re=oolr,
which is the required upper bound. The lower bound is obtained in a similar way. [J

The next lemma explains how to compute the quantities appearing in the previous lemma.
Again, particular cases of this can be found in [3] (Lemmas 2.3, 2.5).

LEMMA 2.5. Letx € D, e >8>0 and A C D such that D(x,&) C D\A and denote
d the distance between 0D(x,e) and A U 0D. Assume that d > 0. Let B be either A or
AUdD(x,d) and denote
I3

fB=A,
"y = e+d 5 U
= I3
- fB=AUID(,)I).
8+d+8 if (x,9)
We have for all y,y' € dD(x, &), and EC BUJD,
(17) CL)BUBD(y,E):(1+0(M))G)BU8D(_)7/,E).

Moreover, denoting r{fD(x g = inf{t > tp : B € 0D(x, &)} the first hitting time of 0D (x, ¢€)
after tg, we have for any z € 0D (x, €),

HY (tAtp < 00)~!
(18)
dy

— P (B <T )
D(x.e) 2 )’( dD(x,e) )

= (14 0)) [maé’g)Ey[Lx,g(T)](l _fa

yeaD
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PROOF. In this proof, we will consider n > 0 such that D(x,e +n)N(AUJD) =2.
Let us start by proving (17) for B=A. Let y € dD(x,¢), E C AU dD. By the Markov
property applied to the first hitting time of d D(x, € 4+ 1), we have

a)AuaD(y, E) :/ waD(x,s+n)(y’ dé)PE (Byynr € E).
dD(x,e+n)

But the measure w?P™-¢+1 (y, d&) is explicit and its density with respect to the Lebesgue

measure on the circle d D(x, ¢ + n) is equal to

1 (e+n?—ly—x? ( ( e ))
— 1 .
27 (e + 1) ly —&I? 27 (e + 1) +0 e+

Hence, up to a multiplicative error 1 + O(e/(e + 1)), ©Y?P(y, E) is independent of y €
dD(x, ¢) which is the content of (17) for B = A. We now prove it for B=AUdD(x, §). The
reasoning is going to be similar. Let y € dD(x,¢), E C BU dD. We only need to treat the
case of E C dD(x,8) or E C AU dD. We will deal with the first one, as the latter is similar.
By the Markov property applied to t4 A T, we have

wB9P(y, E) =Py (B €E)—Py(B € E,Tyn(x,5) > TAAT)

TyD(x,8) TyD(x,8)

=P (y E) — Ey[l{raD(x,s)>rA/\r}a)aD(x’8)(BTAMv B)).

Again the measure w?P ™9 (y, d&) is explicit and its density with respect to the Lebesgue
measure on the circle d D(x, §) is equal to

1 jy—x?—68" 1 <1+ 0(5))

28 |y —&12 278 e))
Hence, up to a multiplicative error 1 + O(4/¢), a)aD(x"s)(y, d&) is uniform on d D(x, §) and
does not depend on y. As A U dD is even further from dD(x, §), the same is true with

w?P*8) (7. dg) for any z € AU dD. To conclude that wBY?P(y, E) does not depend on y,
we observe that

Py(tap(x,8) > TA A T)

(19) =Py (T9D(x,8) > TaD(x,e47))
X / @ PEEID (y dEYPe (tap(x.s) > Ta A T).
dD(x,e+n)

By rotational invariance of Brownian motion, the first term is independent of y € 9 D(x, ¢).
We have already seen that up to a multiplicative error 1 + O(e/(e + 1)), @?P&#tN (v, dE)
is uniform on the circle, and thus does not depend on y. In the end, it shows that up to a
multiplicative error 14+ O (6/e)+ O(e/(e+1n)), wBuaD(y, E) isindependentof y € d D(x, €)
which was required by the claim (17) in the case B=A U dD(x, ).

We now prove (18). We proceed as follows: we bound from below

1 min H? _ (t Atg <0
/zeaD(x,s) xel B )

and we show that

min H? _(t Atg < 00)
z€dD(x,e) °

£
>|(1+0 H? A ,
= (1+0( 7)) max HE e ne <o)

(20)
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which provides a lower bound on 1/Hy . (t A ) for any z € dD(x, €). The upper bound is
obtained in a similar way.

Let us start by proving (20). Recall that n > 0 has been chosen such that D(x, & 4+ n) N
(AUJdD)=0. Let z € D(x,e + n/2)\D(x, ). We want to show that the dependence of
zon P, (t ATp < Typ(x,e)) relies almost exclusively on [z — x|. If z is inside D(x, ¢), it is
clear: if B = A this probability is equal to zero and if B = A U dD(x, §), it depends only
on |z — x| by rotational invariance of Brownian motion. Whereas if z is outside D(x, ¢), a
similar argument as in (19) shows that up to a multiplicative error 1 + O(|z — x|/(¢ + 1))
this probability depends only on |z — x|. It concludes the proof of (20).

We now bound from below 1/ min;eyp(x.e) Hy (T A 75 < 00). Take a starting point y €
dD(x,¢e). We decompose Ly (7) according to the different excursions between dD(x, €)

and B. Denote oél) :=0and foralli > 1,
ai(z) ;= inf{r > Ui(i)l :B;€ B} and crl.(l) ;= inf{r > O’i(z) :B; €9dD(x,¢)}.

We also denote N :=sup{i >0: ai(l) < 7} the number of excursions from B to d D(x, €) and

Li’ ¢ the local time of dD(x, ¢) accumulated during the interval of time [ai(l)

@) .
N

, al.(z)]. Using

the convention o = 7, we have

N
Lie(t)y=)Y L.,.
/=0
By Lemma 2.4 applied to C = dD U B and thanks to (17),

Ey[Lr: (@] <Y Py(N =n)(1 +n)(1+0w)' ™/ grDli(n )H;ﬁ(r ATg).
”:0 S X,€

d n
Py(N >n) = ((1 + 0(”))/31)( PN = 1)) ,

it shows that £\ [L . (7)] is at most
dz -1 -1
1+ 0 1— —P,(N>1 i H? A ,
(1+ (u))( faD(X’g) e (N = )) <ze§%1§,s) (T rB))
which is the required lower bound on 1/ min;eyp(x.e) Hy ((t ATp). U

In the next sections, we will consider y € (0,2), A € B(D) and T of the form 7' = (b, 00)
with b € R.For y >y, g9 € {¢7?, p > 1} and x € D, define the good event at x:

21 Ge(x, e0) := {VV € [e, eo], le,F(T) = 172(10gf)2},
r

where for r > 0, we denote by ¥ = inf({e™?, p > 1} N [r, 0)). We also define

(22) VY (dx,dt) = vl (dx, d)1G, (x.e0) Ljx—xo|>e0.d(x.8D)> 50} -
To ease computations, we change a bit the definition of good events that we associate to p} :

1 1
23 GL(xe0, M) = Ga(x, 50) N H,/;Lx,g(r) —ylog ;‘ <M |loge|},

and we define

(24) Y (dx) = pul (dx) G (x,e0,4) Ljx—xo|>e0.d(x.0 D)>£0) -

This change of good event is purely technical: it will allow us to easily transfer computations
linked to 1} (in Proposition 4.2) to computations linked to ¥ (in Proposition 4.1) rather than
repeating arguments which are very similar.
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3. First moment estimates. In this section, we give estimates on the first moment of
v/ (A x T) and ¥ (A) and we show that adding the good events G (x, o) and G (x, g9, M)
does not change the behaviour of the first moment.

PROPOSITION 3.1. We have the following estimate:
(25) lim By [v2 (A x T)] :/Te*V’y dr/AR(x, D)"*2G p(x0, x) dx.
Moreover, for all ¢ < ¢y,
(26) 0 <Ey [V} (A x T)] — Ex,[7Y (A x T)] < p(e0)

with p(eg) = 0 as eg — 0. p(eg) may depend on y,y, T.
PROPOSITION 3.2. We have the following estimate:
@7) lim B, [1 (0] =27y [ Rexe D60, x) dx.

Moreover, for all ¢ < ¢y,

(28) 0 < Eyo [l (A)] = Exo [ZX (A)] < p' (20, M)

with p'(g9, M) — 0 as g — 0 and M — oo. p'(g9, M) may depend on v,y .

The estimates (25) and (27) will be computations on the local times made possible thanks
to Section 2. To prove (26) and (28), we will be able to transfer all the computations to the
zero-dimensional Bessel process. For this reason, we first start by stating the analogue of
(26) and (28) for this process (recall that we denote IP, the law under which (R, > 0) is a
zero-dimensional Bessel process starting from r).

LEMMA 3.1. Lety >y >0,b, be R, ro, so > 0 and define for all t > sg, the event
E((s0) := {¥s € NN [so, 1], Ry < s + b}.
For all starting point r € (0, rg), for all t > sg,
(29) Pr(E(s0)|Re = yt +b) =1 — p(so),
(30) IE[e R 1 g, 5] = (1 = p(s0))E,[e” *]

with p(sg) — 0 as so — 00. p(sg) may depend on y,y, b, b, ro.

In the previous proposition, the starting point r was required to stay bounded away from
infinity. To come back to this situation, we will need the following.

LEMMA 3.2. (1) Let a > 0. There exists C = C(a) > 0 such that for all t > 0, A > at
andr e (1,A/2),

w1l 22
IP,(R; > 1) <C+/ret ce T
(2) Let y > 0. There exists C = C(y) > 0 such that for all t > 0, forall r € (1, yt/2),

1 2
31 IE,[e”R1] < C\/reC" —eV /2,
G [e"™] < CVr 7



PLANAR BROWNIAN MOTION AND GAUSSIAN MULTIPLICATIVE CHAOS 1611

The first and second points will be used to prove Propositions 3.1 and 3.2 respectively. The
two previous lemmas will be proven in Appendix B and we now prove Propositions 3.1 and
3.2.

PROOF OF PROPOSITION 3.1. We start by proving (25). We have

) 1 1
(32) Ey,[v! (A x T)] =/A |logele ™" /2P, (‘/ ELX’S(t) > ylogg +b) dx

and we are going to estimate the probability

/1 1
(33) IPXO< ng,g(r)>ylogg+b>.

Assume that ¢ > 0 is small enough so that y|loge| + b > 0 to ensure that the probability we
are interested in is not trivial. Take a € (y2 /4, 1). If x is at distance at most ¢ from xg, we
bound from above the probability (33) by 1 and the contribution to the integral (32) of such

points is at most Ce2a-7v?/2 log 1/& which goes to zero as ¢ — 0.

Let n > 0. We are now going to deal with points x € D at distance at least £* from x¢ and
at distance at least n from the boundary of the domain D. We will then explain how to deal
with points close to the boundary. By the Markov property, the probability (33) is equal to

1 1
Py (Tan(x,e) < T)Ey, [PY (,/ ng,a(T) >y log . + b)]

where Y € 0D(x, €) has the law of Brypiee starting from xo and knowing that typ(x ) < T.
Take any y € dD(x, €). By Lemma 2.5, we have

i H: =(14+0 H:
Leimn (T <00)=(1+ (8/)7))165111)%,8) (T <00)

= (1+ 0(e/m)/Ey[Ly,e(0)].
But Lemma 2.1 gives
Ey[Ly,s(t)] =2¢(logl/e +1og R(x, D) + o(1)).

Hence, with the help of Lemma 2.4, starting from y, L, (7) is stochastically domi-
nated and stochastically dominates exponential variables with mean equal to 2e(log1/e +
log R(x, D) + 0,(1)). It implies that

/1 1
]P’y< ng,g(r) > ylogg + b)

—(1+ on(l))P(2<10gé +log R(x, D) + 0n<1>) Exp(l)> {V 1°g£ " b}2>

= (1+0y(1))e? 2R(x, D) */2e 7P,
On the other hand, Lemma 2.2 shows that

(34) Py (Tan(x,e) < T) = (1 4+ 0, (1)) G p(x0, x)/|loge|.
Putting things together leads to

1 7}/2/2 1 1
/ log —¢ IP’x0< —Ly(t) > ylog - +b>1{d(x,aD>>n}dx
A ¢ 3 €

_ 2
= (I +o0y(1))e ”b/AR(x,D)” /ZGD(XO,X)l{d(x,aD)>n}dX-
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To conclude the proof of (25), it is enough to show that

) _ 1 1
(35) hmsup/A |logele y2/2px0< ;Lx’g(r) >y logg + b)l{d(xyaD)fn}dx
e—0

is O(n). Consider a larger domain D so that D is compactly included in D. Now, all the
points x € D are far away from the boundary of D and what we did before shows that

1 1
IP’XO( ELx?f(r) >y log - +b>
1 1
< PxO( ng,e(Tﬁ) > y log - —I—b)

< Ce”’ 2/ |loge|

which shows (35).

We have finished to prove (25) and we now turn to the proof of (26). Let &g > 9. As we
have just seen, the contribution of {x € D : |x —xo| < & or d(x, dD) < &} to Ey,[v¥ (A x T)]
is O(&0). Hence Ey [v] (A x T)] — Ey [V (A x T)] is equal to

0 (&o) +/A dx 115 _xo>80,d(x,0D) >80}

1 1 1
x log —s_yz/ZIP’xO( —Ly¢(v)>ylog—+b,Ge(x, 80)C>.
& I3 I3

Take x € D such that |x — xo| > &y and d(x, D) > &p. Considering a larger domain than
D will increase the probability in the above integral. As we want to bound it from above,
we can thus assume in the following that D = D(x, Ro) where Ry is the diameter of our
original domain. It is convenient because we can now use (7) which relates the local times to
a zero-dimensional Bessel process.

We claim that we can take M > 0 large enough, depending only on &g, Ry and b, such that

1 1 N 1 2/2
(36) oy 3 Lie(0) = ylog 5 b Lgy(0) = M) b —e? P,
e 3 ’ |loge|

Indeed, (7) and Lemma 3.2 imply that there exists C = C (&g, b) > 0 such that if ¢ is small
A 2 N
enough and if £ < “2~log(%2)?, then

/1 1
]P’XO< ng,g(t) > ylogg +b

As, starting from any point of dD(x, &), L, 2, (7) is an exponential variable (with mean

depending on &g and Ry),
N A\ 2
oy €0
]:P)XO (Lx,é()(r) = 4 10g(;> )

goes to zero faster than any polynomial in ¢ and also

1
Ly (D) = 12) < QoA V2
7 |loge]

C /L@
Eo[Ly, 50 (1) /e x’so(f)l{Lx,g(,(r)zM}]

goes to zero as M — oo. Putting things together then leads to (36).
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On the other hand, by (7) and claim (29) of Lemma 3.1 that we use with

€0 £0 M
t < log—, so < log —, ro <
& &0

A

&0
1 ~ 1
b<b+ylog— and b <« ylog—,
€0 €0

there exists p(eg) (which may depend on y, ¥, b, &9, M) such that p(eg) — 0 as g — 0 and
for all € < g9,

1 1
oy () Lo (D) >y log s b Gl o), Ly (0) < M )

1 ,
=By [I{Lx,go @=mP 1 o (Rz zyttbtyloge, B (m)‘)]

1
< p(e0)Ey, [I{Lx’go(r)SM}IPW<RI >yt+b+ylog g)]

1 1
— p(e0)Py, (,/ “Le(®) = ylog b, Lz, (1) = M).

With (36), it implies that

P ([ 0, )= ylogt +b.G ¢\ < (o) —_gr?/2
xo|yf 5 Lxee ylog=+b, e(x, €0) _q(80)10g88

for some ¢ (e9) — 0 as g9 — 0 which may depend on y, ¥, b. It shows that Exo[vg (AxT)]—
Ex V(A xT)< Cq(&o) which completes the proof of (26). [

We now turn to the proof of Proposition 3.2, as it is similar to what we have just done we
will be brief.

PROOF OF PROPOSITION 3.2. Take n > 0 and x € D at distance at least n from the
boundary. As we saw before, conditioned on typ(y,¢) < T, Ly ¢(7) is approximated by an
exponential variable with mean 2¢(log1/e + log R(x, D) + 0,(1)). Hence, denoting 6 =
log(R(x, D)/¢e) + o(1) and with the change of variable u = v/t — y/8/2, we have

Ey,[e"V %L”'S(T)Ifal)(x,e) <7
[e.e]
=(1+ 0,,(1))/0 etV V20t 4y

= (1 +0y(1))e? /2 /OO e~ WV gy
0

o0 «/Eu
= (14o0,(1) y«/ZGeVZG/zf e_”2(1 n )du
1+ (D) Y2 y/0

= (14 0y(1))y 27 R(x, DY /%, /log(1/e)e ™" "/2.

In particular, the impact of points x such that |[x — xo| < 1/log(1/¢) is negligible. For points
that are far away from xg, we can use (34) which then shows that

1 1
tog( 5 )72y e O] = (1-+ 0, (1) V27 REx, DY G (a0, ).
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By the same reasoning as in the proof of Proposition 3.1, it concludes the proof of (27). We
now focus on (28). First of all, we notice that requiring /L ¢(7)/e to belong to the interval

1 1 1 1
[ylog——M log—,ylog—+M log—}
€ € € €

has the consequence of restraining the variable ¢ in the above computations to the interval

y: 1 1 y: 1 1
—log— —My,[log— 4+ O(1), —log—+ My,./log—+ O(1) |,
2 £ € 2 € €

which then restrains the variable u to the interval

1 1
—M 1), —M 1.
[ﬁ o), — +o<)]

Therefore, the integral over u is still equal to (1 + 0p7— 00 (1))+/7 showing that we can safely

forget the event
1 1 1
{ —Lye(t) —ylog—| =M 10g—}
€ € €

in the good event G/, (x, €9, M). To bound from above,
NI ViLy,
Ey, [ey e "(T)] —Ey [ey e (T)le(x.So)]’

we proceed exactly as in the proof of Proposition 3.1. We notice that this quantity increases
with the domain, so we can assume that D is a disc centred at x which allows us to use the link
between the local times and the zero-dimensional Bessel process (7). We then conclude as in
the proof of Proposition 3.1 using claim (31) of Lemma 3.2 and claim (30) of Lemma 3.1.

O

4. Uniform integrability. This section is devoted to the following two propositions.

PROPOSITION 4.1. If ¥ is close enough to y, then

(37) supE,, [VY (A x T)2] < 00.

>0

PROPOSITION 4.2. If ¥ is close enough to vy, then

(38) supE, [ (A)?] < .

e>0

We start by proving Proposition 4.1.

PROOF OF PROPOSITION 4.1. The proof will be decomposed in three parts. The first
part is short and lay the ground work. In particular, it shows that it is enough to control the
probability (written in (41)) that the local times are large in two circles and small in an other
circle. The second part describes the joint law of the local times in those three circles whereas
the third part computes the probability (41) left in the first part. To shorten the equations, we
will denote Ly . := Ly .(7) the local times up to time 7 in this proof.



PLANAR BROWNIAN MOTION AND GAUSSIAN MULTIPLICATIVE CHAOS 1615

Step 1. Denoting Agy = {x € A : |x — xo| > g9 and d(x, 9 D) > &o}, by the definition of D4
(see (22)),

Ex [ (A x T)?]

1\ _»
=<log—> e’ / dxdy
& Agy X Ag)

1 /1 1
XPXO( ng,é‘! gLy,S Zylogg +b9 GS(x’go)’ Ge())vSO)>

Take a € (y2 /4, 1). The contribution of points x, y such that |x — y| < &% goes to zero as
& — 0. Indeed, this contribution is not larger than

N 2 o, 1 1
C(log —) e Ve / dXPx()( —Ly.>ylog—+ b)
£ Ag, £ £

1 _»
= Clog e vIRrag, 1o (Ag)],

which goes to zero by the first moment estimate (25) of Proposition 3.1. We take now x, y €
Ag, such that |x — y| > ¢“. By symmetry, it is enough to bound from above

1 1 1
Pm;( _Lx,Sa —Ly,sZJ/IOg——l-b,
(39) & & £

Ge(x,€0), Ge(y,€0), TyD(x,e) < faD(y,s))-

Take M > 0 large and R € (¢~ ”, p > 0) such that

lx =yl <R< X =yl

eM M
We ensure that R < gg by taking M large enough, but M will play another role later. The
probability in (39) is at most

1 1 1
PXO( ELx,é‘v gLy’g > Y logg + b,
1 - 1
ELx,R <ylog Ev TaD(x,e) < TaD(y,e) |-

The rest of the proof is dedicated to bound from above this probability. For this purpose, the
next paragraph describes the joint law of the local times in those three circles.

Step 2. We are going to decompose those three local times according to the different ex-
cursions between dD(x, R), dD(x, ¢) and dD(y, ¢). Denote by Ag_, . (resp., Ag—y) the
number of excursions from dD(x, R) to dD(x, €) (resp. to dD(y, €)) before 7, and denote
by:

(40)

(41)

— L% . the local time of d D(x, ¢) during the nth excursion from d D(x, ¢) to d D(x, R),

- L;s the local time of d D(y, ¢) during the nth excursion from 0 D(y, &) to dD(x, R)UdD,

- LZ,R the local time of d D(x, R) during the nth excursion from dD(x, R) to dD(x, &) U
oD(y,e)UaD.
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For any x" € dD(x, &), we have under P,

1+AR—x ARy AR—xt+AR->y
— n — n n
42)  Lee= ) Li. Lye= ) Ly, ad Log> 3 Lig
n=1 n=1 n=1

The stochastic domination is not exactly an equality because if the last visited circle before T
is dD(x, R) (it could be 0 D(y, ¢€)), the number of excursions from d D (x, R) to dD(x, &) U
0D(y, ¢) before T is 1 + Ag—x + Ag—y rather than Ag_,, + Ag_ . Lemma 2.4 allows us

to approximate (in the precise sense stated therein) the LY .’s, LY .’s, L} p’s by exponential

variables independent of Ag_,, and Ag_,,. We are going to compute the mean of those
exponential variables and the transition probabilities between the different three circles.
Let us start with the study of the transition probabilities. We will denote

log1/|x — v
43 =—
(43) Pxy logl/e

Because |x — y| > €9, note that p,, is bounded away from 1: 0 < pyy < 1 — a. We first
remark that by (14) we have

VzedD(x,e) P(tap(y,e) <T)=pxy + O(1/loge),
Vz€dD(y,&) P(topr,e) <T) = pxy+ O(1/loge),
Vze€dD(x,R) P,(Tsp,e) <T) = pxy + O(1/loge),
VzedD(x,R) P, (typ(y,e) <T) = pxy + O(1/loge).

Here and in the following of the proof, the O’s may depend on &9, M, a. By Lemma 2.3, it
thus implies that for all z € dD(x, R),

P.(top(x,e) < T A ToD(y,e))

_ Pxy+ O(/loge) — (pxy + 0(1/loge))?
1 — (pxy + O(1/1l0ge))?

1
(44) = Py 0<—>,
L+ pxy loge
(45) P.(TsD(y,e) < T A ToD(x,e)) = Pry 0<L>
’ ’ L+ pxy loge
Of course, for any z € dD(x, ¢),
(46) P (Topx,R) < T AToD(y,e)) =1

and (14) implies that for all z € 9 D(y, ¢€)

47) P:(tapx,R) < T AToD(x.e)) =P (Topr.r) <T)=1— 0(%)
oglx —yl

To summarise, despite the apparent asymmetry between x and y, the circle d D(x, R) plays
a similar role for d D(x, €) and d D(y, €) and the transition probabilities between those three
circles are given by (44), (45), (46) and (47).

We now move on to the study of the LYy ,’s, L] ,’s, Lﬁ,R’S- Starting from any point
of dD(x,¢e), Ly ¢(typ(x,r)) 1S an exponential variable with mean given by (see (10) in
Lemma 2.1)

1 1
2elog(R/e) =2(1 — pyy)elog E(l + 0(@)>
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Starting from any point of d D(y, €), Lemma 2.4 allows us to approximate Ly (T A Typ(x,Rr))
by an exponential variable with mean equal to (see Lemma 2.5 applied with A <— dD(x, R)
and see (11) in Lemma 2.1)

(o)1= ol ofoe! +00)

1 1
=2(1 — pxy)elog —(1 + 0(—))
€ loge

Similarly, starting from any point of dD(x, R), we can approximate Ly r(T A Typ(x,e) A
TyD(x,e)) Dy an exponential variable with mean equal to (we apply Lemma 2.5 with A <
0D(y,e),e < R,§ < ¢)

R Dxy 1 1
<1:|:C )(1—2 +0<7)>2R<log—+0(1))
lx — yl 1+ pxy log|x — y] R

Ci\1—- 1
= <1 + —1> Py 2Rlog —
M) 1+ pyy

for some universal constants C, Cy. In the following, we will denote y = 7 //1 — C;/M. As
we can take M as large as we want, we will be able to require y to be as close to y as we
want.

Finally, to use Lemma 2.4 to approximate either LY ., L;’ ¢ or LT, by exponential vari-
ables independent of the exit point, we need to control the error we make in estimating the
harmonic measure (what was written u in Lemma 2.4). For this, we use (17) of Lemma 2.5
which tells us that the hypothesis of Lemma 2.4 (used in our three above cases) is satisfied
with u =C/M for some C > 0.

Step 3. We are now ready to start to compute the probability (41). We will denote I'(n, 1),
['(n’, 1) independent Gamma variables with shape parameter n,n’ and scale parameter 1.
We recall the following elementary fact: for any n,n’ > 1 and 7 > 0, P(I'(n, 1), C(n/, 1) > 1)

equals to
n—1 ,j n'—1
—2t t_ t_
¢ (sz>(z j!)
i=0 j=0

S
0<i<n-—1 o
0<j<n’—1
it+j=k
!
Ay L
l‘]' k! -
i,j>0 k=0
i+j=k

By (42), we have

1 1 1 [1 - 1
Pxo( ng,ea gLy,s > y log ; + b, ELx,R <7ylog Ea TdD(x,e) < TBD(y,£)>

<Py (Tsp(x,e) < T ATdD(y,e))  SUP Z Py (AR—sx =ny, ARy =ny)
x'€dD(x,e) 7y >0

nys>1
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C 1+2ny+2ny, )’)21+px 1
1+ — P(T D < og —,
X<+M) (("x+”y =T %R

y? log1 1
Fone+1,1), r(ny,1)>—M(1+o<—))).
21— pyy loge

The term (1 4+ C/M)! 22"y in the above inequality comes from the fact that every time

we approximate one of LY ,, LY ., L" » by an exponential variable independent of the last

point of the excursion, we have to pay the multiplicative price (1 4+ C/M). See Lemma 2.4.

Now,
1
. Ly, ys>)/10g + b, —L R<V10g » ToD(x, e)<TaD(ye))
0 1) — 1 C\1+2n
o ) Loy o s Z sup P, (ARﬂ+ARﬁy_n)<1+ >
loge 1 x/€dD(x.¢)
2] N1, logl 1 k
(48) (F(n PR AL P )Z {y2M<1+0(—>)}
21— pyy =0 k! I — pyy loge
2 00 —1
£ Jogl ( 2ny ( 1 ))n n—1
<od STy TEE +0| — 1+«
( )oge r; L+ pxy loge ( )
P21+ pay 1 "I ,logl/e k
xIP’(F(n 1)_ log +C2) {y —I—C3} .
2 I_ny lx — I Zk' l_pxy

Here, o > 0 is of order 1/M and can be required to be as small as necessary. We are going
to bound from above the last sum indexed by n. We decompose it in three parts that we will
denote Sy, S7 and S3, respectively: by denoting

~2
1+ 1 logl/e
ny:= r Pxy log +Cy and n»: y2 gl/ + C3,
21_ny lx — yl I_ny
Siisthesumovern=1,...,n1, 5 corresponds ton=n;+1,...,no and S3 is the remaining

n >ny + 1. Let us comment that if p is close enough to y, we have n; < ny because (1 +
pxy)y2/2 < (14+a)p?/2 < y?. In the sum Sy, it will be difficult for L, () and L, ;(7) to
be large at the same time. In the sum S, it will be difficult for all the three events to happen
and in the sum S3, it will be unlikely for Ly r(7) to be small.

Later in the proof, we will use the two following elementary inequalities that we record
here for ease of reference: for all » > 1 and u > 0, we have

00 k
) (un)
(49) ifu<1, Y o < (ue)",
k=n
n—1 k
) (un) _
(50) if =1, kg S eno)” !

e S1: We bound from above the probability appearing in the sum by 1 and we exchange the
order of the summations: we first sumover k =0, ...,n| — 1 and then we sum overn > k+ 1.
The sum over n being a geometric sum, it is explicit and it leads to

k
Si<o) > k<2(1+a)y 1”” log — +c3>.
O<k<n;—1 Py
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‘We now use (50) with

ny

1
(2(1—|—a)y T log — +C3>/n1

xy

4(1 + )’/2 ! <1+0< ! >)>< 2y >2 |
= d)~F-—T—"""H P— N\ V=< >
P2 (14 pyy)? log |x — | (1+a)y

if 7 is close enough to y. It gives
2

1 1 "
S| < 0<1>(4(1 +a>%m(1 * O(M))e)

21 21
=0(1)ex { + Py log (1 + 2log ﬂ)}
21— pxy |x - y| (1 + pxy)y

e S>: Forn >n; + 1, we have (see (49))
21 1
IED(F(n,l)sy— TPy 00 +C2>
21— Pxy |x - ))|

g ()9_21+pxy Q) g)”—‘e—vj 125 1og 01
21— Pxy |x - yl n

(51

and we also have for n < n, (see (50))

n—1 —1
log1 logO(1 n

> {y2 o8 /8+C} §e<y2—og ()/85> .

k=0 1_pxy 1_pxy n

Recalling that p,, = log|x — y|/loge, these two inequalities show that S, is at most
ﬁ 1+pxy
O(l)|x — y| 2 '=P» times

nja

252 n—1 2(n—1)
vy o(l) 1 e
2 ((1 TETSE log(pc = y|>(”” log , + 0(”» (Z>

n=ni;+1

242 2\ n—1 2(n—1)
(e ) ) (6)

1 1 — .
<Z(( +“)<1—pxy>2<°g|x—y| n

By Stirling’s formula, there exists C > 0, such that for all n > 2, (e/n)z(”_l) <C/((n—
!(n — 2)!). Also, denoting /| the modified Bessel function of the first kind (see (75)) and
using its asymptotic form (77), we notice that

s 1

Z mvn = 2U5/211 (2\/6) < CU9/4€2ﬁ.
n=2 ’ ’

Hence

1 \92
o)

P21 1
xexp{(—y— +pxy+2«/ vy )log }

21_ny l_pxy |x — i
e S3: We again use (51) and we simply bound

| log 1 k 2 logl/e
Z_{ 2 logl/e +C3} <o T
k! 1_pxy
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to obtain that S3 is at most O (1) times

,logl/e _;9_21+pxylo 1 }
1_pxy 21_ny lx — yl

n—1
x 2 ((1+a)a>2 Lo jog O ) |

n>ny+1 I_ny |x_)’|”

ol

Again by Stirling’s formula, (e/n)"~! < C/n/(n — 1)! and with an inequality of the kind of
(49) we have that S3 is at most O (1) times

210g1/8_)7_21+pxy10 1 }
1 — pyy 21— puxy lx — yl

);2 1 I_V—;Xylogé
X <(1 +Ol)ﬁpxy <ny + 0<—10g8)>€>
~2 2
1 1
:exp{(—y— T Pry +2 4 )log }
21_ny I_ny |x — vl
2
X exp{ v <2
Pxy

on(0 40T (o 0(i5))) e 5
og @) py| Pry — og )
I_ny )/2 AT loge lx — I

But supy_ , .1, 1 + (og p)/(1 — p) <0. Hence if y is close enough to y, & close enough to
0 and if € is small enough

2+ ! 1 ((1 + ))Q2 ( + 0( ! ))) 0
0 a)— — <0,
1 — pxy s )/pry Pxy loge

which implies that

P

+

~7D 2
1 1
v +pxy+2 z )log }
|x — vl

S3<O0(1)ex {(——
P 2 l_pxy l_pxy

Finally, the worst upper bound we have is for S> and coming back to (48) we have obtained

/1 /1 1
Pxo( _L)C,é" _Ly,S Z ylog_ +b’
e & &
1 N 1
ELx,R <ylog R’ TdD(x,e) < TﬁD(w))

11/2

1 2 1

<0() g’ (log )
(loge)? lx — ¥l

2VT+ayy —y? =921+ pxy)/2 log 1 }
l_pxy lx — yl

(52)

X exp{

We can ensure that the coefficient

2VT+ayp —y? = P2(1+ pyy)/2
1— Dxy
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is as close to y2/2 as we want. In particular, it is smaller than 2 and we have shown that
2 .
(loge)?e~"/? times

/1 /1 1 1 - 1
IEDxo( ELX,Sv gLy,e >y log g + b, ELx,R <ylog E’ TaD(x,e) < TBD(y,e))

is bounded from above by a quantity independent of ¢ and integrable. It concludes the proof.
O

REMARK 4.1. We now do a small remark that will be useful in the proof of Proposi-
tion 4.2. If in the inequality (48) we had a worse estimate with an extra multiplicative error
(1 4+ O(1/4/Tog(1/¢)))" in the sum indexed by n, we could have absorbed this error by in-
creasing slightly the value of « and it would not have changed the final result: we would have
still obtained an upper bound which is integrable over x, y.

We now prove Proposition 4.2. We are going to see that this is an easy consequence of the
proof of Proposition 4.1 and we will use the notation defined therein.

PROOF OF PROPOSITION 4.2. By the definition of /i (see (24)), Ey,[[i¥ (A)?] is equal
to

1 2 2y3 JiL
log(g>8y /A A Exo[e"V =5 g (v e0.0m€”Y =7 Ay (3,001 ] dx .
go X Ag

As before, if a € (y2/4, 1), the contribution of points x, y such that |x — y| < & is negligible:
it is at most

1 N P Iz,
log(—>sy282“exp(yzlog—+\ﬁMy log—)/ Ey[e" Vi ] dx
I3 £ g e)Ja

2 _
—s7 /242a O(I)EXO[U;/(A)],

which converges to zero thanks to the first moment estimate (27) of Proposition 3.2. For
x,y € Ay with [x — y| > &%, we proceed in the exact same way as before. In particular,
we have the same description of the joint law of (Ly ¢, Ly r, Ly ): starting from any point
of dD(x, ¢) and conditioning on the event that the number of excursions from dD(x, R) to
dD(x, ¢) is n, we can approximate L, ¢(7)/¢ by a Gamma random variable I'(n + 1, 26)
which is the sum of n 4 1 independent exponential variables with mean 26. Here,

1
0 =logR+ O(1) = (1 — pyxy)log - +0(Q).

The only difference with the case treated in Proposition 4.1 is that we consider

1 22 V20T (n+1,1
(53) 1°g<2)8y/E[ey DL e D -y g1 6) <M g7 )

rather than
1 2 1
(54) log —8—V2/2P<F(n +1,1) > 2 log —).
£ 26 £

We are actually going to see that the first quantity can be bounded from above by second one,
up to an irrelevant factor. This will allow us to conclude the proof thanks to Proposition 3.1.
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With the change of variable u =/t — y/6/2, we have

V20T (n+1,1
E[e” g )1{|«/29F(n+1,1)—ylog(l/s)\SM«/—log(l/s)}]

_ [ vy dt
=, L1V log(1/6)/v/281 <M Tog(Te)/+/26)

_ VO / e_”2/2(1 n @)2”“
n2n R Y0

X X1y Jo72—y tog(1 6)/3/20| <M og(T/)/26) AU

In the range of admissible u#, we have

V2u 1 1
1 = 0
Ve T (ngﬁﬁ)

2
1 1
2=l P, + o) log .
21_pxy |x — vl lx =yl

E[ey./zer(nﬂ,l)l{l

and we also have

Hence

./29F(n+l,1)—)/log(1/8)|§M«/log(1/s)}]
= <1 + 0(%))’1@(#29)”81/29/2
Jlog(1l/¢) n! \2(1 — pxy)2

2
Y " Pxy 1 1
X exp(— log + O(1), /log )
2(1 = pxy) " lx =yl V' T lx =yl

which then implies that the term in (53) is at most (1 + O (1/4/log(1/¢)))" times

! oe ! ( v, L Lowmh ! )
— log —exp| — og og
n! "¢ 2(1 = pxy) lx — i lx — I

2 1\"
X <V710g —) .
2(1 — pxy) &

Recalling that the term in (54) is equal to

1 Y2 1 N Y2 1 n
log —ex (— lo +0(1)> —<7lo —+0(1)> ,
ST\ 20— Pl gﬁﬂza—pw>ge

X =Yy
it shows that the term in (53) is at most

(1+0(1/,/log(1/e)))" exp(O(1),/log(1/|x — yI))

times the term in (54). As we mentioned in Remark 4.1, it implies that we obtain the
same upper bound as in the proof of Proposition 4.1 with an extra multiplicative error
exp(0(1)4/log(1/]x — y|)) which is still integrable over x, y. It concludes the proof. [J
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5. Convergence. In this section, we will prove the following proposition.

PROPOSITION 5.1. If ¥ is close enough to y, (VY (A x T), & > 0) is a Cauchy sequence
in L? and, moreover,

(55) lim B (77 (4 (b, 00)) — 757 (4 x (0,00))*] =0
and

(56) limsupE,,

el (G

with p(M) — 0 as M — 00. p(M) may depend on y .

2
RLA) =37 (A % 0.00)) | = p(an)

As mentioned in the Introduction, to use the link between the local times and the zero-
dimensional Bessel process (7), we will use the following lemma proven in Appendix A.

LEMMA 5.1. Letk,k',n>0withk' >k +1andn >k’ — k. Denote n = e *, n/=e_k/

and foralli =1,...,k' —k, ri =ne™". Consider 0 <r, < --- < rp_g41 < rv—x =1 and
fori=1,...,n,T; € B([0,00)). Forany y € dD(0, n/e),
Py(Vi=1,...,n, Lo (Tap©.n) € TilTap©.1) < TaD©0.)> Brspo.y)
(57) .
Py(Vi=1,...,n, Lo, (tap©,5) € TilTap©.y) < ToDO,0))

belongs to [1 — p(n"), 1+ p(n)] with p(n’) — 0 as n’ — 0. p(n’) may depend on 1.

REMARK 5.1. If we had conditioned on t3p,,) < ‘L’ap(q,n), BTaD(O.r;)’ Lo,n/e(tapo,n))
rather than on T3p(0,y) < TaD(0.n)> Bryp., - the same conclusion would have held: up to a
multiplicative error 1 + 0,/_,0(1), we can forget the conditioning on the exit point B
This is a direct consequence of Lemma 5.1.

DO "

We now state the result that we will need on the zero-dimensional Bessel process to prove
Proposition 5.1. This lemma will be proven in Appendix B.

LEMMA 5.2. Let ¥ >y > 0, b,beR, so>1 an integer and for all s € [|1, soll,
As; € BR). Let n > 1 and (R(’) s>0),i=1,...,n, independent zero-dimensional Bessel
processes. Denote for all s > 0,

n
Ry= | Y (RV).

i=1
Then the two following limits exist:

2
1, () := tl_i)rgoteyTth(R, >yt +b,Vs €[|1,50]]. Ry € Ay,

Vs €[lso.t]]. Ry <Ps+b|Vi=1,....n,RD > 0)

S0

and
. . 1 —ﬁf YR,
h(M) 1= lim o= /1e™ T E[e" g, p<m i
X 1{Vs€[|1,so|],RS€A5,VS€[|S0J|]»RS5)734‘5}| Vi=1,.. Rg(l)) = O]'
Moreover,
(58) L1 (B)e?” =11(0) = (1 + p(M))lo(M)

for some universal sequence p(M) going to 0 as M — o0.



1624 A.JEGO

We now prove Proposition 5.1.

PROOF OF PROPOSITION 5.1.  For convenience, if u, v € R, we will write u = v in this
proof when we mean —v <u < v.

We start by proving that (7} (A x T), ¢ > 0) is a Cauchy sequence in L. We want to show
that

limsupEy, [(DY (A x T) — 17;/ (A x T))Z] =
£,6—0

By expanding the product, we notice that it is enough to show that

limsupEy,[DY (A x T)DY (A x T)] — Ey[DY (A x T)D) (A x T)] <0.
£,6—0

Take ¢, 6 > 0. In this proof, we will denote f; s(x,y) :=|logd|]| logsl((Ss)_”z/2 times

xo \/T +b \/yT>ylog +b,Ge(x, &0), G(S(y,SO))-

Take n € {r,r < &0} and denote (A x A), the subset of A x A made of “good points”:

(59) (A x A), ::{(x,y)eAxA:D(y,n)ﬂ U aD(x,f):@}.

r=éeo
If (x,y) € (A x A),;, the two sequences of circles (dD(x,r),r < &) and (3D(y,r),r < &)
will not interact between each other inside D(y, n). Since the Lebesgue measure of (A x
A)\(A x A); goes to 0 when n — 0, Proposition 4.1, or more precisely (52), implies that

foeCeoy)dxdy < / SUP fo.e (6, y) dx dy = 0y 1 (1).

/(AXA)\(AXA),, (AXAN\(AxA), ¢

Ex, [0 (A x T)D (A x T)] — xo[f)Z (A x T)f)g(A x T)] is thus at most
<ot [ (el ) = feste, ) dxdy.
(AxA)y

Our objective is now to bound from above f; . (x,y) — fe5(x,y) for (x, y) € (A x A);. The
two probabilities in f; ¢(x, y) and in f; 5(x, y) differ only from what is required around y. We
are thus going to focus around y. We consider the excursions from 0 D(y, n/e) to dD(y, n):
define aéz) :=0and foralli > 1,

o'V :=inf{t > 0>, : B, € 3D (y, n/e)},

0P :=inf{t > 0" : B, € 3D (y, n)}.

1

We denote by N :=max{i > 1: O'i(z) < t} the number of excursions. The local times of circles
centred at y inside D(y,n/e) accumulated during the ith excursion, that we will denote
by (L§’)r, r < n/e), depend on the starting point B o) and on the exit point B ey But this
dependence is weak if the excursion goes deeply 1n51de D(y,n/e): this is the content of

Lemma 5.1. This is why we consider ’ € (¥, r < g9) much smaller than 1 and for all i > 1,
we consider the random variable v;

1 if Blo\", 6210 D(y,n//e) @
0 0therw1se.

v =
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We claim that there exists N, independent of x, y, ¢ such that

1 1 1 2
(60) IF)xo(\'/ Ly (1), \/ ye(f)>ylog +b,N > Nn)_n(logg)zgy .
This is in the same spirit as what we did in Section 4. To not interrupt the flow of the proof,
we postpone the justification of this claim at the very end of the proof.
It is thus actually enough to bound from above g¢ . (x, y) — g¢.s(x, y) where g; 5(x, y) is
the modification of f; 5(x, y):

1 1 | L 1
8s.5(x,y) = log 3 log 5(58)_)/2/21%6()( %(T) >y log - + b,

Ly,8(f)

1
2 2 ylog 5 b, Gelx, £0), Gl e0), N < Nn).

We are going to condition on the whole trajectory except the excursions from d D(y, n/e) to
dD(y, n) which visit D(y, n’/e). The only randomness remaining will come from Ly, (1)
for r < n. We have
L (56" g, 50 y)
log(8) log(e) oo

_ Novreln, !
Exo |:1{\/7LX’§(T)ZV10g;+b,Gs(x,so),Gn(y,so),N<er}]Px0 (G(S(y’ g )’ rE e

XZI{U,—l}Ly, < pr(ogr)? —Zl{v,—O} ;1
i=1 i=1

N, B"i(l)’ Bai(z), Vi, (1{ }L;)r,l’ S [)7/, n/e]),Vi =1, ,N)]

We are interested in this last conditional probability. For a given i > 1, Lemma 5.1 (or more
precisely Remark 5.1 following Lemma 5.1) tells us that there exists p(n’) which may depend
on 1 and which goes to 0 as n” — 0, such that for any sequence (7}, r < n/e) of Borel subsets
of R,

P(L\ € T5.Vr €[8.n/e). L)) € T7|B, . B v =1, L)

= (1£p(n)P(L}; € T, Vr € [8,n/e), L € Trlvi =1,L) ).

Now, (7) tells us that, conditioned on v; = 1 and L;’)n Je>

<L§’)rs =Te=s 5> 0) ¥ (RD)?, 5 > 0),
e

where R is a zero-dimensional Bessel process starting from ,/eL§ ),7 Jel conditioned to be

positive at time so = logn/(en’). By denoting for all s > 0,

N
Z v; R(l)
i=1
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we thus have

(1% p(r) M ——

Y RN 2y )
log((s)log(g)(ée) 8e5(x,y)

1
= [lw EeT g L+b, G 0. Gy (600 N <) (Rl"g% =ylogg 45

Vse[

T;],ngfsﬁ-flogf,

Vs € [ 1, log

n -
E ], Rs2 <vy (S + log — ) Z l{vl_()}L(yl)rY

N, vi, (1, }L(y’)r,re[n/,n/e]),Vizl,...,N>:|.

By Lemma 5.2, the conditional probability times log(1/8)é -v?/2 converges as § — 0. Hence

imsup( (1 + p() ™ v, ) = (1 = () g5 )} <0

8e,5(x, y) and N, being independent of 7’ it yields

limsup g¢ - (x, y) — ge,5(x,y) <0.

£,6—0

This concludes the proof of the fact that (VX (AxT),e>0)isa Cauchy sequence in L2,
assuming the veracity of the claim (60). To prove (55), we notice that

E[(9 (A4 x (b, 00)) — 7757 (A x (0, 00)))’]
= {Ey[ve(A x (b, 00))*] — e VPR, [ve (A x (b, 50))TY (A x (0, 00))]}
+e " e PR, [ve(A X (0, 00))7]
— By [ve(A x (b, 50))37 (A x (0, 00))]}

and we want to show that the two terms in brackets go to zero. We proceed in the exact
same way as before. We have to control the difference of two probabilities of events which
differ only around one point. Around this point, the local times behave as a zero-dimensional
squared Bessel process and we use the first equality of claim (58) of Lemma 5.2. The proof
of (56) is similar with the use of the second equality of claim (58) of Lemma 5.2 and a claim
similar to (60) (we omit the details).

We now complete the proof by proving (60). As this is a similar reasoning as the ones we
saw in Section 4, we will be brief. Conditioned on B o> B el and on the fact that the ith

excursion visits d D(y, ¢), the local time L(’ of 0D(y, 8) accurnulated during the ith excur-
sion is approximatively an exponential Varlable with mean 21log(O(1)/e) (see Lemma 2.4
for a precise statement). Moreover, conditioned on the starting and ending points of the ex-
cursion, the probability for the excursion to visit d D(y, €) is at most O (1)/log(1/¢). Hence,
conditioned on the number of excursions N, Ly .(t) can be stochastically dominated by a
Gamma random variable with scale parameter 1/(2log(C/¢)) and shape parameter having
the law of a binomial variable: the sum of N independent Bernoulli random variables with
success probability C/log(1/¢e). By increasing the value of C if necessary, the same is true
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for Ly ¢(t) with N replaced by N + 1 (we could visit d D(x, €) before d D(y, n/e)). Hence

1 1 1
IP)xo (\/ELX,S('[)» \/gLy,e(t) = Vlog g +b,N > N;y)

1) < ¥ pxo(N_n—l){2(’;)(L)kgyz/zlg%(”;mgg)z}z

=N -1 |loge| 3

1 \2 ., * (n /kkil 1 1—k+1 i
:<—) e Y Py(N=n-1) Z<k>c Zﬁllogsl .
n =0 "

loge SN -1 k=1
Noticing that the last sum over / =0, ...,k — 1 is at most (by decomposing it into the sums
over [ = ., k/2] —land ! = |k/2],. — 1 for instance)
1\ k721K k
k(log g) + m,
we see that for any a > 0, there exists C = C(a) > 0 such that the sum over k =1, ...,n

in brackets is at most C(a)(1 + a)". Moreover, P, (N =n — 1) < p”_l for some p < 1
depending on 1. Hence, by considering a small enough so that (1 + a)p < 1, the sum over n
in (61) is at most C(p(1 + a))Nn < n if N, is large enough. This proves the claim (60) and
completes the proof. [

6. Vague convergence, identification of the limits and properties of &”. Our proof of
Theorems 1.1 and 1.2 relies on the following.

PROPOSITION 6.1. The sequences WL (AxT),e>0)and (Me (A), e > 0) converge in
L. Moreover,
lim e?? V! (A x (b, 00)) = hnz) v/ (A x (0, 00))

e—0

(62)

1
= lim ,ué’ (A4), Py -as.

«/271)/ e—0

The proof is straightforward from Propositions 3.1, 3.2 and 5.1.

PROOF OF PROPOSITION 6.1. By (26), for any €, § > 0 small enough,
Exo[[vY (A x T) — v (A x T)|] <2p(e0) + Ey,[|V} (A x T) — 5§ (A x T)|].
Proposition 5.1 giving

limsupE, [|97 (A x T) — VY (A x T)|]
£,6—0
<limsupE,,[(V) (A x T) — vy(A x T)) ]1/2 0,
£,6—0

it implies that

limsup Ey,[[vY (A x T) — v} (A x T)|] <2p(e0).
£,6—0

Since the left-hand side term does not depend on gg and since p(gg) — 0 as g9 — 0, it finally
implies that

limsupEy)[|v} (A x T) — v} (A x T)|] <

£,6—0
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which proves the convergence in L' of (v} (A x T), ¢ > 0). Using (26) and (55), respectively
(26), (28) and (56), we can show in the same way that

limsup B, [|e?”vY (A x (b, 00)) — v7 (A x (0, 00))[] =0,

e—0
respectively,
1
limsupExO[ ———uX(A) —v! (A x (0, oo))” =0.
e—0 A/ 27‘[)/

As (vl (A x (0,00)), & > 0) converges, this shows the convergence of (X (A), ¢ > 0) and
the identification of the limits (62). [

PROOFS OF THEOREMS 1.1 AND 1.2. By Proposition 6.1, (vé/(A x T),e > 0) and
(1l (A), e > 0) converge in probability for any A € B(D) and T of the form (b, 00) with
b € R. From this, we obtain the convergence in probability for the vague topology of the
random measures (v),e > 0) and (ul, & > 0) through classical arguments which can be
found in [5], Section 6 (the reasoning therein is for the topology of weak convergence but
there is no difficulty to adapt it to the topology of vague convergence). This proves The-
orem 1.1. We now turn to the proof of Theorem 1.2. We will abusively denote the measure
A € B(D) — vY (A x (0, 00)) by v¥(dx x (0, 00)) and we consider the measure v¥ on D x R,

Y (dx, dt) := v (dx x (0, 00))e™ "y d.

The first equality of (62) shows that [Py -a.s. the measures v¥ and V" coincide on the
countable w-system of subsets of D x R of the form [x1, y1) X [x2, y2) X (b, 00) with
X1, X2, Y1, ¥2, b € Q. This w-system generates the Borel o-field on D x R and the measures
v’ and V¥ are Py -a.s. o-finite. Hence v” = v” Py -a.s. The same reasoning and the second

equality of (62) shows that the measures v (dx x (0, 00)) and u” (dx)/(v/2my) are Py -a.s.
equal. This completion proves Theorem 1.2. [

We now explain how we obtain the links between the work of Bass, Burdzy and
Koshnevisan [3] and the one of Aidékon, Hu and Shi [2] with ours. For this small part, we are
going to use their notation that we recall: if z € 9D is a nice boundary point, that is, a point
where the boundary 9 D is locally an analytic curve, and x € D,

- ]Pyg”Z denotes the probability measure of Brownian motion starting from xo and conditioned
to exit D through z (see [2], notation 2.1(i)),

- Qi‘jg is the probability measures of trajectories consisting of, first a Brownian motion
starting from x¢ and conditioned to hit x before exiting the domain, second a Poisson point
process of excursions from x, and third a Brownian motion starting from x and killed when
it exits for the first time the domain (written Q7 in [3], p. 606),

- @iog,a is similar to Qiog except that the last part of the trajectory is a Brownian motion
conditioned to exit D tﬁrough z (see [2], Proposition 3.5).

We will also denote C,[0, 0o) the set of all parametrised continuous planar curves ¢ defined
on a finite interval [0, #.] with 7. € (0, 00). C,[0, 00) is equipped with the Skorokhod topol-
ogy. For any event C € B(C,[0, 00)), we have

Py (C.|Br—z|<1)
63 Py *(C) = lim =
©3) o O =l B —z1=n)

Q8(C. 1B —zl <)
Q5B — 2zl <7)

The following proposition characterises the measures ©” . Let us emphasise that we only
assume that the domain D is bounded and simply connected here.

(64) Q5" (C) = lim
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PROPOSITION 6.2. For every y € (0,2) and every nonnegative measurable function f
on R? x C,[0, 00), we have with a = )/2/2,

E, [ L s B)M(dx)]
(65)

= 2ny /D Eqgroalf (. B)]R(x. D)7 Gp(xo. x)dx.

PROOF. Proposition 5.1 of [3] states that if the domain D is the unit disc and if the
starting point xg is the origin, for any x € D, the distribution of Brownian motion conditioned
on

1
{—Lx,e(n > y2(loge)? — 2| log | log| 1oge|}
£

converges to Qio’g as ¢ — 0. No restriction on the value of y is required here and their proof
actually works in a general setting of a bounded open simply connected domain and a starting
point xg € D. Moreover, we notice that if we had conditioned rather on

1 2 2
66) {;Lum > 12 (loge) }

we would have obtained the same result: this can be seen in their equation (5.7) where the
term 2|loge|log |log ] is killed by bigger order terms. Hence, we also have: the distribution
of Brownian motion starting from xg and conditioned on (66) converges to Q;?’lg' as ¢ — 0.
We can now conclude as in [3], Theorem 5.2: by standard monotone class argument, it is
enough to prove (65) for f of the form f(x, B) = 14(x)1¢c(B) for some A € B(D) and
C € B(C4[0, 00)). In that case,

]Exo[/sz(x, B)©V (dx, (0, oo))} —Exo[fsz(x,B)vg’(dx, (. Oo))]‘

<E,[1c(B)|vY (A, (0,00)) — v} (A, (0, 00))]]
<Ey[[v7(4, (0,00)) — vY (A, (0, 00))][],

which goes to 0 as ¢ — 0 by Proposition 6.1. Hence
By | [, 70 BIY (@ 0.00) |
R
= giinoEx‘) [./RZ f(x, Byv! (dx, (0, oo))]
1
= lim |log8|8_7’2/2/ Py, (C '—Lx,g(r) > y2(10g8)2>
e—0 A &
<P, (L1 (1) > y?(oge)? ) d
xo| 7 Lxe(t) Z v (loge)” Jdx
:/ QU4 (C)R(x, D)*/*G p(x0, x) dx
Pa?

by Proposition 3.1, (25). Recalling that Theorem 1.2 shows that Y (dx) = /2wy vY (dx,
(0, 00)) Py, -a.s., this completes the proof (65). [J

From Proposition 6.2, Corollary 1.2 is immediate.
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PROOF OF COROLLARY 1.2. When D is the unit disc and xo =0, R(x, D) = 1 — |x|?
and G p(xg, x) = —log|x| (see [22], Section 2.4). Hence by Proposition 6.2 and by [3], The-
orem 5.2, u? and +/27y B, both satisfy (65). Moreover, these two measures are measurable
with respect to the Brownian path. As noticed in [3], Remark 5.2(i), there is only one measure
satisfying these two conditions implying that Py,-a.s. u” = V2ryB.. O

The proof of Corollary 1.3 is quite similar.

PROOF OF COROLLARY 1.3. For the same reason as before, it is enough to show that
for all nonnegative measurable function f,

Byge| [, £0x By @ |

_ ) Hp(x0,2) | 4
= 2y By [/Rz fex B2 E /\/loo(dx)}

and we can assume that f is of the form f(x, B) = 14(x)1¢(B) for some A € B(D) and
C € B(C4[0, 00)). By [2], Proposition 5.1, the right-hand side term of (67) is equal to

(67)

\/EV/DEQ);(’);,a[f(x,B)]R(x,D)aGD(xo,x)dx.

On the other hand, by (63), (64), (65) and by dominated convergence theorem, the left-hand
side term of (67) is equal to

i By | [ GBI @0l —cjen | /P18 =21 1)

Qp(BeA,|Br —z| <r)
Px0(|Br -zl =<7r)

— lim \/2713// R(x, D)"*/2G p(xo, x) dx
r—0 A

=27y / Q5 “(B € AR, D) %G p(xo, x) dx.
Pt
This shows (67) and concludes the proof. [

We finish this section by proving Corollary 1.4. We are basically going to collect properties
in [2].

PROOF OF COROLLARY 1.4. Let a = y2/2. For any nice point z € 3D, the first three
properties are satisfied by M, under IF’XDO’Z (see [2], Proposition 5.4 and Theorem 1.1). By
Corollary 1.3, it is thus also the case for u”. To change the probability measure ]P’)Z‘,)’Z to Py,
we notice that

Py () = /w PR () Hp(xo,2) dz.

So if an event E satisfies P, (E) = 0 for all nice point z € d D, Py, (E) = 0. This concludes
the proof of (i)—(iii). We now turn to the proof of the claim (iv). It is enough to show that for
all nonnegative measurable function f,

(68) By UD o BY("P o ¢_1)(dx)}

= Eg(x) [_/;)/ fGx, B¢ (¢! (x))|2+yz/2uV’D/(dx)]
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To help us to do the change of variable 7’ = ¢ (z) in the computations below, we recall that
forany ye Dand z € 0D, Hp (¢ (y), 9 (2)) = |¢/(z)|_1HD(y, 7) (see [22], Section 5.2). By
Corollary 1.3, and by the conformal invariance of M ([2], Proposition 5.3), the left-hand
side term of (68) is then equal to

[ dztpo. B [ £ B 097 )]

= 2 X():2 —f(x’B) a o -1 ]
—ary [ dztip(o, 9 Byye| [ TSI (M 047

= 271)’]3 dzHp(xo,2)*
D

f(x, B)
p Hp(¢~!(x),2)

=21y fa 8@ Hp ((x0). 6 2)

5 Ho (@ (0).9.2)
Hp (x, $(2))

|¢'(¢>—1<x>)!2“7Mgo<dx>}

x E :
P«;(/xow(a [

X qu;xo),zp(z) |:/D/ fx, B¢ (¢~ Mgo(dx)]

- /3 219/ Q)| Hpy (90, 92)
X EJP’?)(/XO)"M [/D/ fx, B)W’/((b_l (x))|2+y7uy’Dl(dx)}
= [ dZtipow0.2) By [ [ remlso <x>)|2“7u%”<dx>]

=E¢ (xy) |:/D’ fx, B)|¢/(¢_l(x))‘2+y2MV’D/(dx)i|.

This shows (68). [

APPENDIX A: PROOF OF LEMMA 5.1

We now prove Lemma 5.1.

PROOF OF LEMMA 5.1.  To ease notation, we will denote 7, := Typ(0,5), Ty := ToD(0,y')
and foralli =1,...,n, L, := Lo, (7,). Take C € B(0D(0, n)). We will denote Leb(C) for
the Lebesgue measure on 0 D (0, n) of C. It is enough to show that

IF’y(B,n €eC,ry<t,Vi=1,...,n L, €T;)
Py(Br, € C, 1y < 19)
Py (T < 1y)

xPy(ty <1, Vi=1,...,n, L, €T).

(69) = (1 +0y—o(1))

Moreover, establishing (69) can be reduced to show that
IP’y(B,ﬂ eCry<ty,Vi=1,...,n, L, €Ty)

Leb(C
PDOp 1y <ty Vi=1.....n, L, T)).
2

(70)
= (1+oy—0o(D)
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Indeed, applying (70) to 7; = [0, 00) for all i gives (which was already contained in
Lemma 2.5)

Leb(C)
271y

Py(Br, € C, ty < 1) = (1 + 0y 0(1))Py (7 < 7)

which combined with (70) leads to (69). Finally, after reformulation of (70), to complete the
proof we only need to prove that

Leb(C)

(71)  Py(By €Cloy <ty Vi=1,...,n, Ly € T) = (1 + 0y-0(1)) =

The skew-product decomposition of Brownian motion (see [19], Corollary 16.7 for in-
stance) tells us that we can write

(Bt >0) L (1B1e®, 1 >0) with (4,1 > 0) = (we,.t>0),

where (w;,t > 0) is a one-dimensional Brownian motion independent of the radial part
(|B¢l,t = 0) and (o7, > 0) is a time-change that is adapted to the filtration generated by

(IB:|.1 = 0):
ro1

o = ——ds

' /ousm2

In particular, under [Py, we have the following equality in law:

) ( 190+i§N)

(72) (rn,lBtl,t<rn,Bt) Ty, | B, t < Ty, ne

where 0 is the argument of y, A is a standard normal random variable independent of the
radial part (| B;|, t > 0) and
/ w1 J
= ——ds
° 0 |Bs |2

We now investigate a bit the distribution of ¢!0FN for some ¢ > 0. More precisely, we
want to give a quantitative description of the fact that if ¢ is large, the previous distribution
should approximate the uniform distribution on the unit disc. Using the probability density
function of N and then using Poisson summation formula, we find that the probability density
function f;(0) of eIOHIN gt g given angle 6 is given by

[ 2
/0= ™" Bo+2mm)*/ ) — Z £P(0—=00) ,—p71/2
F nez 27T pel
1
= o (1 +2 Z cos(p(0 — 6p))e P l/2>
p=1

In particular, we can control the error in the approximation mentioned above by: for all 6 €
[0, 27],

1 1 & 2 1
) ——|<—Y e Pi2<cC max(l,—)e_[/2
f1(0) 277‘_”;:1 =C 7

for some universal constant C; > 0.




PLANAR BROWNIAN MOTION AND GAUSSIAN MULTIPLICATIVE CHAOS 1633

We now come back to the objective (71). Using the identity (72) and because the local
times L,, are measurable with respect to the radial part of Brownian motion, we have by
triangle inequality
Leb(C)

2mn

]P’y(B,n eClty <y, Vi=1,....,n, L, €T;) —

2
o]
0

Leb(C)
n

Leb
fClﬁEy[maxo,
n

1 .
£o(0) — E‘l{nemec}dejrn/ <t Vi=1,....nL,¢ T,]

1
<C E, [max(l, —)eg/zlf,,, <t,Yi=1,...,n, L, € T]
NG

1 /
e_§/2’1/<-[,Vi:l,...,n,Lr‘GTi [}

where

, /Tn 1 J
¢ = s.
%, |Bs|?

n

To conclude the proof, we want to show that

1 /
Ey[max(l, ﬁ)eg /2‘1,7/ <, Vi=1,...,n, L, € T,] =0y 0(1).

By conditioning on the trajectory up to t,y, it is enough to show that for any 7} € B([0, 00)),
i=1,...,n,forany z € dD(0,7),

1 ,
(73) Ez[max(l, ﬁ>e_§ /2\ Vi=1,...,n,L, € T,-/} =o0,y0(1).

In the following, we fix such 7} and such a z.
Consider the sequence of stopping times defined by: 0(2) :==0andforalli =1,...,k" +k,

al.(l) —1nf{t>a B =n'e~ l/2}

ai(z) = inf{r > ol- ). |B| € e, n'e=1}).
We only keep track of the portions of trajectories during the intervals [O‘i(l), cri(z)] by bounding

from below ¢’ by

'~k _(2) M

k
n2 0i  — 0
> E ——=:L.
(g) — P (n/ez)z

By the Markov property, conditioning on {Vi =1,...,n,L,, € T/} impacts the variables

ai(z) — ai(l) only through |B_w|. But one has that there exists ¢ > 0 such that for all

i=1,....k —k,

1
E [— B m] -
< Ui(2) (l)‘ (n’ z)2

Then for all § > 0 we have by Markov’s inequality and then by Jensen’s inequality applied
tour> 1/u:

P,(L<S|Vi=1,...,n, Ly €T)
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1. ,
< SE, Z]vz =1,....n, L, €T,

s ST we? / s
< m ZEZ[M‘W:L...,I@,L” ETI] Sck’—k.
( ) i=1 Oi _Oi

In particular, P,(L < §|Vi=1,...,n,L,, € Tl-’) < 0y —0o(1)S and it implies that
1
|: <1,\/?)e §/2’V1—1 n,Lrl.eTl-/]

( ,L1/4) L/ ‘szl,...,n,L,ieTi/]

5

<E, |:ma

| A

X IP’Z(2_P_1 <L<2P|Vi=1,....,n, L, €T/)

o0
=0,-0(1) Z 2_pmax(1,2(p+1)/4)e_27(p+1)/2/2:0,}/_)0(1).

p=—00

This shows (73) which completes the proof. [J

APPENDIX B: PROOFS OF LEMMAS ON THE ZERO-DIMENSIONAL BESSEL

PROCESS

This appendix is dedicated to the proofs of the properties we have collected on the zero-
dimensional Bessel process throughout the article. Because those properties are fairly classi-
cal, we will sometimes be brief. Recall that we denote by IP, the law under which (R)s>¢ is

a zero-dimensional Bessel process starting from r.

In this section, we will denote g, (x, y) the transition probability of (Ry)>0. It satisfies the

following explicit formula (see Proposition 2.5 of [21] for instance)

(74) (e, y) = e (xy )

N

where I; is a modified Bessel function of the first kind:

1 u 2m—+1
(75) I = %m(z) .

We also recall (see [24]) that for all v > u > 0,

(76) n(w) < >e" I w)
u

and that /; has the well-known asymptotic form

77 I L o

(77) 1@ ~ 5

We start by proving Lemma 3.2.

PROOF OF LEMMA 3.2. Take ¢, A and r as in the statement of the lemma. We have

o0
P, (R, zk)=/ gi(r, x) dx.
A
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For all x > A, we have rx/t > a. Hence, by (74) and (77), there exists C = C(a) > 0 such
that for all x > A,

( ) < Ci" _r22+x2 1 rx <C r _(Jc;r)2
t\rX) = —e ! es =< —e t
1 t Jrx/t At

Using tail estimates of normal random variable, this leads to

B, (R, > 1) < c/*f o0 _ c/\/?ﬁ%e—%.
This proves the first claim. The second claim follows from the first one and from
IE, [ ] VT+/2 P (R,>—>du.
We omit the details. [
We now move on to the proof of Lemma 3.1.
PrROOF OF LEMMA 3.1. For ease of notation, we will assume that b =0 in the proof. We

are going to show that there exist ¢ = c(y, ¥) > 0 and sg = so(y, ¥, ro, ) > 0 such that for
allr € (0,rg) and > s > 50,

—_

(78) IP-(R: >yt +b, Ry > Vs) < ;e_CSIPr(Rt >yt+b),
1
(79) E [e” R 1R >75] < e, [e7R1].

Lemma 3.1 is then an easy consequence of these estimates.
Define ¢ = (¥ — y)/4 > 0. Assume that ¢ is large enough so that e > b. Take s < ¢ and
A < (y + &)t. We are going to show that

1
(80) Pr(Re € [h, (y +)t], Ry = 7'5) <~ “Pp (R, = 2)
C

for some ¢ = c(y, ¥) > 0. We will then see that we can conclude with a proof of (78) and
(79) quite quickly. We have

Pr(R; €A, (v +o)t], Ry > ¥s)

o
=2 [ a7 Py (R € [+ ]
Vs

But by (76), Py, (R;—s € [, (y + &)t]) is equal to
(v+elt yx/y Fx/V)?+y*\, (Pxy]y
exp| — I dy
A

t—s 2(t —s) t—s

IN\2Z e v 2442 5
Y X (Yx/y)=+vy % xy
S(;) /A t—seXp(_ 2(t — ) +(;_1)t—s)

xll( atd )dy
tr—s
and

‘> 2 ~ 2 ~
81 qs(r, yx/y) < %gem(—w + (g — 1)3>Il(ﬁ>,

2s s Ry
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After elementary simplifications, we find that

P, (R: € [A, (¥ +&)t], Ry = ¥s)

)7 4 00 (y+et
< (—) alxqs(r,x)/A dyq;—s(x,y)

Y Vs
( ()7/)/—1)X<J7/V+1 >)
x exp| — xt—ys—r(t—s))).
s(t—s) 2
We have chosen ¢ < (¥ — y)/2 so that for all x > ys and y € [A, (y + &)t],
y 1
Wth —ys >cts
2
for some ¢ = c(y, ) > 0. Hence if s and ¢ are large enough (depending on y, ¥ and ry),

v/v+1
2
for some ¢’ = ¢/(y, ) > 0. This implies (80).
This completes almost entirely the proof. Indeed, to prove (78) we use (79) with . =yt +b
and we notice that (81) (used with s =¢ and ¥ = y + ¢) implies that P, (R; > (y + &)t) is at

most

(y+e)2/°° ( ((V+8)/V—1)x(()/+8)/)’+1 >>

qr (r, x) exp| — x—=r
y )/l t 2

xt—ys —r(t—s)>c'ts

1
< —e P (R, > yt)
C

for some ¢ = c¢(y, ¥) > 0 and if ¢ is large enough. This shows (78). For (79), we see that (80)
gives

E (e 1R, =56 LR, <y +e)}]

o0
=f0 Pr(e” R 1 R, 255 (R, <y 1) = 1) A

o0 log A -
- lPr( fst(ers)t,Rszys)dk
0 Y

1 . [*® log A 1 _.
< —e‘“/ IP,( e <R <(y+ £)t> dr < =e “IE, [eVRf].
c 0 y c

On the other hand, we have by (31)
1
E[e” U Re= (o] < —e ™ IE [e7 ],
c

which concludes the proof of (79). This completes the proof. [
We finish this appendix by proving Lemma 5.2.

PROOF OF LEMMA 5.2. The sum of n independent zero-dimensional squared Bessel
processes is still a zero-dimensional squared Bessel process. Hence, by conditioning on

(R§i),s <s0),i=1,...,n, we have
IP(R; > yt +b,Vs €[|1,s0l]. Ry € Ay,
Vs € [lso. t]], Ry <¥s+b|¥i=1,....,n,R{) > 0)
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= IE[IP —(Ri—gy > vt +b, Vs €[|1,t —s0|], Rs < V(s +50) + b
[ / ?:I(RS(()))Z( t—so =V [| Ol] s = V( 0) )

X I{Vse[\l,so\],RseAS}| Vi = 1, Y (8 Rg)) > 0]
Now we focus on the asymptotic of
Pr(Ri—s >yt +b,¥s €[|1,1 —sol]. Ry < ¥(s + s0) + b)

for a given r > 0. Take ¢ > 0. By (29) of Lemma 3.1, there exists s, > 0 such that for all

t > sy + S0,
OSIPV(RI—SOZyt-i_b’VSE[ ’ A ]’RSS?(S+SO)+E)

- IPF(RI—SO = )/t+b»vs € [|1,t _s0|]’RS = )7(S+S0)+E) e

But

P, (Ri—sp > yt +b,¥s €[|1,50]], Ry < ¥(s + 50) + D)

= IE"[I{V.ve[ll,s(’)\],RX§)7(s+so)+5} IPRS(/)(RI—SO—S(/) >yt +b)].
We could have done the same reasoning with the expected value of

R
e R, yii<m i)

The only difference is that we would have to replace
IPR56 (RI—SO—S(/) Z )/t + b)
by
thfsofs,
Er, [e ’ 1{|R,_S0_56 y—so—sp <M

(see also claim (30) of Lemma 3.1). To conclude the proof, we thus only need to show that
for a given r > 0 and 79 > 0,

2
1e'TP (R~ > y1 +b)

and

| 2,
— 5 YR
;i E-[e" ™0, —y 1ol <M yi=im)]

converge and that the limits satisfy (58). This is a simple computation:
72 o0 x2 I 1 2
P.(R; >yt +b)= —e 7 / e_2111<z) dx ~ Me—by_e—%t
yt+b t t—00 Y t
implying that

I 2
l‘62 "IP(R;— 0> Vt+b) ~ r l(yr)e*b)/*yjlo’

t—00 y

whereas

r yt+M«/_ ‘H/X
IE-[e” %1 5, yil<m i) =7¢ B /)/Z_Mﬁ e 11( ; )dx

—>00

2 M
~ rll(yr)\/,eZ’/Me_y/ dy



1638 A.JEGO

implying that

2
rll(yr)e_yT’O(l _

t—00 Y

J te= TIE, [e" Ri-n] p(M))

Yv2
for p(M)=1— f_M e’/ dy/~/2m. This concludes the proof. [J

APPENDIX C: CONTINUITY OF THE LOCAL TIMES. PROOF OF PROPOSITION 1.1
Consider any norm || - || on R? x R. By Kolmogorov’s continuity theorem, to prove Propo-

sition 1.1, it is enough to show the following.

LEMMA C.1. Forall p>1andn>n" >0, there exists C = C(p,n,n’) > 0 such that
forall x,y € Dand 0 < ¢, 8 < n' such that D(x,n) U D(y,n) C D,

82)  Eu[|Lrc(®) — Lys(m)|P] < C|(x, &) — (v, 8| log| (x, &) — (v, 8) |-

Let us emphasise that the previous lemma considers the local times Ly (t) rather than
their normalised versions Ly .(t)/e. Before proving this lemma, we collect one more time a
property on the zero-dimensional Bessel process.

LEMMA C.2. Forallinteger p > 1, there exists C = C(p) > O such that forall0 < s < 1
and for all starting point r > 0,

(83) IE [

2 —r?|P] < CsP? max(1, r?P).
PROOF OF LEMMA C.2. Take A > 0. We are going to bound from above IP,(|RS2 —r? >
A). Denoting T), :=inf{r > 0: |Rl2 —r?| > A}, we have

P.(|R? —r?| > 1) < IP,( sup |R? —r?| > A)

0<t<s

=IP.(T). <s5) = IPr(TA =y,

T, r2| > 1).
And recalling that (see [21])
d(R?) =2R,dW,,
where (W;);>0 is a standard one-dimensional Brownian motion, we see that (Rzz)tzo is a local
martingale whose quadratic variation is given by

T
VT >0, (R?), =4/ R dt.

In particular, (RZ) <4(r2 4+ M) T, as. Also, because (RZ, . — r2,t > 0) is bounded, for all

u >0,

tAT),

( M(RIAT)\ r2)_u2<R2>t/\T)L/2’t > O)

is a martingale uniformly integrable. We thus have by Markov’s inequality: for all u > 0,

P (T <5, R7, —r’ = 1)
< IPr(TA <s, eu(R%A_rz)—uz(Rz)TA/Z > eu}»—uz(Rz)T}L/Z)

< P, (eI 5 i)

2
< e—u)»+2u2(r2+)n)s — exp(— A )
8(r2+A)s
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with the choice of u = )»/(4(r2 + A)s). The same reasoning works for IP,. (T} <'s, R% —ri<
—\) and we have found

)\‘2
2 2

It then implies that
IE,[|R? —r2]"]

oo
:sp/Z/ P, (|RZ — r?| > 217 /s5) d
0

1 A2/p 0o Al/p
p/2 - -~
=2 (fo eXp( 8(r2+ﬁ>)d“f1 exp( 8<r2+~/5>>‘”>

< CSP/2((r2 + \/E)pﬂ + (r2 + ﬁ)”),
which yields (83) recalling that s <1. [J

We are now ready to prove Lemma C.1.

PROOF OF LEMMA C.1. The proof will be decomposed in two steps. The first one will
bound from above the left-hand side term of (82) when x = y whereas the second one will
treat the case 6 = ¢. In the first part, we will be able to transfer all the computations from the
local times to the zero-dimensional Bessel process. For the second part, we will use the result
of the first step to compare the local time L, .(t) with the occupation measure of a narrow
annulus around the circle d D(x, €). Then an elementary argument of monotonicity will allow
us to conclude.

In the entire proof, we will consider p > 1, n>n">0,x,ye D, 0 < ¢, § <n' such
that D(x,n") U D(y, n’) C D. Without loss of generality, we will assume that ¢ > §. All the
constants appearing in the proof may depend on p, n and n’. Before starting off, let us notice
that if we fix K > 0, the result (82) is clear if |x — y| V |¢ — §| > £3/2/K . Indeed, in that case
we have

Exo[|La.e(T) = Ly s(0)|"]
< 2P B, [Lye(T)? + Ly s(1)P] < CeP|loge|”
< CKPPePP|loge|P(jx — y| v | — 8])P/°
<C'|(x. ) = (3.8,

In the rest of the proof, we will thus assume that |x — y| V |e — 8| < &3/2/K. It will be
convenient for us in particular because it forces € — [x — y|2/ 3 x— y| to be positive (if K
is larger than 23/? say).

Step 1. In this step, we assume that x = y. To use the links between the local times and
the zero-dimensional Bessel process, we consider the different excursions from dD(x, €) to
dD(x, n): we define 00(2) :=0and foralli > 1,
oV .= inf{r > ai(z)l, B € dD(x, 8)},

1

o .= inf{r > al.(l), B € dD(x,n)}.

1

We also denote N :=max{i >0: al.(z) < 1} the number of excursions before exiting the

domain D and for all i > 1, we denote L;’g and Li,a the local times of d D (x, €) and d D(x, §)
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accumulated during the ith excursion. To avoid to condition on N, we do the following rough
bound which follows from Jensen’s inequality: for No > 1, Ey [|Lx ¢(t) — Ly s(t)|?]is equal

to
N ) ] p
Ex0|: Do Li.—Lis I{NSNO}:| + Exo[| Lo (1) = L s (0" 1in> )]
i=1
No ) )
< (Noy?™! ZEXOHL;,S — Ly 5171
i=1
2p11/2
(84) By [|Lxe () = Lo s(0)]*]* Py (N > No)'/2
< (No)? | max  Ey[|Le (o) = Les@anen)|’]
xy€9D(x,¢)
Cc’ \M/2
—I—Csp|10g8|p< )
|log ¢|

If we choose Ny to be the first integer larger than

e|loge| |loge|
2pto8( (7 =5is) /oo (57 ).

the second term of (84) is at most C|e — 8|”/2. Thanks to (7) and Lemma C.2, the first term
of (84) can be easily controlled: denoting s = log(¢/8) and Ry = \/Lx,g(rap(x,n))/e, for any
x,€9D(x,¢),

Exé[}Lx,s(TaD(x,n)) - Lx,é(TBD(x,r])) |p]

< ZP_IEX(/)[ L

]

&
; Ly 5(Typ(x.n))
+27 e — 5|pEx6[(§Lx’5(T3D(x’”))) }

<277 1ePEy [Eg,[|R; — R5|1] + Cle — 817 log 517

x,s(TBD(x,n)) - =

< CeP(log(¢/5))"*E, [max(l, (éLx,g(raD(x,n)))p)} +Cle — 5|”|log 5|”
< CeP(log(e/8))""*|loge|? + Cle — 8|7 log 8|
Recalling that |¢ — 6| < 83/2/K, it leads to
Ey [|Lx.e(@anen) = Lrs(Tapen)|”] < Cle — 8172,
Coming back to (84), we have just proved that
(85) Exo[|Li.e(r) = Ly s(0)|"] < Cllog|e — 8] || — 8|7/,

Step 2. Thanks to the first step, we can now assume that ¢ = §. In this step, we will denote
foru € R, {”}i :=max(u, 0)?. It will be convenient because it is a nondecreasing and convex
function. We will also denote o = |x — y|*/3. By taking K large enough and decreasing (resp.,
increasing) slightly the value of n (resp., ) if necessary, we will be able to use the results of
the first part for the circles

{0D(x,r), e —a—|x =yl <r <e+a+|x -yl
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and
{0D(y,r),e —a <r <e+aj.
Recall that ¢ — o — |x — y| > 0 thanks to the assumption |x — y| < £3/2/K. We notice that

Py,-a.s.,

eta+|x—y| e+a
(86) I ::/ Ly (t)dr and I, :=/ Ly (t)dr
& &

—a—|x—y]| —a
are equal to the occupation measures up to time t of the annuli
D(x,e+a+|x —y|)\D(x,e —a—|x—y|]) and D(y,e+a)\D(y,e—a),

respectively. As the first annulus contains the second one, I, > I, Py -a.s. We have

Exo[{Ly.e(®) = Ly o (0)}]

1 1 p
< CE - —F ]
- X°H2ay 2(a+ |x —y|) }J

1 P 1 p
+ CExOHLy,s(T) - EI)7}+:| + CExo[{mlx - Lx,s(f)}+j|—

By our previous observation, the first term on the right-hand side is at most

| B ’
C E — ] < Clx — y|?/
( Py I | el N g

thanks to our choice of «. The two other terms can be controlled thanks to (85): by Jensen’s
inequality,

1 e+a p
- EXOHE /g (Lye(t) — Ly (1)) dr}J

—o

1 eta
= _/ Exo[{Ly.e(t) — Ly, (0)}}]dr < CaP?|logal?

20 Je—a

and the third term satisfies a similar upper bound. We have thus obtained
Exo[{Ly,s(T) - Lx,s(f)}i] <Clx — y|p/3|10g lx — y||p-

By symmetry, the same thing is true for E,[{Ly ¢(7) — Ly,g(r)}i] which concludes the
proof. [J
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