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We study a continuous-time random walk, X, on 74 in an environment
of dynamic random conductances taking values in (0, c0). We assume that
the law of the conductances is ergodic with respect to space—time shifts. We
prove a quenched invariance principle for the Markov process X under some
moment conditions on the environment. The key result on the sublinearity of
the corrector is obtained by Moser’s iteration scheme.

1. Introduction. Random walks in random environment is a topic of major
interest in probability theory. A specific model for such random walks that has
been intensively studied during the last decade is the Random Conductance Model
(RCM). The question whether a quenched invariance principle or quenched func-
tional central limit theorem (QFCLT) holds is of particular interest. In the case of
an environment generated by static i.i.d. random variables, this question has been
an object of very active research (see [2, 13] and references therein). Recently, in
[3] a QFCLT has been proven for random walks under general ergodic conduc-
tances satisfying a certain moment condition.

Quenched invariance principles have also been shown for various models for
random walks evolving in dynamic random environments (see [1, 8, 15, 19, 26,
34, 35]). Here, analytic, probabilistic and ergodic techniques were invoked, but as-
sumptions on the ellipticity and the mixing behaviour of the environment remained
a pivotal requirement. For instance, the QFCLT for the time-dynamic RCM in
[1] required strict ellipticity, that is, the conductances are almost surely uniformly
bounded and bounded away from zero, as well as polynomial mixing, that is, the
polynomial decay of the correlations of the conductances in space and time. In
this paper, we significantly relax these assumptions and show a QFLCT for the
dynamic RCM with degenerate space—time ergodic conductances that only need
to satisfy a moment condition. In contrast to the earlier results mentioned above,
the environment is not assumed to be strictly elliptic or mixing or Markovian in
time, and we also do not require any regularity with respect to the time parameter.
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1.1. The setting. Consider the d-dimensional Euclidean lattice, (Zd , Eg), for
d > 2, whose edge set, E4, is given by the set of all nonoriented nearest neighbor
bonds, that is, Eg = {{x, y} : x, y € Z%, |x — y| = 1}. For any A C 74, we denote
by |A| the cardinality of the set A. Further, we denote by B(x,r) :={y € 74 -
d(x,y) < |r]} the closed ball with center x and radius r with respect to the natural
graph distance d, and we write B(r) := B(0, r). We also write B,, r > 0, for closed
balls in R with respect to the £! (R?)-norm with center at the origin and radius r.
The canonical basis vectors in R? will be denoted by ey, ..., e4.

The graph (Z4, E;) is endowed with time-dependent positive weights, that is,
we consider a family w = {w;(e) ;e € Eg,t e R} € Q:= (0, 00)R*Ed We refer to
wy (e) as the conductance on an edge e at time ¢. To simplify notation, for x, y € 74
and t € R we set w;(x, y) = w; (v, x) = w;({x, y}) if {x, vy} € Eg and w;(x, y) =0
otherwise. A space—time shift by (s, z) € R x Z¢ is amap 1y, : @ — Q defined by

1.1 (tsz0)({x, ¥}) = wos(fx + 2,y +2) VteR, {x,y} € E,.

The set {t;x 1 x € 74t € R} together with the operation 7; x o Ty,y '= Trqg5 x4y
defines the group of space—time shifts.

Finally, let 2 be equipped with a ¢-algebra, F, and a probability measure, PP,
so that (2, F, P) becomes a probability space. We also write [E to denote the ex-
pectation with respect to P.

ASSUMPTION 1.1. Assume that PP satisfies the following conditions:

() E[w,(e)] < oo and E[w,(e) '] < oo foralle € E; and 1 € R.

(i) P is ergodic and stationary with respect to space—time shifts, that is,
I[J’or,,_x1 =P for all x € Z%, t € R and P[A] € {0, 1} for any A € F such that
P[AAT (A)]=0forall x € Z%, t € R.

(iii) For every A € F the mapping (w, t, x) = 14 (7; xw) is jointly measurable
with respect to the o-algebra F ® B(R) @ P(Z%).

REMARK 1.2. (i) Note that Assumption 1.1(i) implies that P[0 < w,(e) <
oo] =1 forall e € E; and almost all 1 € R.

(i1) The static model where the conductances are constant in time and ergodic
with respect to space shifts is included as a special case.

(iii) Under Assumption 1.1, we have the following version of the ergodic theo-
rem (see, e.g., [27], Chapter 6.2). For any ¢ € L (2,P),

1 1
1.2) lim —
(12 g, 2/0 |B(n)|

REMARK 1.3. Let p>1and T; : LP(2,P) — L?(2,P) be the map de-
fined by T;¢ := ¢ o 7; 9. Then Assumption 1.1(ii) implies that {7; : t € R} is a
strongly continuous contraction group (SCCS) on L7 (€2, P) (cf. [25], Section 7.1)
for p =2.

> ¢t 0)dt =E[p],  P-as.andin L'(Q,P).
xeB(n)
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We denote by D(R, Z%) the space of Z?-valued cadlag functions on R. We
will study the dynamic nearest-neighbour random conductance model. For a given
we Qandfors e Rand x € Z4, let PY . be the probability measure on D(R, 7%,
under which the coordinate process {X; : r € R} is the continuous-time Markov
chain on Z¢ starting in x at time # = s with time-dependent generator (in the L>
sense) acting on bounded functions f : Z¢ — R as

(1.3) LYfx) =) o, (f () — f(x).

y~x
That is, X is the time-inhomogeneous random walk, whose time-dependent jump
rates are given by the conductances. Note that the counting measure, independent
of ¢, is an invariant measure for X. Further, the total jump rate out of any site x
is not normalised, in particular the sojourn time at site x depends on x. Therefore,
the random walk X is sometimes called the variable speed random walk (VSRW).

1.2. Main results. We are interested in the P-almost sure or quenched long
time behaviour of this process. Our main objective is to establish a quenched func-
tional central limit theorem for the process X in the sense of the following defini-
tion.

DEFINITION 1.4.  Set Xt(”) = %anw t > 0. We say that the Quenched Func-
tional CLT (QFCLT) or quenched invariance principle holds for X if for P-a.e.
o under P&O, X™ converges in law to a Brownian motion on R? with covari-
ance matrix £2 = % - ©7. That is, for every T > 0 and every bounded continuous
function F on the Skorohod space D([0, T'], RY), setting v, = E&O[F (X™)] and
Yoo = EGU [F (S - W)] with (W, PgY!) being a Brownian motion started at 0, we
have that ¥, - ¥~ P-a.s.

As our main result, we establish a QFCLT for X under some additional moment
conditions on the conductances. In order to formulate this moment condition, we
first define measures u® and v on Z¢ by

1
uy(x) = sz(x,y) and v (x) = Z

fod = ox,y)

In addition, for arbitrary numbers p, p’ > 1 and any nonempty compact interval
I C R and any finite B C Z¢ let us introduce a space—time averaged L”*” -norm
on functions u : R x Z¢ — R by

1 » 1/p
lullp,pr.1xB = (m/I””(t’ ')Hp,B(n) dt)

(G a)"

xXeB

Note that by Jensen’s inequality |lull, ,/ 1 xB < llull4.q',1xp if g > pand q" > p’.
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ASSUMPTION 1.5. There exist p, p’, q, q’ € (1, o] satisfying
1 ! "+1 1 2
pogHt

(1.4) — = :
p -1 q g d

such that P-a.s.

(1.5) limsup| ], s oy <00, limsup[v?], o <00

where Q(n) := [0, n%] x B(n).

REMARK 1.6. (i) Assume that for any x € 74 with |x| = 1,
w0(0, x) =E[wo(0, x)|T|E[wo(0, x)|Z],

where 7 denotes the o-algebra of sets invariant under time-shifts and Z the o-
algebra of sets invariant under space-shifts. Then a sufficient moment condition
for (1.5) to hold is

E[E[wo(0,x)[T]"] <00,  E[E[wo(0,x)|Z]" ] < oo
and
E[E[wo(0, x)|T] /] <00,  E[E[wo(0,x)|Z] 7] < oo.

Indeed, for all |x| = 1 the function f;(w) := E[wy(0, x)|7T] is time-invariant and
gx(w) :=El[wp(0, x)|Z] is space-invariant, which yields

1 '11/p’
1420 00 = 22 WEellp e ligel o2y =2 > E[F1/PE[e2]"

x|=1 Ix|=1

by the ergodic theorem and similarly for ¢, ¢’. In particular, notice that if the mea-
sure [P is space-ergodic we always have

E[wo(0, x)lI]p, =E[wo(0, x)]p/ < 00,

so that we can choose p’ and ¢’ to be infinite.

(ii) Clearly, the example in (i) can be made more general by considering con-
ductances, which are a mixture of products f - g where f is time-invariant and g
is space invariant. For example, let

N
w0(0,x) =) fir(@gir(@),  |x|=1,
i=1
with f; , being time-invariant and g; , space-invariant. In this case for (1.5) to
hold, one needs to assume that

/

_max (B[f" ] B[£ ] Eg!,]. Elg; ¥ ]} < oc.
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(iii) In the case p’ = p and ¢’ = ¢, Assumption 1.5 directly translates into a mo-
ment condition, which does not involve any conditioning on invariant sets. More
precisely, if there exist p, g € (1, oo] satisfying

1 1 1

2
+ +- <=
p—1 (p—-Dqg q d

such that
E[wi(e)P] <oo and E[w(e) 7] < oo

forany e € E; and ¢t € R, then Assumption 1.5 holds by the ergodic theorem.

THEOREM 1.7. Suppose that d > 2 and Assumptions 1.1 and 1.5 hold. Then
the QF CLT holds for X with a deterministic nondegenerate covariance matrix $>.

For the static RCM, a QFCLT is proven in [3] for stationary ergodic conduc-
tances {w(e), e € E4} satisfying E[w(e)?] < 0o and E[w(e)™7] < oo for p,q > 1
such that 1/p + 1/g < 2/d. Since in the static case we can choose p’ = ¢’ = o0,
the moment condition for the static model can be recovered in (1.4).

In the setting of general ergodic environments, it is natural to expect that some
moment conditions are needed in view of the results in [9], where Barlow, Burdzy
and Timar give an example for a static RCM on Z? for which the QFCLT fails but
a weak moment condition is fulfilled.

One motivation to study the dynamic RCM is to consider random walks in an
environment generated by some interacting particle systems like zero-range or ex-
clusion processes (cf. [17, 33]). Recently, some on-diagonal upper bounds for the
transition kernel of a degenerate time-dependent conductances model are obtained
in [33], where the conductances are uniformly bounded from above but they are
allowed to be zero at a a given time satisfying a lower moment condition. In [24],
it is shown that for uniformly elliptic dynamic RCM in discrete time—in contrast
to the time-static case—two-sided Gaussian heat kernel estimates are not stable
under perturbations. In a time dynamic balanced environment, a QFCLT under
moment conditions has been recently shown in [17].

An annealed FCLT has been obtained for strictly elliptic conductances in [1],
for nonelliptic conductances generated by an exclusion process in [6] and for a
similar one-dimensional model allowing some local drift in [7] and recently for
environments generated by random walks in [23]. In [12, 32], random walks on the
backbone of an oriented percolation cluster are considered, which are interpreted
as the ancestral lines in a population model.

Finally, let us remark that there is a link between the time dynamic RCM and
Ginzburg-Landau interface models as such random walks appear in the so-called
Helffer—Sjostrand representation of the space—time covariance in these models (cf.
[1, 16]). However, in this context the annealed FCLT is relevant.
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1.3. The method. We follow the most common approach to prove a QFLCT
for the RCM and introduce the so-called harmonic coordinates, that is, we con-
struct a corrector x : 2 x R x Z¢ — R? such that

CD(Q), tv-x) =X = X(Cl), t’-x)
is a space—time harmonic function. In other words,
(1.6) 0 P(w,t,x)+ LYP(w,1,x)=0.

This can be rephrased by saying that x is a solution of the time-inhomogeneous
Poisson equation

(1.7) u + LPu=LYTI,

where IT denotes the identity mapping on Z?. Recall that one property of the static
RCM—being one of its main differences to other models for random walks in ran-
dom media—is the reversibility of the random walk w.r.t. its speed measure. In our
setting, the generator (9; + L{’) of the space—time process (¢, X;) is asymmetric
and the construction of the corrector as carried out, for instance, in [2, 13] fails,
since it is based on a simple projection argument using the symmetry of the gener-
ator and an integration by parts. In [1], it was possible to construct the corrector by
techniques close to the original method by Kipnis and Varadhan, since in the case
of strictly elliptic conductances the asymmetric part can be controlled and a sector
condition holds. In our degenerate situation, the construction of the corrector is
indeed one of the most challenging parts to prove the QFCLT. Following the ap-
proach in [21], we first solve a regularised corrector equation by an application of
the Lax—Milgram lemma and then we obtain the harmonic coordinates by taking
limits in a suitable distribution space. The resulting corrector function consists of
two parts, one part xo being time-homogeneous and invariant w.r.t. space shifts in
the sense that for every fixed ¢ it satisfies IP-a.s. the cocycle property (see Defini-
tion 2.2 below) and a second part which is only depending on the time variable and
which therefore does not appear in the corrector for the time-static model.
Given the harmonic coordinates as a solution of (1.6), the process

M; =X; — x(w,t, X;)

is a martingale under Pg, for P-a.e. @, and a QFCLT for the martingale part M
can be easily shown by standard arguments. We thus get a QFCLT for X once we
verify that P-almost surely the corrector is sublinear:

’t’
(1.8) fim  max (@00l
NS0 (eQm) | n

0.
This control on the corrector implies that for any 7 > 0 and P-a.e. w,

1
sup —|x(w,n%,nX")] — 0 in P§-probability
Oo<t<T N n— 00 ,
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(see Proposition 4.5 below). Combined with the QFCLT for the martingale part
this gives Theorem 1.7.

Once the corrector is constructed, the remaining difficulty in the proof of the
QFCLT is to prove (1.8). In a first step, we show that the rescaled corrector con-
verges in the space-time averaged ||-||1,1,0()-norm to zero (see Proposition 3.3
below). This is based on some input from ergodic theory, see Section 3 for more
details. In a second step, we establish a maximal inequality for the corrector as a
solution of (1.7) using Moser iteration, that is, we show that the maximum of the
rescaled corrector in (1.8) can be controlled by its ||-||1,1,0)-norm (see Proposi-
tion 3.2 below). In the case of static conductances, Moser iteration has already been
implemented in order to show the QFCLT in [3], but also to obtain a local limit the-
orem and elliptic and parabolic Harnack inequalities in [4] as well as upper Gaus-
sian estimates on the heat kernel in [5]. In the present time-inhomogeneous setting
involving a time-dependent operator £{, a space—time version of the Sobolev in-
equality in [3] is needed and the actual iteration procedure has to be carried out in
both the space and the time parameter of the space—time averaged norm (cf. [28]).

The paper is organised as follows: In Section 2, we construct the corrector and
show some of its properties. Then, in Section 3 we prove the sublinearity of the
corrector (1.8) and complete the proof of the QFCLT in Section 4. The maximal
inequality for the time-inhomogeneous Poisson equation in (1.7) is proven in a
more general context in Section 5.

Throughout the paper, we write ¢ to denote a positive constant which may
change on each appearance. Constants denoted by C; will be the same through
each argument.

2. Harmonic embedding and the corrector. Throughout this section, we
suppose that Assumption 1.1 holds.

2.1. Setup and preliminaries. Let us denote by N := {x € Z¢ : |x| = 1} the set
of all neighbours of the origin in Z¢. Further, we endow the space © x A with the
measure m defined by

2.1) m(dw,dz) := Y @o(0, x) P(dw) ® 8;(2).
xeZd

It is easy to check that L2(Q2 x A/, m) is a Hilbert space. For functions ¢ : Q@ — R,
we define the horizontal gradient D¢ :  x Z¢ — R as D¢ (w, x) := ¢ (10 xw) —
¢ (w). We will also write D¢ (w) for D¢ (w, x) with x € . Notice that D¢ €
L?(2 x N, m) for any ¢ € L?(S2, P). Further, we define

Lgot ={D¢p:¢:2—>R bounded}ll'”Lz(QXM’”)

to be the closure of the set of gradients in L?(2 x A, m) and let Lgol be its orthog-
onal complement in L2(Q x N, m), that is,

L*(QxN,m)=L® L

sol*
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LEMMA 2.1 (Cycle condition). For any ¥ € Lgot and any finite sequence
(x0,...,xr) In 74 with xo = x; and x; — x;—1 € N foralli € {1, ...,k — 1}, then
Y ¥ (T @, xi — Xi—1) =0.

PROOF. The proof follows directly from the definition of L%ot' (]

2
pot>

way. For any 0 # x € Z?, choose a sequence (xo, ..., x;) in Z¢ in such a way that
x0=0,xy =x and x; — x;_; € NV for all i and set
k
2.2) VY(w,0):=0 and VY(w,x)= Zw(TO,x,qwa Xi — X;).
i=1

For any v € L2, we define its extension W : Q x Z¢ — R in the following

As a consequence of Lemma 2.1, W does not depend on the choice of paths.

DEFINITION 2.2. A measurable function W :  x Z4 — R, also called a ran-
dom field, satisfies the co-cycle property (in space), if for P-a.e. w,

(2.3) V(1 0,y —X) =W(w,y) - V(w,x) Vx,yeZ’

We denote by L2 the set of function ¥ : Q x Z¢ — R which satisfies the co-cycle

cov

property such that

||\IJ||i%OV = E|: Z wp (0, x)¥(w, x)z} < 00.

xezZd

Although | - || ;2 coincides with the norm on L*(Q x N, m), we nevertheless

introduce this notation to stress the fact that we apply it to functions ¥ :  x Z¢ —
R that satisfies in addition the co-cycle property.

LEMMA 2.3. Let WV € L2 . Then:

cov

(1) ¥(w,0)=0and ¥(rp xw, —x) =—V¥(w,x) forall x € 74,
(i1) ||\IJ||L30V =0, ifand only if, ¥(w, x) = 0 P-a.s. for all x € Z¢.

PROOF. (i) follows immediately from the cocycle property. (ii) is obvious due
to the stationarity of IP and the fact that wg(e) > O P-a.s. forany e € E;. [

Recall that, by Remark 1.3, the group {7} };cr is a SCCG on L?($2, P), therefore,
it has an infinitesimal generator Do, whose domain D(Dy) is dense in L2(Q2, P),

. Thp—9
Do := lim ————
o¢ o n

whenever the limit exists in L?(2, P). Finally, we denote by (-, ) L2(QxN,m) and
() 12(q.p) the scalar product in L*(Q x N, m) and L*(2, P), respectively.
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LEMMA 2.4. (i) The operator Dy is antisymmetric in L3(Q2, P), that is,
24)  {$.Do¥)2q.p = —(Dod. ¥)12@p Ve, ¥ € D(Do).
In particular, (¢, Do®)12(q p) =0 and (1,Dod) 2o p) = 0.
(ii) For every x € Z¢, the operators Dy and Dy commute, that is,
(2.5) DoDx¢ =D:Do¢ V¢ € D(Do).
(iii) For every x € Z4, the adjoint of the operator Dy is given by D_,,
26)  (¢.DeV¥)2qp = Db V)2qp V6. ¥ €LX(QP).

(iv) For every & € L3(Q,P), the function t — &(t; ow) belongs to L? (R) P-

loc
a.e. w.

(v) Forany ¢ € CH(R) with compact support, ¢ € D(Dg) and € L2(Q,P),

2.7 A;é'(f)(Dmﬁ 0 T1,0,¥)12(q,p) df =A;§,(f)<¢ 0 T_1,0, ¥)12q,p) dr.

(vi) For any ¢ € D(Dy), the function t — ¢ (t; 0w) is weakly differentiable
P-almost surely. In particular,

(2.8) Do¢ (tr,00) = ¢' (7. 00) (1)

for almost all t, P-almost surely.

. 2 2
(vii) Forevery & € L~ (2, P) and every W € Lpot,

2.9) (9. DE) 2 @y = ~2E[ @) L an0, 500 0. |

x~0
PROOF. (i) By the shift-invariance of P, we have for any ¢, ¢ € L2(Q,P)

(¢, Do) 1200y = ,lif?)t_l<¢’ Ty — V) 12q.p)

=—lim " YT — ¢, ¥) 120, = — (V- Dod) 12(0,7)-

The second statement is trivial.
(i1) This follows directly from the linearity of Dy as

DoD¢ (w) = Do (¢ (70,xw) — ¢ (w)) = Do (70,x@) — Do¢p (®) = Dy Do (w),

where we also used that ¢ o 79 x € D(Dg) and Do(¢ o 19,x) = Do(¢) o 70.x.
(iii) Again by the shift invariance of PP, we have

(0. Dx¥) 2@ p) = (P, ¥ ot0.x — V) r2q.p)
=(pot0,—x — ¢, V)2 p = (D-xP. V)20 p)
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(iv) For any compact / C R and £ € L3(Q,P),

E[/I(g o r,,o)zdt] - /1 E[(£ 0 7.0)?]dt = || E[£2] < oo.
Thus, for P-a.e. w,

/g(r,,ow)zdr < 00.
1

(v) A simple change of variables gives

[ £@Dop o091z dr
1
= }}I_I)I}) E %l; é‘(t) ((¢ © T—t+h,0, W>L2(Q,]P’) — (¢ 0 T—£,0, w>L2(Q,IP’)) dr
1
- ;}I_If}) n /R({(s +h){poT50,¥) 200 — E) P 0T50,¥) 122 p) dS

- A; ()b 0 Ty0 W) 1200y .

(vi) It follows by (iv) that = ¢ (7 ow) and t — Do¢ (7; o) belong to L? (R)

loc
P-almost surely. By definition of weak differentiability, it suffices to show that for

P-a.e. w and all ¢ € C°(R)
(2.10) / C(t)Dopp o 11 pdt = — / (o 7,0dt.
R R

By Fubini’s theorem and the fact that (v) holds for all ¢ € L%(2,P), (2.10) follows
for any fixed ¢ P-a.s. The null-set where (2.10) does not hold may depend on ¢.
We can remove this ambiguity using that C§°(R) is separable.

(vii) By the shift invariance of PP, we have for any ¢ € L

(¥, D&) 12 x A m)
= > (E[wo(—x, 0)¢ (10, —x@, X)&(@)] — E[wo(0, x)¥ (0, x)& (@)])

xeZd

- E[ 3" w0 0. ) (¥ (10 x0. —x) — Y (0. X))S(w)].

xeZ4

2 .
pot*

Since Lemma 2.1 implies that ¥ (79 @, —x) = — (w, x) for all x € N, the asser-
tion follows. [

2.2. Construction of the corrector. In this subsection, we construct the correc-
tor. We introduce the position field IT : 2 x 74 — R4 with IM(w, x) = x. We write
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I'IJ: for the jth coordinate of IT. Obviously, I/ satisfies the co-cycle property since
IV (w,y — x) =1l (w, y) — I’ (w, x). Moreover, for every j € {1,...,d},

I, :E[ 3 wo(o,x)<xf|2] < E[ug 0)] < oc.

cov
xeZd

Next, we state the main result of this subsection.

THEOREM 2.5.  Suppose that Assumption 1.5 holds. Then there exists a func-
tion &g = (d>1,...,CI>61) :Q x 74 — RY with CID(j) € Lgovforj ef{l,...,d} such
that the following hold:

(1) Forall je{1,...,d},
2.11) xlex7Zd >R, xl =T -9
2

is the unique extension of a function in L.
(1) The function ® : 2 x R x 74 — R4,

t
Q12 .13 = Po(mow.n) — [ (£2B(r 0. ))O)ds
also called harmonic coordinate, is (time—space) harmonic in the sense that ® is
differentiable for almost every t € R and
(2.13) 3 P(w,1,x)+ (LYD(w,1,-))(x) =0, ®(w,0,0)=0.

(iii) The harmonic coordinates ® have the asymptotics:

1
lim max —|®(w,7,x)—x|=0.
=0 (t,x)eQ(n) n

REMARK 2.6. Notice that the harmonic coordinate, as defined above, satisfies
the cocycle property (in time-space), that is for P-a.e. w,

Pw,t+s5s,x+y)—P(w,t,x)=P(ry 0, s,Y)

for all s, € R and x,y € 74 . Indeed, since <I>é € Lgov for any j € {1,...,d},
Tt x@

we deduce from (2.12) that (£, @ (T/4rx @, ))(0) = (LZ, P(w, 1 +1,-))(x).
Hence,

(1 xw,5,y)

t+s
— B (Tras . ) — [ (LD (w, r, ) (x) dr

2.13
CL) B (145,00, X + ) — Po(Tr45.00, %) + P(@, 1 + 5, %) — B(w, 1, x)

L, t+s.x+y) — Bw.1,x).
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Before we prove Theorem 2.5, we define the corrector and collect some of its
properties.

DEFINITION 2.7. The corrector x = (x', ..., x%) : Q@ x R x Z¢ — R? is de-
fined as

x(w,t,x) =T(w, x) — P(w,t, x).

COROLLARY 2.8. Let X(‘{ be defined as in the previous theorem and set xo =
X0y -+ xE):

(1) X({ € LI(IF’) with E[X({(w,x)] =0forall |x|=1.
(i) ForP-a.e. w,t € R and x € 74, the corrector can be written as

t
(2.14) X (w,t,x) = xo(tr.00, x) + /(; (LLDo(t5,00, +))(0) ds.

PROOF. These are immediate consequences from Theorem 2.5. Note that
(2.14) follows from (ii) since xo(7; 0w, 0) =0 by Lemma 2.3(1). [

The rest of this section is devoted to the construction of the harmonic coordi-
nates and the proof of Theorem 2.5(i) and (i1). Statement (iii) is equivalent to the
sublinearity of the corrector and will be proven in Section 3 below.

Let H! := {p e D(Dy) : Dy € Lgot} equipped with the norm given by

o3, =117 2. + D017 2 p) + IDLI7 2 my:

and a scalar product (-, -),,1 defined by polarisation. It is easy to see that H'isa
Hilbert space. Also, H! is not trivial, since for ¢ € L*(Q,P) and f € Cj°(R) the
function ¢ := [ f(s)(¢ o T5,0) ds belongs to D(Dg) N L*>®(2,P) C HL.

We want to solve the following equation:

(2.15) 0f(p,6)=B%E) Vveen' k=1,...,d,
where BX(€) := (TT¥, D€) ;2(q o) and
0P (¢,8) = =2(Dow. §) 12(.p) + (D, DE) 12 (@ .m)
+ B(Dog. Doé) 12(q.p) + B(®. §) 2 p)-

LEMMA 2.9. Forall >0, Qf : "' x H! — R is a coercive bounded bilin-
ear form, and forallk =1, ...,d, B is a bounded and linear operator on HL.

PROOF. The statement is true by definition and Lemma 2.4(i). Indeed,

0 (9.9) = (1 AB)lgll3,
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and by the Cauchy—Schwarz inequality,
10P(0.&)| < 2+ BVl IE ]l

Similarly, since E[wq(0, e)] < oo it follows that B* is bounded for all k. [

By an application of Lax—Milgram lemma, it follows that for every g > O there
exists YA * € 1! such that Qf (yP* &) = B*(&) holds for all £ € H'. In particu-
lar, the equation is satisfied for & = y#*. We use this information to obtain a first
energy bound.

LEMMA 2.10. Forall B >0andk=1,...,d,

2 2 2
||D‘ﬂﬂ’k”L2(QxN,m) + ﬁ”DO‘ﬁﬁ’k‘}L%Q,P) + ﬂ”Wﬁ’kHLZ(Q,P)

(2.16)
< E[ug©0)].
Moreover, for B € (0,1]and allk =1, ... ,d,
2.17) DoV P, &) 2.y < 2E[1 ()] 1E 151

PROOE.  Since (¥, DoyrPk) 2 p) = 0, we get from QP (yP*, yPk) =
B*(yPk) that

2 2 2
|Dy P l22@xnrm T B | Doy ¥ l72@p) + Bl yhh l72@.p)

12
<E[ug 0] / ||D‘pﬁ’k||L2(QxN,m)’

where we used the Cauchy—Schwarz inequality in the last step. By dropping the
positive terms with § in front, we obtain

(2.19) IDYAE] 2z < Elo@)]'.

By combining this with (2.18), we immediately get (2.16).
In order to prove (2.17), we use (2.15), the triangle inequality and the Cauchy—
Schwarz inequality to obtain that for any g € (0, 1],

2|(D0Wg’ks '§>L2(Q,P)|
<Dy Pk, DE);2un.myl T+ (Do, Doé) 20 p | + (wP*, E)2.p)
+[B4(©)]
= (”D‘/’ﬂ’k”LZ(QxN,m) + HDOWﬁ’k”LZ(Q,P) + ”‘/’ﬂ’k“LZ(Q,P)

+ VE[o @] € 1501

In view of (2.16), the desired bound (2.17) follows. [

(2.18)
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By Lemma 2.10, we have that Dy are uniformly bounded in L2($2 x N, m).
Therefore, there exist ¥* € L2( x N, m) such that weakly in L?(Q2 x N, m)
along a subsequence 8 | O:

Dy Ak gk,

In fact y* e Lf,ot, since for all £ € Lgol we have that (Dy P, &) L2(@xn.m) =0 for

all B > 0 and (y*, E) L2 QxNm) = limg_o(Dy Ak, E) L2(@x N m)-
As a further consequence of Lemma 2.10, we observe that the linear functional
FAk 2" — R defined by

FPR@E) := —(DoyPF, §lrem

are uniformly bounded in ", the dual of #!. It follows that there exist FX € 7{~!
such that weakly in 7 ~! along a subsequence g | 0:

FBk _ Fk,

Recall that weak convergence in H! implies that F Bk &) —> F k (&) for all £ €
. Thus, by taking the limit in (2.15) as 8 — 0 along some subsequence we get

(2.20) 2FE) + (VR DE) oy = B E)  VEEH!.

The first term on the left of (2.20) is implicit. We want to identify it at least for a
class of functions £ € 7!. This is the content of the next lemma.

LEMMA 2.11. Consider the class
Hp =€ € L(Q,P) N D(Dy) : Doé € LX(2, P)).
Then ’H}? is dense in LP (2, P) for all p > 1. Moreover, for any & € 7—[}, andx e N

2.21) FX(Dy&) = (¥* (-, —x), Do&) 2y p)-

PROOF. For the proof of the density, it suffices to show that ”;'-L}7 is dense
in L>®(€2, P) with respect to the L?(2,P)-norm, p > 1. To this end, consider
f e Cg°R; [0, 1]) such that Jr f(s)ds = 1. For ¢ € L*®(Q,P), define ¢, :=
gl fR f(s/e)(¢ o 75 0)ds and observe that ¢, € H},. Finally, by the strong con-
tinuity of 7; in L? (L2, IP) (see Remark 1.3) it follows that ¢, — ¢ in L? (2, P).

For the second part of the statement, by (2.4), (2.5) and (2.6) we get for £ € ’H}),

k _ k _ k
_(DO‘/fﬁ ’DX§>L2(Q,IP>)_<W/3 ’DXD()E)LZ(Q,P)—(D*XI/’ﬁ ’DO(%_)LZ(Q,]P’)
(2.22) = {wo(—x, 0)D_ ¥ P¥, wo(—x,0) "' Do&) 2 )

ko=
:<D‘/fﬂ ’DX)L2(QXN,m)’
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where E* : Q x N'— R is defined by

Doé ()

E(w,y) = 11—x(}’)m-

Observe that, since & € H}), D¢ e H'and EX e L2(Q x N, m), since by Assump-
tion 1.1(1) E[wo(0, x)~!] < 0. Using the weak convergence along a subsequence
as B | 0in (2.22), we finally get

FYD.8) = (", BY) 2 = (5 —2), Do&) 2 )

which is the claim. O

PROOF OF THEOREM 2.5(1) AND (11). In view of (2.20) and (2.21), we obtain
for any & e?—[,ﬁ and x e N/

2(11’k(', X), DOS>L2(Q’]P>) + <Wka DD_XE)LZ(QXN,m) = Bk(D—xS)a
which can be rewritten as
223) 20", %), Do&) o p) + (W =TT, DD &) 2 gy =0

Since ¥ € Lgot, there exists an unique extension W* : Q x Z¢ — R that is defined
by the formula (2.2). Moreover, we define

(2.24) oL x 72 - R, Ol (w, x) == xF — WK (w, x).

Obviously, <I>]5 € L%ov by construction. Thus, by the co-cycle property (in space)
VO (T, 00, X) = (77,00, X + ¥) — D700, ) = Y — Y (11,0, ),
forall7 € R, x € Z4 and y € N. Using (l'lk, Doé)Lz(Q,P) =0, we rewrite (2.23) as

(2.25) 2(Vy <I>’(‘)(-, 0), DO-‘S)Lz(Q,]p) + (d>k, DD—x5>L2(QxN,m) =0.

Notice that§ ot_; _; € 7—[}7 forall £ € ’H}) and z € Z¢, t € R. Thus, we can replace
£ by £ o T_, _, in (2.25), integrate with respect to 7 against a function ¢ € C'(R)
with compact support and use (2.9) and (2.6) to obtain

[ £@((7: 0.0 D06 0 7102

— (D (L§RE)(0). & 071 _2)2q ) dr =0,

Further, by applying (2.7), Fubini’s theorem and the shift invariance of P,

E[g /R (&' (OV ®E(,0) 01, — DL ((LEDE)(0) 0 7,.,) 2 (1)) dt} =0.
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Since Dy (EB"(DS)(O) 0T, =V, (E;’)Cbg(r,,oa), -))(z) and H}y is dense in LP (2, P)
for all p > 1, the equation above implies that

v, ( [ ¢ w002 - (£ (w00 -))<z>¢<r)dt) _

for all y,z € 74 and all ¢ € Cgo (R), P-a.s. In particular, the term in brackets is
constant in z and since ®g(w, t,0) = 0 we get that

/ (DK (1.0, 2) + (LD (21,00, ) @) (1) dr
(2.26)
- f (L2 (7.0, ) (0)¢ (1) dr.

From this equation, it follows in particular that ¢ — CI>S(rz,oa), 7) is weakly differ-
entiable in time, hence by Sobolev’s embedding it is also absolutely continuous
in time for all x € Z¢, P-a.s. and differentiable for almost all 7 € R. In particular,

O (71,00, 2) — PE(w, 2) = [§ 3 Pf(zy,00, 2) ds and for almost all # € R, all z € Z,

80k (7,00, 2) + (L2 DK (1,00, )) (2) = (LL D (7, 0w, ) (0).
We define

t
O (w, 1, 2) = D (17,00, 2) — /O (L2 (5,00, )) (0) ds.

Using (2.26), it is easy to see that ®X solves (2.13). We postpone the proof of (iii)
to Proposition 3.1 below. [J

3. Sublinearity of the corrector. The key ingredient in the proof of Theo-
rem 1.7 is the sublinearity of the corrector as stated in the following proposition,
which we prove as the main result in this section.

PROPOSITION 3.1. Letd > 2 and suppose that Assumptions 1.1 and 1.5 hold.
Then

7t7
3.1) im  max X200 o

n—00 (1,x)eQ(n) n

The proof is based on both ergodic theory and purely analytic tools. First, we
state the maximum inequality, which we establish in a more general context in
Section 5 below, to bound from above the maximum of the rescaled corrector in
Q(n) in terms of its ||-[|1,1, o (z)-norm.

PROPOSITION 3.2. Let p,p’,q,q" €[1,00) be as in Assumption 1.5. Then,
for every a > 0, there exist y =y (d, p,p',q,9) >0,k =xd, p,p',q,9") >0
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andc=c(p,q,q’,d) < oo such that

Ix/ (@, 1,x)]
max -
(t,x)eQ(n) n
w w ||k ! J 7
SC(Hl \Z Hp,p/,Q(Zn) “1 Vv H‘M/’Q(Z")) ;X @) a,a, Q(2n)

forj=1,...,d.

We postpone the proof to Section 5. Proposition 3.1 is now immediate from
Proposition 3.2 with the choice « = 1, Assumption 1.5 and the following proposi-
tion.

PROPOSITION 3.3.  Suppose d > 2 and Assumption 1.1 holds. Then for P-a.e.
w,

n?

o
(3.2) Jim -3 /0 |B(n)]

The rest of this section is devoted to the proof of Proposition 3.3, which relies
on the following two lemmas. First, we recall that the Euclidean lattice (Z4, Ey)
satisfies the classical (strong) £'-Poincaré inequality

Z |x (0,1, x)|dt =0.

xeB(n)

(3.3) Do lu@) —@aw|<Cen Y |ux) —u(y)]
xeB(n) x,yeB(n)
x~y
for any function u : 74 — R, where W) () = |B(n)|~! > xeB(n) U(x); see, for

example, [36], Lemma 3.3.3.

LEMMA 3.4. Letd > 2. Then, forevery j=1,...,n and P-a.e. w,
2

1 n 1 , ,
(3.4) lim —/ — ! (100, x) — (xd (ty.00, -) dt =0.
n—ocon3 Jo |B(n) xe%(:n)b(o t (o )
PROOF. Since X({ is the unique extension of a function 1(/j € Lgot, there ex-
ists for any j =1, ...,d a sequence of bounded functions 1//,{ : 2 — R such that

Dy — ¢/ in L*(Q2 x N, m) as k — oo. Notice that xJ (v, x) = ¥/ (w, x) for all
x € N and P-a.e. w € Q. Then, by applying the £!-Poincaré inequality,

1 . .
R %3 (zr.00, X) — (X (Ti,00, ) . |
|B(m)] xe%(:n) 0t 0% B(n)
1 , . , ,
= |B(n)| Z (X({ - DW}{)(Q,OU), x) — ((X({ — D@ﬁlg)(‘[,’oa), '))B(n)
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+ ¥ | > @.p)

(33) Cpn
< Dz// YT xo, | +4|v] |, ,
|B(n)|xe§(n)| k) \Ttx | I k”L QP
y~0

where we used in the second step the co-cycle property. Thus, by the pointwise
ergodic theorem (1.2) it follows that for P-a.e. w,

11 ; ;
limsu / I (1, 0w, x) — (% (t;.00, - dr
n—>oop n3 Jo |B(n)] xe%%n)b(()( " ) (XO( "0 ))B(n)|

< G Yl ~ D)@,

y~0
12, i j
< cE[vg(0)] / |y’ — Dy ||L2(Q><N,m)'

Since, by construction, lﬁj — leg — 01in L2(S2 x N, m) as k — oo, the assertion
(3.4) follows. [

LEMMA 3.5. Forevery j =1,...,n and P-a.e. w, we have that
2

1 .
(3.5 lim —/0 |B(n)| Yo I t,x) = (X (@, ) g | dE =0,

3
n—oo
n xeB(n)

where (x/ ) 0(n) denotes the time—space average of the function x/ over the time—
space cylinder Q(n) = [0, n?] x B(n).

PROOF. Consider the function f : RY — R, x > ]_[51:1 ﬁ(x,-), where f, €
CR((—L, 1) with0 < f; < landset f,(x) := f(x/n). Since supp f € (-1, D)7,
we have that supp f, C B(n) forall n > 1 and [pa (9y f)(x)dx =0 for all 74 with
|y| = 1, where we denote by 9, f the directional derivative of f.

We now address the proof of (3.5) that comprises two steps.

STEP 1: Fix some y € Z¢ with |y| = 1. Then, for any ¢ € L' (2, P) an extension
of Birkhoff’s theorem (cf. [14], Theorem 3), yields for every ¢ € (0, 1],

1 tn?
RO g [ @nD0/meaods = ([, @ e ax)Ee)
xeZ!

=0

for P-a.e. w. In particular, there exists a set ¢ C 2 having full P-measure such
that for all w € Qg it holds that F’(t) — 0 as n — oo for almost all ¢ € [0, 1].
Indeed, for

N :={(t,0) €[0,1]1 x Q: F(t) - 0 as n — oo}
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set N; : ={weQ:(t,w)e N} and N, :={t € [0,1] : (t,w) € N}. Since N is
measurable and P[N;] = 0 for every ¢ € (0, 1], Fubini’s theorem implies that
(Leb®P)[N] = 0. In particular, for P-almost all it holds that F’(t) — 0 as
n— ooforae.te [0 1]. Moreover since for all r € [0, 1],

Fo(t) < sup d+2 / D 1@y ) x/n)||p(Ts xw) | ds < oo, P-as.,
xeZ4
we conclude, by Lebesgue’s dominated convergence theorem, that for P-a.e. w,

a6 Jim |

1 1 tn?
W/O xgz:d(ayf)(x/n)go(fs,xa)) ds|dr =

STEP 2: Denote by (u(z, -)) 7, B(n) the weighted average of a function u : R x 74 —
R,

() 4 gy = IB( Y > fa@u(t,x),

xeB(n)

2
where ¢, 1= |B(M)|/(XCxepm) fn(x)). Set ()£, om) = n]—zf(;l (u(t, ) f,,Bo dt.
Then we obtain that

| ; :
F/o |B(n)| e%(:)‘X](w’t’x)—(XJ(“’"»'))QM)M’
= Yo K@t = (X @,9) 4 ol dt
/ IB(n)I xCB )
3.7) <3/n Yo @t x) = (X (@.1,) ;. gl di
“who 1B S Jn B

n2

2 . .
+n_3 0 |(Xj(a),t, ‘))me(n) —(X](a),-,-))me(n)|d2‘
=1i(n) + L(n).

Since for any function u : Z¢ — R,

Z lu(x) — W) £, Boy| <

xeB(n) xeB(n)

<(4cn) Y, |ulx) -

xeB(n)

W) gy | + | B @) £, By — @) 5w |

where we used the trlangular mequahty and the fact that 0 < f,, < 1, it follows that

2(1 + Cn) /' )

Li(n) < > 1k (@ow. x) — (x3 (71,0, ) g | 1.

IB(n)I ceB)
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Hence, an application of Lemma 3.4 yields that lim,_~ I1(n) = 0 for P-a.e.
. Recall that the cocycle property implies that ®(w, s, x + y) — ®(w, s, x) =
Do(t5,4w,y) for all x € 74 and |y| = 1. Hence, a summation by parts [cf. (5.7)
below] gives

@.13)
(Osx(@.5.9) gy = 0P @.5.9) gy = (FLZP)(@.5.7) gy

Cn
" 2|B()| XGXZ;(W +3) = fu )y (Ts.10),

y~0

where we write ¢y (w) := wo(0, y)®Po(w, y) for abbreviation. This yields

mn?
IZ(”)_mZ/ ‘ d+1/ Z fn(x+y) fn(x))¢)(fsxw)ds

Since
E[| ¢y (@)[] = E[wo(0. y)|®o(@. »)|] < E[wo(0, )] [Pl 2. < oo,

@y € L'(Q,P). Thus, a Taylor expansion of f,(x + y) — f,(x) combined with
(3.6) implies that lim sup,,_, o, I2(n) = 0 [P-a.s., which completes the proof of (3.5).
n

PROOF OF PROPOSITION 3.3. We follow the argument in proof of [10],
Lemma 2 (cf. also [3], Proposition 2.9). For any § > 0, Lemma 3.5 implies that
there exists ng = ng(w, §), which is P-a.s. finite such that for all n > ng and P-a.e.
w,

1 .
n_3/o IB(n)I > I @ 12) = (x @) g | dr < 8.

xeB(n)

Set ¢ := max, N |B(2n)|/B(n) and define ny := 2% ng for any N>k > 1. Then, by
the triangular inequality we find that for P-a.e. w,

L, ~ | B(ny)|
e (X @25 ) gy = (K@) guy | = 487505 = 4ed.

In particular,

1 . ;
a|(X1(w’ B ‘))Q(nk) - (X' (@, '))Q(n0)|

1 & . ko
n_ Z x (@, -, ") Q(nj) — (X (o, -, ‘))Q(n,,l)} §4c8221 7 <8cé.
j=1 =
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Thus, for every k > 1 we obtain that
2

1 % 1 :
I(nk)::n_3./() Z |x/ (w, 1, x)|dt

i 1Bl | 5
[ j L
fHﬁHX (@, ) gnp) — (X <w"v‘))Q<no>’+a|(X @) o)

Ui
<(1+8c)é+ ﬁ’(X (@, -, '))Q(no)"

Hence, we conclude that for P-a.e. w
2
n

1 1 .
limsuplimsup—3/ A Z ’XJ(a),t,x)]dtfo.
510 k—oo mpJo  |Bmol g

Since I(n) < 4cl (ny) for every n > ng such that ny_; < n < ng, the assertion
follows. [

4. Quenched invariance principle. Throughout this section, which is de-
voted to the proof of our main result in Theorem 1.7, we suppose that Assump-
tion 1.1 holds. We start with some comments on the construction of the VSRW
X and its stochastic completeness as they are not totally obvious in the present
time-dependent degenerate situation.

We follow the construction of time-inhomogeneous Markov processes in [38].
Let {Ex : kK > 1} be a sequence of independent Exp(1)-distributed random vari-
ables. In order to construct the random walk X under the law P¥, , we specify its
jump times s < J; < J» < --- inductively. Set Jo = s and Xy = x and suppose that
for any k£ > 1 the process X is constructed on [s, Jx—1]. Then Ji is given by

Jr—1+t
Je = Ji—1 +inf{t20:/ ,u?’(XJk_l)dszEk},
Jr—1
and at the jump time ¢ = J; the random walk X jumps according to the tran-
sition probabilities {w; (X, _,, y)/u(Xy,_,),y ~ Xy,_,}. Note that by Assump-
tion 1.1(i) for every e € E; the mapping s — w;(e) is P-a.s. locally integrable.

LEMMA 4.1.  For P-a.e. w, P j-a.s. the process { X, : t > 0} does not explode,
that is, there are only finitely many jumps in finite time.

PROOF. We will follow the approach in [17], Section 5, and consider first a
slowed-down process. Let {(T;, Y;) : t > 0} be the Markov process on R x 74 with
generator £ acting on functions u : R x Z? — R defined by

yu(t,x) =

m(aﬂl(h x) + (Lu(r, ) (x))
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with puf(x) = Zy~x w¢(x,y). At point (¢, x), the slowed-down process {Y; : t > 0}
will jump to y ~ x with rate w7, (x, y)/(1 Vv pfﬁ (x)) and at time ¢ the time process
{T; : t = 0} will increase at rate (1 Vv [,L;U(x))_l , more precisely,

! 1
T, :/ 7(15.
T o Tv g (v

Further, notice that the process X can be obtained from Y by a time change, namely
d
(1) (X0) & (¥, 0),

where T~! denotes the right-continuous inverse of 7. This will allow us to infer
nonexplosion of the process X from that of Y. Clearly, the process {(7;, Y;) : t > 0}
is nonexplosive since T; < ¢t and the jump-rates of ¥ bounded from above by one.
On the other hand, under Assumption 1.1 using the irreducibility of the process
Y it can be easily seen that the measure
1V ug(0)
E[1V 1§(0)]
is stationary and ergodic for the environment process {t7, y,w : t > 0} (cf., e.g., [1],
Proposition 2.1). Thus, we may apply the ergodic theorem to obtain that
T; 1
lim — = ———, PR Py,)-a.s.
o = Eivagor  FEF)

In particular, lim;_, Tt_l/t =E[1 Vv ug(0)] and by (4.1) the process (X;);>0 is
nonexplosive for P-almost all w, P§’y-almost surely. [

For our purposes, the main reason to construct the harmonic coordinates in Sec-
tion 2 is that they allow to decompose the random walk X into a martingale part
and a corrector part. We now state this decomposition as a corollary.

COROLLARY 4.2. Set M, := ®(w,t, X;). Then, for P-a.e. w, the process
(M;:t>0)isa Pﬁ)‘{ o-martingale and

4.2) Xe =M + x(o,1, Xy), t>0.

Moreover, for every v e R4, v- M is a P§ ,-martingale and its quadratic variation
process is given by

t
@3 M= [ o (o (B0(r00.5) — Co(roow. X)) ds
yezd
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PROOF. From (2.13), it is immediate that M, and hence also v - M are P&O—
martingales, in particular their typical paths are cadlag. The decomposition in (4.2)
follows directly from the definition of yx. It remains to show (4.3). First, note that
the opérateur carré du champ associated with 0, + L is given by

@+ L) f2—=2f @+ L) f = 0:(f%) =210 f) + (L) —2f LY f)
=LO(f?) —2fLY f

and

(LEf2=2fLOF) 1, 0) =Y @, V(f(t, y) — £, ).

yeZd

Hence,

(v- M), =/O 3 0s(Xs, DV (B, 5,y) — P(w,5, X)) ds
yezd

and (4.3) follows by (2.12). 0O

LEMMA 4.3. The measure P is stationary, reversible and ergodic for the en-
vironment process {t; x,w 1t > 0}.

PROOF. This follows from the ergodicity of the environment and the irre-
ducibility of the process; see [3], Lemma 2.4, and [1], Proposition 2.1, for detailed
proofs. [

PROPOSITION 4.4. Let M,(n) = rl—anzt, t > 0. Then, for P-a.e. w, the se-

quence of processes {M™ : n € N} converges in law in the Skorohod topology
to a Brownian motion with a nondegenerate covariance matrix ¥* given by

zl.zj — E[ Z @0(0, x) Db (w, x)cbé(w, X)]

xeZd

PROOF. The proof is based on the martingale convergence theorem by Helland
(see Theorem 5.1(a) in [22]); the proofs in [2] or [30] can be easily transferred into
the time dynamic setting. The argument is based on the fact that the quadratic
variation of M™ converges by an application of the ergodic theorem, since it can
be written in terms of the environment process [cf. (4.3)], which is ergodic by
Lemma 4.3.

In order to show that ¥2 is nondegenerate, we follow the argument in [18],
Proposition 2.5. Assume that v - £%v = 0 for some v € R? with |v| = 1. Then,
since @ satisfies the co-cycle-property, we deduce from Lemma 2.3(ii) that for
P-ae. w, v - Po(w,x) =0 for all x € Z?. Further, using the time-homogeneity
of @ and its continuity w.r.t. time we get for P-a.e. w that v - ®o(7;,0w,x) =0
for all x € Z¢ and ¢ > 0. In view of (2.12), this implies v - ®(w, t,x) = 0 for
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all x € Z4 and ¢ > 0. Recall that x = x(w,t,x) + ®(w, t, x). Thus, for P-a.e. w,
lv-x]=1v- x(w,t,x)| forall x € Z4 and > 0. In particular,

1 ‘ 1 /n2 1 Z | @, 1,)]dr
Ve—X|=— —_ vex(w,t,x .
n o B X

3
n xeB(n)

1
44) —
@D B XZ

€B(n)

By Proposition 3.3, the right-hand side of (4.4) vanishes for P-a.e. w as n tends to
infinity. On the other hand, for any § € (0, 1) we have that

1 1 82
7 2 [V x| Z 7 2 Leem L/l i)
xeB(n) xeB(n)
x#0
52
Z—d<|3(n)}—|3(5n)|— > IL{v-x/|x||56})-
n xeB(n)
x#£0

Since |B(n)| = cn? and the other two terms in the bracket above are of order 8n9,
by choosing § sufficiently small, there exists ¢ > 0 such that

> e

xeB(n)

liminf >c >0,

n—>00 IB(n)I

which gives a contradiction. Thus, v - £2v > 0 forall v e R4\ {0}. O

In order to conclude the proof of the invariance principle, an almost sure uni-
form control of the corrector is required, which is a direct consequence from the
sublinearity of corrector established in Proposition 3.1.

PROPOSITION 4.5. Suppose that Assumption 1.5 holds and let T > 0 be ar-
bitrary. Then, for P-a.e. w,

4.5) sup —]X(a) n’t, nX("))| —2.0 in P -probability.
0<t<T N '

PROOF. Given Proposition 3.1, this follows by similar arguments as in [3],
Proposition 2.13, [20], pages 1884—1885 or [21], page 761. [

Theorem 1.7 now follows from Propositions 4.4 and 4.5.
5. Mean value inequality for time-inhomogeneous Poisson equation.

5.1. Setup and preliminaries. Let G = (V, E) be an infinite, connected, lo-
cally finite graph with vertex set V and (nonoriented) edge set E. We will write
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x ~y if {x,y} € E. Moreover, for A C V and x,y € V, we will simply write
xVyeAfor(xeA)V (ye A). The graph G is endowed with the counting mea-
sure that assigns to any A C V simply the number |A| of elements in A. Further,
we denote by B(x, r) the closed ball with center x and radius r with respect to the
natural graph distance d, that is, B(x,r) :={y € V|d(x, y) < |r]}. Finally, for a
set A C V we define its boundary by 0A :={x € A:dy e V\ As. th. {x, y} € E}.
Throughout this section, we will make the following assumption on G.

ASSUMPTION 5.1. The graph G satisfies the following conditions:

(i) volume regularity of order d for large balls, that is, there exists d > 2 and
Creg € (0, 00) such that for all x € V there exists Ni(x) < oo with
(5.1) Crodn® <|B(x,n)| < Cregn®  Vn= Ni(x).

reg

(i1) local Sobolev inequality (Scll/) for large balls, that is, there exists d’ > d and
Cs, € (0, 00) such that for all x € V the following holds. There exists N»(x) < 0o
such that for all n > N> (x),

d -1

(5.2) (Z ’u(y)|d/dl>d—/§Cslnljf > |u@ —u(@)

YEB(x,n) vz €B(x,n)
{z,Z/}eE

forall u : V — R with suppu C B(x, n).

REMARK 5.2. The Euclidean lattice, (Zd, E;), satisfies Assumption 5.1 with
d'=d and Ni(x) = N2(x) = 1, where (ii) follows from the isoperimetric inequal-
ity; see, for example, [29], Theorem 3.2.7. For random graphs, for example, super-
critical Bernoulli percolation clusters, such an inequality is only satisfied for large
sets. There exists @ € (0, 1) and N (x) < oo, P-a.s., such that for all n > N (x),

|0A| > Cisol A|@—D/d

for all connected A C B(x, n) with |A| > n?;see[11,31]. As it was pointed out by
M. Barlow, in such a case Assumption 5.1(ii) holds with d’ = d /(1 — 0); see [18].

For functions f : A — R, where either A C V or A C E, the £7-norm || f|¢r(a)
will be taken with respect to the counting measure. The corresponding scalar prod-
ucts in £2(V) and ¢%(E) are denoted by (-, e2evy and (-, -) 2y, respectively. For
any nonempty, finite B C V and p € (0, co), we introduce space-averaged norms
on functions f : B — R by

1

1/p
T :=<|B|Z|f(x>|”) .

xXeB
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Moreover, for any nonempty compact interval / C R and any finite B C Z¢ and
p, p' > 0, we define space-time-averaged norms on functions u : I x B — R by

1 / 1/p
. p )
u / =(— u dr and ||u ‘= max||u ,
= (o [l ) . = maxlu .5
where u;(-) :=u(t,-) forany r € I.

LEMMA 5.3. Suppose that p > 1 and q' € [1, o0] are given and Q CR x V.
Then, for every 1 <y < pand q'/(q' + 1) <y, < 00 such that

1 1 1 !
(53) —+—(1__) 4 __

oon p/q" +1
the following estimate holds:

(5.4) l2tllyy,10,0 < lltll1,00,0 + ltll p,q'/(q"+1). 0-

PROOF. This follows by an application of Holder’s and Young’s inequality, as
in [28], Lemma 1.1. O

Let us endow the graph G with positive, time-dependent weights, that is, we
consider a family w = {w;(e) :t e R,e € E} C (0, 00)R*E  Further, we define for
any t € R measures ny” and v;” on V by

(5.5) ;Lf)(x):zlv;ywt(x,y) and vf"(x):zl\/;:ywt(x’y).

It is convenient to introduce a potential theoretic setup. First, for f: V — R and
F : E — R we define the operators Vf : E — R and V*F : V — R by

Vi) :=f(e")=f(e7) and V*F(x):= Y F(e)— > Fle),

elet=x eleT=x
where for each nonoriented edge e € E we specify one of its two endpoints as its
initial vertex e™ and the other one as its terminal vertex e~. Nothing of what will
follow depends on the particular choice. Since (V f, F)p2(g) = (f, V*F) 2y, for
all f e ?2(V) and F € ¢%(E), V* can be seen as the adjoint of V. Notice that in
the discrete setting the product rule reads

(5.6) V(fg) =av(f)Vg +av(g)Vf,

where av(f)(e) := %( f(e™) + f(e™)). Moreover, we denote by LY the following
time-dependent operator acting on bounded functions f : V — R as

(L2F)x) =Y o, »(f) = f(0) ==V, V) (x).

X~y
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For any t € R, the time-dependent Dirichlet form associated to L is given by

(5.7 gtw(fa g) = (f’ _['?)g)gZ(V) =(V/, Q)IVg)ZZ(E)’

and we set & (f) :=&E”(f, f).
Note that (5.2) is a Sobolev inequality on an unweighted graph, while for our
purposes we need a version involving the time-dependent weights.

PROPOSITION 5.4 (Local space—time Sobolev inequality). Consider a graph
(V, E) that satisfies Assumption 5.1 with d’' > d > 2 and set

d/
58 = d/, =
(5.3) Y 10( q) d—2+d/q
Let I C R be a compact interval. Then, for any q € [1, 00), q' € [1, 0], there exists
Cs =Cs(d’', q) < 0o such that for any x € V and n > N1(x) V Na(x),

(5.9

1 EP (uy)
2 2 t
12040013050 = CP 1 e (T ) et )

for every u : R x V — R with suppu C I x B(x,n). If d' > 2, (5.9) holds for
q = oo.

PROOF. First, notice that for any x € V and n > Ni(x) V Na(x), (5.2) can be
rewritten in the following way:

" 1 Vil gy 6.0 o MVudlo e
)SCSln & |B(x,n)|d — B = Csy rle/gdni()
|B(x,n)| |B(x,n)|

forevery u : R x V — R with suppu; C B(x, n) for all t € I. Proceeding as in the
proof of [3], Proposition 3.5, we deduce that there exists Cs < oo such that
5;0 (uy)
GECD B, )|
Thus, for any ¢’ > 1 the assertion follows by Holder’s inequality. [

u
el ¢

7], ey < Con? 07|

5.2. Maximal inequality via Moser iteration. In this section, our main objec-
tive is to establish a maximum inequality for the solution of a particular Poisson
equation having a right-hand side in divergence form. More precisely, we denote
by u : R x V — R a solution of

(5.10) du+ LYu=V*'V® onQ=1IxB,

where I = [s1, s2] C R is an interval, B C V is a finite, connected subset of V and
V#:R x E — Ris given by

(5.11) V() == w(e)V f(e)

for some function f : V — R.
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Forany xg € V, fo > 0 and n > 1, we denote by Q(n) = [tg, ty +n2] X B(xq, n)
the corresponding time—space cylinder, and we set

Q(on) =1, 10+ anz] x B(xg,on), o €][0,1].

Now we are ready to state the main result of this section.

THEOREM 5.5. Suppose that Assumption 5.1 holds for some d' > d > 2. As-
sume that u solves d;u + LYu = V*V,” on Q(n), where the function f in (5.11)
satisfies |V f(e)| < 1/n for all e € E. Then, for any p, p’,q,q’ € (1, 00] with
1 p ¢gd+1 1 2
—_ . J— < [E—

p -1 ¢ qg d
there exist y = y(d', p,p'.q,q") € (0,11, k =«x(d', p,p',q,q9") € (1,00) and
Ci1=C1(d) < oo such that for all o € (0,00) and 1/2 <o’ <o < 1:

(13 max | x)|<cl(”“w”””’“Q(’”””w”‘f""’Q“)) Jull?
t.x0e0@n) T (0 —0o')? e Q(on)

for all n > 2max{N1(xg), Na(x0)}.

(5.12)

Before we prove Theorem 5.5, we show how it implies Proposition 3.2.

PROOF OF PROPOSITION 3.2. Recall that Z¢ satisfies Assumption 5.1 with
d’ =d and N;(x) = Na(x) = 1. Then the assertion for n_l x/ follows from Theo-
rem 5.5 with the choice f(x) = —xf x0=0,0=1,0"=1/2 and n replaced by
2n. O

We now turn to the proof of Theorem 5.5. As a first step, we prove the following
energy estimate for solutions of (5.10).

LEMMA 5.6. Suppose that Q =1 x B, where I = [s1, s2] is an interval and
B is a finite, connected subset of V. Consider a smooth function { : R — [0, 1]
with ¢ =0 on [s2, 00) and a function n : V. — [0, 1] such that

suppn C B and n=0 on dB.

Further, let u be a solution of (5.10) on Q. Then there exists Cy < 00 such that for
alla > 1and p, p', ps, p, € (1,00) with 1/p+1/p.=1and 1/p" +1/p, =1,

o 2(14)
il )!|100Q+|,|f;<> sl

(5.14) < C20? |11, o (Ve y + 18 1o ) 111, 0
+ Caa? | ||p,pf,Q (Vi (V f) ”ZOO(E) | Juf?* ! Hp*,p;,Q

+Co0? |1, NV F oy 11272, 0
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where u® := |u|* - signu, St“’nz(g) = (Vg,av(nz)a)th)ez(E) and f being the
function appearing in (5.11).

PROOF. Let us consider a function u such that o;u + Lu = V*V” on Q =
I x B. Then, for any ¢ € I, a summation by parts yields
(5.15)

1 - D g
Zat ”W?”l%(V) =(V(n*a;* ). o Vitg)p gy + (V(n*ar* ), Ve k-

Proceeding as in the proof of [5], Lemma 3.2, we will estimate the terms on the
right-hand side of (5.15) separately. Let us point out that the constants ¢ € (0, co)
appearing in the computations below, is independent of «, but may change from
line to line. In view of (A.2), we have that

20 — 1 1

2\ ~20—1 ~ ~

(av(n*) Vit;* ™ o Vg gy = 75:1,),,2(”?) = agta,)nz (i)

On the other hand, by (A.3) and Young’s inequality, that reads |ab| < %(sa2 +
bz/e) for ¢ € (0, 00), we obtain that

(av(ﬁtza—l)vn{ wtv“i)ﬂ(E) z _C”wt(Vﬁ?)(V’?z) aV(|”t|a)||zl(E)

5 c
> —ceE (af) — g||V77||%00(E) ees 12 le1s):

where we used that Vn2 =2av(n)(Vn) and alv(n)2 <2 av(nz). Hence,
(V(n*a;e "), @ Vir) 2y

(5.16) 1 0 (~ ¢ 2 20, @
o ) S L B 2 N [ P

Next, we consider the second term on the right-hand side of (5.15). Since 71 €
[0, 1],

(av(@;* =) V?, Vi) = = (VI (V )| oo ) | g P o1 (8-
By applying (A.1) and Young’s inequality, we find for any o > 1,
(av(r) Vi ! oV fla g, = =clorav(n®) av(lud* =) (Va)(V )l

~ c -
> —ce€P (i) — g||Vf||§oo(E) [ e 12 ZM?HMm-

Hence, by combining these estimates, we obtain that the second term on the right-
hand side of (5.15) is bounded from below by

(V(n?a7* "), Vta)>(’,2(E)
~ c -
(5.17) > =o€ (i) = IV [l | lus 2721 1)

— [ (VY (V )| goo iy g2 g o1 (8)-
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Thus, in view of (5.16) and (5.17) and by choosing ¢ = 1/(4ca), we deduce from
(5.15) that there exists C» < oo such that

8;1’)'72 (ﬁ?{) C2

=00, + =5 = Z NIy e
C .
(5.18) + TZaZIIVfII%oo@ [ o

C
+ 72052” VD ) goo ey Nt P 1 -

Moreover, since ¢ (s2) = 0,
52 ~a (12 [ N / N
[ =cwali) 3 par= [ ol el )+ Olea)]; )

o112 52
= CONOTE 16 gy [T

forany s € [s1, 52). Thus, by multiplying both sides of (5.18) with ¢{ and integrating
the resulting inequality over [s, s2] for any s € I and by applying the Holder and
Jensen inequality one obtains the inequality (5.14) separately for each of the two
terms in the left-hand side of (5.14). [

PROPOSITION 5.7. Suppose that the assumptions of Theorem 5.5 hold. Then
there exist y = y(d', p,p'.q.q") € (0,11, k =« (d’, p, p',q,q9") € (1,00) and
Cy = Cy(d) < 00 such that for all 1/2 <o’ <o <1 and n > 2max{N;(xp),
N2 (x0)},

max  |u(z, x)|

(1,x)€Q(0'n)
(5.19)

<c 114l p,p, 0 1V llg.q7 0\ 1y

with p as defined in (5.8).

PROOF. For fixed 1/2 < ¢’ <o <1, consider a sequence {Q(oxn) : k € Ny}
of space-time cylinders, where

or =0’ +2_k(a —0o') and ©w= 2_1‘_1(0 —o'), k € Np.

In particular, we have that oy = o%41+ 7% and op = o. To lighten notation, we write
I, : =19, to +Gkn2], By := B(xg, oxn) and Qg := Iy X By. Note that I |/|lx+1] <
2 and |Bi|/|Bk+1] < C2,2%. Further, we set

reg

11 1\ ¢ L
oe::——l——/l—— - and o :=a",
P« Dk p/q +1
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where p is defined in (5.8), and for any p, p’ € (1, 00), let p, := p/(p — 1) and
p. = p’'/(p’—1) be the Holder conjugate of p and p’, respectively. Notice that for
any p, p’,q,q’ € (1, 00] for which (5.12) is satisfied, « > 1 and, therefore, o > 1
for every k € Ny. In particular, « > 1 implies that ap) > ¢’/(¢' + 1) and ap, < p.

Consider a sequence {ny : k € Ny} of cut-off functions in space having the prop-
erties that supp ng C Bi, nx =1 0on Biy1, e =0 0n 0By and ||V |leoo(g) < 1 /7.
Moreover, let {¢x € C*°(R) : k € Ng} be a sequence of cut-off functions in time
such that &y = 1 on Ix41, & = 0 on [ty + oxn?, 00) and il Loy < 1/txn?. First,
in view of (5.4) we have that

(5200 [ + la]

' oen < 172% ] @), Oprr”
aps,apl, Qr+1 ,00, Ok+1 0,9 /(q"+1), Ok+1

By applying the space—time Sobolev inequality (5.9) to &xnyiiy© and using that
EC (ki) < 26, 2 (7" + 20V elfoo gy [t P 147 1,
we obtain

2
= ”p q'/(q'+1), Q41

1 1
2 2
<cn ”Uw“q,q’,Qk<|] |/ (2 )7|B | dr + ()2 Hut] akuw”l’LQk)

Recall that |V f(e)| < 1/n for all e € E. Thus, by means of Jensen’s inequality,
the energy estimate (5.14) implies that
S
Tl g+ 1 [ O
5.21) L] S B

2
<c”,u ”pp Qk( ) l|u ||2ZZ;:2akp;,Qk’

where y; = 1if ||”||2akp*,2akp;,Qk >land yp =1—1/ap if ||”||2akp*,2akp;,Qk <1
Thus, by combining these two estimates with (5.20), we find that

Nl 20 41 pu,20i 1 pl Ok
(5.22) "

22k, 9]
= (CWHM lp.pr.0m 1V ly.q Q(n)) ”uHZO‘H’* 20 P Ok

Observe that |Bx 1|/ < ¢ uniformly in n for any K such that ax > Inn.
Hence, an application of (5.21) yields

B 1/Qak) || ~2ak || 1/Qak)
Bl 12 S O B PRI .

22K 4 1/Qak)
= <CW”/’L ”pp Q(n)> ”uHZO‘Kp* 2k i Ok
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By iterating the inequality (5.22), we get

max  |u(z, x)|
(t,x)€Q(o’n)

”PL ”pp Q(n)”v ”qq Q(n) 1/ Q) y
<G H( )2 ) et p, 2p;, 0oy

where 0 <y = ]—[le(l — 1/ar) <1 and Cy < oo is a constant independent of &,
since Y _po ok /oy < oo. Finally, by choosing «k = % Y ieo 1/ax < oo and using the
fact that ap, < p, the claim follows by means of Jensen’s inequality. [

PROOF OF THEOREM 5.5. In view of (5.19) for any o > 2pmax{l,
P/ p«} =: B, the statement (5.13) is an immediate consequence of Jensen’s in-
equality. Thus, it remains to consider the case « € (0, 8). But from (5.19) we have
forany 1/2 <0’ <o <1,

(5 23) ”u” < ”Mw”p,pQQ(n)“Vw”q,q’,Q(n) ”u”y
: 00,00,0(0'n) = C2 P £.5.00n)"

The remaining part of the proof follows the arguments in [37], Theorem 2.2.3. In
the sequel, let 1/2 < ¢’ < o < 1 be arbitrary but fixed and set oy =0 — 2 %(0 —
o) for any k € Ny. Then, by Holder’s inequality we have, for any « € (0, 8),

6 1-6
”u ”,B,,B, Q(okn) =< ” u ”(x’c{’ Q(oxn) ”u ”00700’ Q(oxn)’
where 6 = o/B. Recall that |Q(on)|/|Q(c'n)| < 2CrzegZd by the volume regular-
ity. In view of (5.23), we get

1t lloc.,00. (a1 < 22K TNulL om0 2 ooy

where we introduced J = c(|u®llp, p, o) IV ll¢.q", 0m)/ (0 — )2 to simplify
notation. By iterating the inequality above, we get

i—1 0,0k PN
Zk:()(y y0) ”u”(V y0)

k
100,00, 0(0m) < 22 Zhm0 k&= (1)) 5,00, Q(0in)"

o, Q(Un))
Note that y (1 — 6) € (0, 1). Hence, in the limit when i tends to infinity, we obtain

- 2 - 6/(1—y+y6)
max  |u(t, x)| < 22/A=y+y0)” j1/A=y+y0)) 7 ’
(t,x)eQ(a/n)| ( )| - I Ha,tx,Q(an)

which gives (5.13). U
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APPENDIX: TECHNICAL ESTIMATES

For the reader’s convenience, we provide some technical estimates needed in
Section 5 in order to process the Moser iteration. We refer to [3], Appendix A, for
a proof. In a sense, they may be regarded as a replacement for a discrete chain rule.

LEMMA A.1. Fora e R, we write a* := |a|* - signa for any o € R\ {0}:

(i) Foralla,beR andany o, B #0,
b < (1 |3])@ =8 et ),

(i) Foralla,beR and any a > 1/2,

(A2) @ -5’ <

2

—b ~20—1 5201—1 )

‘20{ —j|@-b@ )

In particular, if a, b € Ry then (A.2) holds for all o« ¢ {0, 1/2}.
(iii) Foralla,b e R and any a > 1/2,

(A.3) (la®~ '+ 161" Y|a — b < 4]a* — b¥|(ja|* + |b]%).
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