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LIMIT LAWS FOR MAXIMA AND SECOND MAXIMA
FROM STRONG-MIXING PROCESSES

By TosHio MoRI

Yokohama City University

In 1972, R. E. Welsch obtained a class of two-dimensional laws which
includes the class of all possible limit laws for a sequence of normalized
pairs (M, Su), where M, and S,, are the maximum and the second maxi-
mum of the first # terms from a stationary strong-mixing sequence of ran-
dom variables. In this note an example is given to show that these two
classes are identical.

1. Introduction. Let {X,},., be a strictly stationary strong-mixing sequence
of random variables, with M, and S, being the maximum and the second maxi-
mum of X, - .., X, respectively. Loynes (1965) proved that the only possible
nondegenerate limit laws G for suitably normalized M, are the same three types
that occur in the independent case, i.e., G is one of the following three types
(except for scale and location parameters)

G(x)=0 x=0

= exp(—x~%) x>0, a>0

1) Gy(x) = exp(—(—x)™®) x<0, a>0
=1 x=0

Gy(x) = exp(—e™®) —o0 < x < oo,

Welsch (1972) has extended the work of Loynes by considering the possible
limit laws of order statistics of fixed rank other than the maximum. In this
direction he has obtained the following result.

THeorEM (Welsch). Let {X,},., be a stationary strong-mixing sequence. If there
exist two sequences of constants a, > 0 and b, so that P(M, < a,x + b,,S, <
a,y + b,} has a limit distribution H(x, y), with the limiting distribution G(x) of
P{M, < a,x + b,} nondegenerate, then

) H(x, y) = G(y){l — pl(log G(x))/log G(y)]log G(y)} y < x
= G(x) y=x

where p(s), 0 < s < 1, is a concave nonincreasing function which satisfies 0 <
p(s) =< 1 — s and G is one of the three types given in (1).

The purpose of this note is to give two examples. The first example shows
that every H satisfying the conditions in Welsch’s theorem is a limiting joint
distribution of normalized M, and S, from a suitable strong-mixing sequence.
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This answers a question posed in Welsch (1972). The second example shows
that the joint distribution of (M, — b,)/a, and (S, — b,)/a, does not necessarily
converge even if (M, — b,)/a, has a nondegenerate limiting distribution. Both
of these examples are one-dependent and constructed by a method similar to
that of Newell (1964).

2. Examples. At first we note that any function satisfying the conditions in
Welsch’s theorem is represented as
3) p(s) = §1[1 — F(—logu)] du, 0<s<1,
where F is a possibly defective distribution function such that F(—0) = 0. In
fact it follows from the concavity of p and p(1) = 0, that p is represented as
o(s) = S\t h(u) du , 0<s<1,

with a nondecreasing 2. One may choose as —# the right (or left) Dini deriva-
tive of p. Since p is nonincreasing and 0 < p(s) < 1 — sone has 0 < A(s) = 1
for s (0, 1). Obviously one may assume that 4 is left continuous. Let F(x) =
1 — h(e~®) for x = 0 and F(x) = 0 for x < 0. Then F is a possibly defective
distribution function and satisfies (3).

ExampLE 1. Let{Z,},.,bei.i.d. random variables having a common exponeh-
tial distribution with mean one. Let p be a function satisfying the conditions
in Welsch’s theorem and let F be a possibly defective distribution function
determined by (3). Let {{,},., be i.i.d. nonnegative random variables inde-
pendent of {Z,} and having common distribution function F. Note that {, = oo
with probability 1 — F(co).

Let
) X, = max (Z,_,, Z, — (), nz1.
It is obvious that {X,},., is a stationary one-dependent sequence. We shall prove
that in this case the sequence {(M, — logn, S, — log n)},,, converges in distri-
bution to H(x, y) given by (2). Since for each x

0 < Pmax,g;, , Z; < logn + x} — P{M, < log n + x}

<PZ,—(,>logn+ x}—0
as n — oo, we have
5) lim,_, P{M, < logn + x} = lim,_, [P{Z; < logn 4 x}]
= exp(—e?) = Gy(x) .
Hence if x < y then
6) lim,_, P{M, < logn + x, S, < logn + y}
= lim,_, P{M, < logn + x} = Gy(x) .

If x > y then we can write
) PM, < logn+ x,S, < logn+ y} = P{M, < logn + y} + P{4,},
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where
A,,:{logn+y<M,‘§logn+x,S,,§logn+y}.
Let
A = Uizi{logn +y < Z, < logn + x, Z, — {, < logn + y,
and Z;<logn+y for j#k 1 <j<n—1}
and

B, ={Z,<logn+y,Z, —, <logn + y}.
Then we have 4, n B, = 4,’ n B, and lim,__, P{B,} = 1. Therefore
®) lim, . (P{4,} — P{4,})) = 0.
On the other hand we have
P{4,} = (n — )[P{Z, < logn + y}]**

X Pllogn 4y < Z, < logn + min (x, y + {,)}
) =(n— 1)1 — nlev)r-2p-le-v

X [§5 [1 — exp{—min(x — y, u)}]F(du)

+ (I —em)(1 — F(0))] .
Since integration by parts shows that

§¢' [1 — exp{—min (x — y, F(du) = §ixp_av,) [F(o0) — F(—log u)] du,

from (8), (9) and (3) we have
(10) lim,_, P{4,} = exp(—e e (1 ..., [l — F(—log u)] du

exp(
= exp(—e~Y)e vp(e V) .

It follows from (5), (7) and (10) that if x > y then

lim, ., P{M, < logn + x, S, < logn + y}
(11) = lim,_, P{M, < logn + y} + lim,__, P{4,}
= Gy(y)[1 — p(log Gy(x)/log Gy(y)) log Gy()] -

The relations (6) and (11) show that the limiting law of (M, — log n, S, — log n)
is given by (2) with G = G,.

In order to obtain examples with G = G, and G = G, one needs only to re-
place the variables X, constructed above by exp(a-'X,) and —exp(—aX,)
respectively.

EXAMPLE 2. Let {Z,]},., be as in Example 1. Define X, by X, = max [
Z, — f(Z,)), n = 1, where f(x) = 1if xe Js,[2¥, 2%+ and f(x) = 0 other-
wise. Then the sequence {X,},., is stationary one-dependent, and as in Example
1 we have

lim,_, P{M,, < logn + x} = Gy(x) .

We shall now prove that the sequence of pairs (M, — logn, S, — log n) does

not converge in law. Let {n;};,, be a sequence of positive integers such that
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[logn;] = 3.2%' Let X,) =max(Z,,Z,— 1), n=1, M,’ and S,’ be the
maximum and the second maximum of X/, ..., X,’ respectively.
We can show that M, = M, and S, =S, on C;, where C; is the event
specified by the following three conditions:
(12) max (Z,, - -+, Z,, ;) — logn; e [—2%71 4 1,241 — 1),
Z,<logn; — 2871 — 1, Z,, < logn; — 2%t — 1.
In fact assume (12) and let Z, and Z, be the maximum and the second maximum
of Z, .-+, an_l respectively. Then M,,j = max(Z, ---, an-u Zn,- - f(an)) =
max (Z, « -+, Z,. 1) = Z, (= Xiy)- Similarly we have M, = Z,. Furthermore
Snj = max (Xl’ ] Xk: Xk+2’ Tt an)
= max (ZO’ ey, Zk—v Zk+1, ttty an—p Z1 _f(Zl), M) Zk _f(Zk)’
Zk+2 - f(Zk+2)’ Tt Zn,- —f(an))
=max (Z,, Z,, Z, — f(Z}), Z,,j — f(Z,,j)) .
Since Z,¢[2% + 1,2%*!) we have f(Z,) =1 and S,,J, =>Z,—f(Z) =2 >
max (Z,, Z,, — f(Z,,j)). Hence S, = max(Z, Z, — 1). Similarly we have
Sy, = max (Z,, Z, — 1). This proves our assertion. Since P{C;} converges to
one we have

(13) lim, ., P(M, = M,,S, =S, }=1.
The sequence {X,’} is the one constructed by the method of Example 1 with
o = p,, Where py(s) =1 — e~* for se[0, e7*] and py(s) = 1 — s for se[e™}, 1].

Hence as was shown in Example 1

(14) lim,_,, P{M,’ < logn + x,S,’ < logn + y} = Hy(x, y),

where H, is given by (2) with G = G;and p = p,. It follows from (13) and (14)
that

(15) lim; ., P{M, < logn; + x, S, < log n; + y} = Hy(x, ).

Next choose a sequence {m;} such that [log m;] = 3 - 2%. Applying an argu-
ment similar to the one above with X,/ = max (Z,_,, Z,), we can conclude that
if x > y then
(16) lim,_, P{M,, < logm; + x, S, =< logm; + y} = Gy(y) # Hy(x, ) -
The relations (15) and (16) show that the sequence {(M, — logn, S, — log n)}

does not converge in law, while {M, — logn} has a nondegenerate limit
distribution.
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