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CLUSTER SETS FOR A GENERALIZED LAW OF THE
ITERATED LOGARITHM IN BANACH SPACES

By U. Einmahl1 and J. Kuelbs2

Vrije Universiteit Brussel and University of Wisconsin–Madison

We identify the possible cluster sets for a general law of the iterated
logarithm in the Banach space setting, and show that all the possible limit
sets arise as cluster sets for some random vector in an arbitrary separable
Banach space. This extends previous results obtained in finite dimensional
Euclidean spaces.

1. Introduction. Let B denote a real separable Banach space with norm
� · �, and assume X�X1�X2� � � � are i.i.d. B-valued random vectors with 0 <
E�X� <∞ and E�X� = 0. As usual, let Sn =

∑n
j=1Xj for n ≥ 1, and write Lt

to denote log�max�t� e�� for t ≥ 0. The function L�Lt� will be written as L2t,
and B∗ denotes the topological dual of B. For any sequence 	xn
 ⊆ B, the set
of its limit points is denoted by C�	xn
�, and is called the cluster set of 	xn
.
The separability of B and the Hewitt-Savage zero-one law easily imply that

for any sequence αn ↑ ∞, with probability one,
�1�1� C�	Sn/αn
� = A�
where A is non-random and depends only on 	αn
 and the distribution of X.
See, for example, Lemma 1 in Kuelbs (1981). Of course, if Sn/αn → 0 a.s.,
then A = 	0
 and determining the cluster set is trivial. This is no longer the
case if one considers sequences 	αn
 such that with probability one
�1�2� 0 < lim sup

n→∞
�Sn/αn� <∞�

The classical choice for 	αn
 in (1.2) is 	�2nL2n�1/2
, and the corresponding
cluster set problem has been studied extensively. The papers by Alexander,
(1989a) and (1989b), provide some final results in this particular case, and
also include relevant references. The important fact to be observed here is
that the classical norming sequence arises only when the covariance function
E�f�X�g�X�� is defined on B∗ × B∗, and the cluster set A then must be a
subset of a canonical set K, which is the unit ball of a reproducing kernel
Hilbert space determined by the covariance structure ofX. In particular, A is
empty or equal to ρ K for some ρ ∈ �0�1� when X has a covariance function
and αn = �2nL2n�1/2. Such variety does not appear in every Banach space,
but in suitable infinite dimensional spaces there are examples giving all such
sets as cluster sets.
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If X fails to have a covariance function, but X is in the domain of at-
traction of a Gaussian law, then the cluster set is determined by the covari-
ance of the limiting Gaussian law. Hence the cluster set remains canonical
even though the normalizing constants 	αn
 differ from the classical ones, see
Kuelbs (1985) and Einmahl (1989). However, much less is known when there
is no covariance structure available. Part of the difficulty in this situation is to
decide what are the natural candidates for A. When B is a finite dimensional
space, and X satisfies the general law of the iterated logarithm in Theorem
3 of Einmahl (1993), then Einmahl (1995) showed every cluster set A must
be symmetric about zero, star shaped with respect to the origin, closed, and
bounded. Moreover, any cluster set must contain elements with norm 1 in this
case. (This is due to the fact that the unit ball is compact in finite-dimensional
vector spaces.) Theorem 4 of Einmahl(1995) also shows that any such set in
�2 arises as a cluster set for some random vector X � �→ �2�
Here we investigate this cluster set problem in the infinite dimensional

setting, where we encounter the additional difficulty that we no longer can
assume that there are points in A = C�	Sn/αn
� which have norm 1. It will
turn out that there are cluster sets which are star-like and symmetric about
the origin where all elements have norms smaller than or equal to ρ < 1�
though we still have at the same time lim supn→∞ ��Sn/αn�� = 1�
To state things precisely we need some further notation. Following Klass

(1976), we associate with any real-valued random variable ξ satisfying 0 <
E�ξ� < ∞ a function K�·� which is defined as the inverse function of the
strictly increasing function G�·�� given for y > 0 by

G�y� = y2/
∫ y
0
E��ξ�I��ξ� > t��dt�

Since E�X� < ∞ we have E�f�X�� < ∞ for all f ∈ B∗, and for any f ∈ B∗
with E�f�X�� > 0, let Kf be the K-function corresponding to the real-valued
random variable f�X�. For y > 0, define
�1�3� K̃�y� = sup	Kf�y� � �f�B∗ ≤ 1� E�f�X�� > 0
�
and set for n ≥ 1,
�1�4� γn =

√
2K̃�n/L2n�L2n�

Our theorems characterizing the cluster set follow.

Theorem 1. Suppose X is a B-valued mean zero random vector such that
0 < E�X� <∞ and 	γn
 is as in �1�4�. Furthermore, assume

�1�5� Sn/γn
prob−→ 0

and

�1�6�
∞∑
n=1
P��X� > γn� <∞�



BANACH SPACE LIL CLUSTER SETS 1453

Then with probability one,

�1�7� lim sup
n→∞

�Sn/γn� = 1�

and the cluster set A = C�	Sn/γn
� is such that

�1�8� A is closed, non-empty, symmetric about zero

and

�1�9� A is star-like at zero.

Remark. The lim sup in (1.7) was obtained in Theorem 3 of Einmahl (1993)
under (1.5) and (1.6). If B is a type-2 Banach space, then Corollary 2 of Ein-
mahl (1993) shows (1.7) is equivalent to (1.6). Of course, (1.7) is an extension
of the classical LIL even in finite dimensional spaces, and covers many new
situations as well. Einmahl (1993) discusses the various extensions and rela-
tionships to previous work, but it is important for us to point out that in all
these situations we now know the possible cluster sets must satisfy (1.8) and
(1.9).

Our next theorem points out that all such sets arise in every infinite-
dimensional separable Banach space.

Theorem 2. Let Ã be a closed non-empty subset of the unit ball of B which
is symmetric and star-shaped with respect to zero. Then there exists a random
vectorX � �→ B which satisfies the conditions for the generalized LIL, namely
0 < E�X� <∞, and both �1�5� and �1�6� hold, and with probability one,

�1�10� A = C�	Sn/γn
� = Ã�

Moreover, if Ã ⊆ V where V is an infinite dimensional closed subspace of B
we can construct X so that

�1�11� P�X ∈ V� = 1�

If supx∈Ã �x� = 1, statement �1�11� remains true for any �possibly finite-
dimensional� closed subspace Wof B with Ã ⊆W.

Remark. If B is finite-dimensional, there exists a linear, isometric embed-
ding of B into �C�0�1�� � · �∞�, and using the above theorem one can re-obtain
the cluster set result for finite dimensional spaces (i.e., that any set Ã which
is closed, star-like and symmetric about zero and satisfies supx∈Ã �x� = 1 is a
possible cluster set). See also Step 5 of the proof of Theorem 2.
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2. Proof of Theorem 1. The proof consists of three parts, and includes
several lemmas. The first part consists of a lemma which characterizes points
that are in the cluster set C�	Sn/γn
�, the second part provides probability
estimates necessary to apply the lemma, and part three puts things together.

Step 1. First we point out that (1.7) follows immediately from Theorem
3 in Einmahl (1993), and that (2.3) and (2.4) of Einmahl (1993) implies the
sequence 	γn
 satisfies the following two conditions:
�2�1� γn/

√
n↗

and

�2�2� γn/n↘ 0�

Applying (2.1), and Lemma 1 in Kuelbs (1981), it follows that the cluster
set A = C�	Sn/γn
� is deterministic with probability one, and Lemma 1 of
Einmahl (1995) implies that

�2�3� b ∈ A ⇐⇒
∞∑
n=1

1
n
P��Sn/γn − b� < ε� = ∞ ∀ ε > 0�

The next lemma shows the right hand term in (2.3) can be replaced by a
probability involving suitably truncated random variables.
Let Xn�j =XjI��Xj� ≤ cn��Xn�j =Xn�j−E�Xn�j� and Sn�n =

∑n
j=1Xn�j�

where the truncation level cn will be specified below.

Lemma 1. The point b is in the cluster set

�2�4� A ⇐⇒
∞∑
n=1

1
n
P��Sn�n/γn − b� < ε� = ∞ ∀ ε > 0�

provided that

�2�5� cn = K̃�n/L2n�/�Ln�εn�
with 	εn
 converging to zero.

Proof. In view of (2.3) it is obviously enough to show

�2�6�
∞∑
n=1

1
n
P��Sn −Sn�n� > εγn� <∞ ∀ ε > 0�

To prove (2.6) we first observe that

�2�7�
P��Sn −Sn�n� > εγn�

≤ P
(∥∥∥∥∥

n∑
j=1
Zn�j + nE�Xn�1�

∥∥∥∥∥ > εγn
)
+ nP��X� > γn��

where Zn�j =XjI�cn < �Xj� ≤ γn��1 ≤ j ≤ n.
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Since (1.6) and (2.1) hold, Lemma 7 of Einmahl (1993) implies

�2�8� lim
n→∞nE��X�I��X� > γn��/γn = 0�

Using the obvious fact that E�Xn�1� = −�E�Zn�1�+E�XI��X� > γn���, we see
that (2.6) follows from (1.6), (2.7) and (2.8) provided

�2�9�
∞∑
n=1

1
n
P

(∥∥∥∥∥
n∑
j=1
�Zn�j −E�Zn�j

)∥∥∥∥∥ > εγn/2� <∞�
Using standard symmetrization arguments, we have

E

∥∥∥∥∥
n∑
j=1
�Zn�j −E�Zn�j�

∥∥∥∥∥ ≤ 2E
(∥∥∥∥∥

n∑
j=1
εjZn�j

∥∥∥∥∥
)
�

where 	εj
 are independent Rademacher random variables, which are also
independent of the sequence 	Xj
. Applying Lemma 6.5, and then Lemma
6.3 of Ledoux-Talagrand (1991), one easily sees that

E

(∥∥∥∥∥
n∑
j=1
εjZn�j

∥∥∥∥∥
)
≤ E

(∥∥∥∥∥
n∑
j=1
εjXj

∥∥∥∥∥
)
≤ 2E

(∥∥∥∥∥
n∑
j=1
Xj

∥∥∥∥∥
)
�

Hence Lemma 9-a of Einmahl (1993) and (1.6) imply that

�2�10� lim
n→∞E

(∥∥∥∥∥
n∑
j=1
�Zn�j −E�Zn�j��

∥∥∥∥∥
)
/γn = 0�

Applying (2.10), and Theorem 5 and (3.1) of Einmahl (1993), we have for all
n sufficiently large that

�2�11�
P

(∥∥∥∥∥
n∑
j=1
�Zn�j −E�Zn�j��

∥∥∥∥∥ > εγn/2
)

≤ 16 exp	−ε2γ2n/�2304nσ2n�
 + cεnE��X�3I��X� ≤ γn��/γ3n�
where cε is a constant depending only on ε > 0, and

�2�12� σ2n = sup
�f�B∗≤1

E�f2�Zn�1���

Lemma 5 of Einmahl (1993), and (1.6), (2.1), imply

�2�13�
∞∑
n=1
E��X�3I��X� ≤ γn��/γ3n <∞�

so it remains to show

�2�14�
∞∑
n=1

1
n
exp	−ε2γ2n/�2304nσ2n�
 <∞�
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To estimate σ2n given by (2.12) we observe that if f ∈ B∗, �f�B∗ ≤ 1, then
E�f2�Zn�1�� ≤ E�f2�X�I��f�X�� ≤Kf�n/L2n���

+E�f2�X�I��f�X�� > Kf�n/L2n�� �X� ≤ γn��
≤K2

f�n/L2n�L2n/n+ θn�f�
where, by Cauchy–Schwarz,

θn�f� = �E��f�X��I��f�X�� > Kf�n/L2n����1/2�E��X�3I��X� ≤ γn���1/2�
and the first term of the second inequality follows from (3.22) in Einmahl
(1993). Thus by (1.3) and (1.4) above, and (3.21) in Einmahl (1993),

�2�15� E�f2�Zn�1�� ≤
γ2n
2n
��L2n�−1 + �2

√
2nE��X�3I��X� ≤ γn��/γ3n�1/2��

Setting N0 = 	n � nE��X�3I��X� ≤ γn��/γ3n ≤ �L2n�−2/�2
√
2�
� and using

the inequality exp	−x/2
 ≤ 2/x, we get

�2�16� ∑
n∈N0

n−1 exp	−ε2γ2n/�2304nσ2n�
 ≤ 4608ε−2
∞∑
n=1
�σ2n/γ2n��Ln�−ε

2/4608�

Since cn = K̃�n/L2n�/�Ln�εn , the trivial inequality
σ2n ≤ E��X�3I��X� ≤ γn��/cn

implies

�2�17�

∞∑
n=1
�σ2n/γ2n��Ln�−ε

2/4608

≤ √2
∞∑
n=1
E��X�3I��X� ≤ γn��γ−3n L2n�Ln�εn−ε

2/4608 <∞�

If n �∈N0, then (2.15) implies

σ2n ≤
γ2n
n
�2
√
2nE��X�3I��X� ≤ γn��/γ3n�1/2�

and it follows from e−x ≤ 2/x2 that

�2�18�

∑
n �∈N0

n−1 exp
{−ε2γ2n/ (2304nσ2n)}

≤ ∑
n �∈N0

n−1 exp
{
− ε2

2304

(
2
√
2nE��X�3I��X� ≤ γn��/γ3n

)−1/2}

≤
√
2�4608�2ε−4

∞∑
n=1
E��X�3I��X� ≤ γn��/γ3n <∞�

where the last inequality follows as in (2.13). Combining (2.16), (2.17) and
(2.18) we have (2.14), and hence Lemma 1 is proven. ✷
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Step 2. Here we set up the notation required to estimate the probabilities
in (2.4), and to apply Lemma 1. Recall that cn = K̃�n/L2n�/�Ln�εn with εn ≥ 0,
εn→ 0, to be specified in Lemma 2 below.
Let D be a countable subset of the unit ball of B∗ such that �x� = supf∈D

�f�x��, and suppose b ∈ A, b �= 0. Then for any family Dn ⊆ D, and ε > 0, we
have

�2�19� P��Sn�n/γn − b� < ε� ≤ P
(
sup
f∈Dn

�f�Sn�n/γn� − f�b�� < ε
)
�

In order to determine Dn useful for our purposes, we define on D the semi-
metrics

�2�20�
dn1�f�g� = �f�b� − g�b���
dn2�f�g� = �nL2n�1/2E��f− g�2�Xn�1��1/2/γn�
dn3�f�g� = max�dn1�f�g�� dn2�f�g���

Obviously the dni ’s satisfy the properties to be metrics, except d
n
i �f�g� = 0

need not imply f = g on B. Hence they are semi-metrics.
Setting

�2�21� αn = E
(∥∥∥∥∥

n∑
j=1
εjXn�j

∥∥∥∥∥ /γn
)
�

we see from the symmetrization arguments used in the proof of Lemma 1 and
the application of (1.6), along with Lemma 9-a of Einmahl (1993), that

�2�22� lim
n→∞αn = 0�

Let N�D�dni � ε� denote the minimal number of elements g in D such that for
every f in D there exists such a g with dni �f�g� ≤ ε. Then f�b� ∈ �−�b�� �b��
for all f ∈ D, and hence
�2�23� N�D�dn1 � ε� ≤ �2�b�/ε� + 2�
Using the ideas of Lemma 8.3 in Ledoux-Talagrand (1991) we have the

following lemma.

Lemma 2. Let 	αn
 be the null sequence in �2�21�� and suppose dn2�f�g� is
as in �2�20�. Let εn = 2αn + �L2n�−1/2 in �2�5�. Then for all ε > 0, and all n
sufficiently large,

�2�24� N�D�dn2 � ε� ≤ exp	αnL2n
�

Proof. Suppose this fails. Then there exist infinitely many n and Dn ⊆ D
such that for f�g ∈ Dn�f �= g, we have dn2�f�g� ≥ ε and
�2�25� card Dn = �exp	αnL2n
� + 1�
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Setting h = f − g �= 0 for f�g in Dn, then d
n
2�f�g� ≥ ε and we can infer

from the Bernstein inequality [see, e.g., Exercise 14 on page 111 of Chow and
Teicher(1988)] that for ε > 0 and infinitely many n�

�2�26�

P

(
n∑
j=1
h2
(
Xn�j

)
L2n/γ

2
n < ε

2/2

)

≤ P
(
n∑
j=1
�−h2�Xn�j� +E�h2�Xn�j���L2n/γ2n > ε2/2

)

≤ exp�−x2/�2s2n + xc�� ≤ exp	−L2n


where x = ε2γ2n/�2L2n�,s2n = nVar�h2�Xn�1�� and c = 8c2n. To see the last
inequality in (2.26), we note that

s2n ≤ nE�h4�Xn�1�� ≤ 8nβ2nc2n�

where β2n = supf∈DE�f2�Xn�1��.
To estimate this quantity we only need slightly modify the proof of relation

(2.15) above. Replacing in the inequality following (2.14) the sequence γn by
cn, it is easy to see that

β2n ≤ γ2n/�2nL2n� + sup
f∈D
θ̃n�f��

where

θ̃n�f� �= cnE��f�X��I	�f�X�� > Kf�n/L2n�
��
Using again relation (3.21) of Einmahl (1993) it follows that as n→∞�

sup
f∈D
θ̃n�f� ≤ γncn/n = o�γ2n/�nL2n���

which implies in combination with the definition of cn relation (2.26).
If n is large, we have

�card�Dn��2 exp	−L2n
 < 1/4�
and hence, for infinitely many n,

�2�27� P

(
∀ f�g ∈ Dn�f �= g�

n∑
j=1
�f− g�2�Xn�j� > ε2γ2n/�2L2n�

)
≥ 3/4�

Now we turn to the application of Proposition 4.13 in Ledoux-Talagrand
(1991) conditionally, which will produce a contradiction to (2.27). That is, (2.21)
and (2.22) imply with probability larger than 3/4 that

�2�28� Eε

∥∥∥∥∥
n∑
j=1
εjXn�j

∥∥∥∥∥ /γn = Eε
(
sup
f∈D

∣∣∣∣∣
n∑
j=1
εjf�Xn�j�

∣∣∣∣∣ /γn
)
< ε2/K
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for every n large enough, whereK is the absolute constant of Proposition 4.13
in Ledoux-Talagrand (1991). Considering the set

T = Tn =
{((
f�Xn�j�

√
L2n/γn

)
� 1 ≤ j ≤ n

)
� f ∈ D

}
in �n with standard /2-distance, we see

sup
1≤j≤n

∣∣∣f�Xn�j�∣∣∣√L2n/γn ≤ 2cn√L2n/γn�
and from (2.28) that

�2�29� r�T� = Eε
(
sup
f∈D

∣∣∣∣∣
n∑
j=1
εjf�Xn�j�

√
L2n/γn

∣∣∣∣∣
)
≤ ε2

√
L2n/K�

By definition of cn

2cn�L2n�1/2/γn ≤ ε2�Kr�T��−1�
and Proposition 4.13 in Ledoux-Talagrand (1991) implies

�2�30� ε�logN�T�d2� ε��1/2 ≤Kr�T��
Here d2 is standard /2-distance, and recall the above holds for all sufficiently
large n with probability larger than 3/4. Hence with probability at least 1/2,
infinitely often in n (2.27) implies

�2�31�

Eε

∥∥∥∥∥
n∑
j=1
εjXn�j

∥∥∥∥∥ /γn ≥ r�T�/�L2n�1/2
≥
(
ε

K
√
2

)(
logN

(
T�d2� ε/

√
2
))1/2

/�L2n�1/2

≥
(
ε

K
√
2

)
�log�card Dn��1/2/�L2n�1/2�

Taking expectations on the Xn�j’s, (2.25), (2.31) and the definition of αn com-
bine to imply that

�2�32� αn ≥
(
ε

K
√
2

)
�αnL2n�1/2/�L2n�1/2

infinitely often in n. This is a contradiction as αn → 0, so Lemma 2 is
proven. ✷

Given ε > 0, we now define Dn ⊆ D to be an optimal ε-net of D in the dn3
distance. By merging ε/2-nets for dn1 and d

n
2 and using (2.23) and (2.24) we

have for all n large that

�2�33� card�Dn� ≤ �4�b�/ε+ 2� exp	αnL2n
�
Hence for any f ∈ D there exists a function gn�f� ∈ Dn such that
�2�34� dn3�f�gn�f�� < ε�
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Set D′n = 	f− gn�f� � f ∈ D
, and observe that
�2�35� �Sn�n/γn − b� ≤ sup

g∈Dn
�g�Sn�n/γn� − g�b�� + sup

h∈D′n
�h�Sn�n/γn� − h�b���

Since dn3 = max�dn1 � dn2�, (2.34) implies
�2�36� sup

h∈D′n
�h�b�� ≤ sup

f∈D
��f− gn�f���b�� ≤ sup

f∈D
dn1�f�gn�f�� < ε

and

�2�37� 1n = sup
h∈D′n
nE�h2�Xn�1�� ≤ sup

f∈D
�γ2n/L2n�dn2�f�g�f��2 ≤ ε2γ2n/L2n�

Applying Theorem 5 of Einmahl (1993) to the semi-norm suph∈D′n �h�x�� on B,
and noting that limn E�Sn�n�/γn = 0 by arguments in Lemma 1 above, we see
from (2.37) that for all n sufficiently large,

�2�38�
∞∑
n=1

1
n
P

(
sup
h∈D′n

�h�Sn�n�� > 13εγn
)
<∞�

where we also use (2.13) again.

Step 3. We apply the previous steps to show b ∈ A ⇐⇒ tb ∈ A for all
t ∈ �−1�1�. This will complete the proof of Theorem 1. ✷

Lemma 3. If b ∈ A and ε > 0, then for each t ∈ �−1�1�,

�2�39�
∞∑
n=1

1
n
P

(
sup
g∈Dn

�g�Sn�n/γn� − g�tb�� < ε
)
= ∞�

Proof. If b ∈ A, then Lemma 1 and (2.19) implies (2.39) for t = 1. Fix
ε > 0 and let dn = card�Dn�, whereDn ⊆ D is an ε-net ofD in the dn3 distance
satisfying (2.33). Define g � B→ �dn to be the vector

g�x� = �g�x� � g ∈ Dn��
and let Gn be a centered Gaussian �dn valued random vector with covariance
that of g�Xn�1�. Also let U∞dn and U2dn denote the /∞ and /2 unit balls in �dn

and for −1 ≤ t ≤ 1 set
En�t� = g�tb�γn + εγnU∞dn�

Since U2dn ⊆ U∞dn , it follows from Zaitsev (1987) that there exists an absolute
constant c such that for all Borel subsets F of �dn�

�2�40� P (g�Sn�n� ∈ F) ≤ P (√nGn ∈ F+ εγnU∞dn
)
+ cd2n exp

(−εγn/�cd2ncn�)
and

�2�41� P (√nGn ∈ F) ≤ P�g�Sn�n� ∈ F+ εγnU∞dn� + cd2n exp�−εγn/�cd2ncn���
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Now (2.33) and �b� ≤ 1 implies dn ≤ 6ε−1�Ln�αn with αn → 0 and since
cn = K̃�n/L2n�/�Ln�εn with εn = 2αn + �L2n�−1/2 we have

εγn/�cd2ncn� ≥
√
2ε3 exp��L2n�1/2�L2n/�36c�

and hence

�2�42�
∞∑
n=1

1
n
�cd2n exp	−εγn/�cd2ncn�
� <∞

for all ε > 0. In particular, if (2.39) holds for t = 1, then, since

�2�43� P

(
sup
g∈Dn

�g�Sn�n/γn� − g�tb�� < ε
)
= P�g�Sn�n� ∈ En�t���

(2.40) [with F = En�1�� and (2.42) imply

�2�44�
∞∑
n=1

1
n
P�√nGn ∈ En�1� + εγnU∞dn� = ∞�

Applying Anderson’s inequality [Anderson (1955)], we thus have

�2�45�
∞∑
n=1

1
n
P�√nGn ∈ En�t� + εγnU∞dn� = ∞

for each t ∈ �−1�1�. On the other hand, if (2.45) holds for all t ∈ �−1�1�, then
(2.41) [with F = En�t� + εγnU∞dn ], (2.42) and (2.43) imply

�2�46�
∞∑
n=1

1
n
P

(
sup
g∈Dn

�g�Sn�n/γn� − g�tb�� < 3ε
)
= ∞

for all ε > 0 and t ∈ �−1�1�. Since ε > 0 is arbitrary this gives (2.39), hence
Lemma 3. ✷

Lemma 4. If b ∈ A, then tb ∈ A for all t ∈ �−1�1�.

Proof. Fix ε > 0 and recall (2.36). Then (2.35) implies

�2�47�

P��Sn�n/γn − tb� < 15ε�

≥ P
(
sup
g∈Dn

�g�Sn�n/γn� − g�tb�� < ε�

sup
h∈D′n

�h�Sn�n/γn� − h�tb�� < 14ε
)

≥ P
(
sup
g∈Dn

�g�Sn�n/γn� − g�tb�� < ε
)

−P
(
sup
h∈D′n

�h�Sn�n/γn�� > 13ε
)
�
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Thus (2.38) and (2.39) imply

�2�48�
∞∑
n=1

1
n
P��Sn�n/γn − tb� < 15ε� = ∞

for all ε > 0 and t ∈ �−1�1�. Since ε > 0 is arbitrary, (2.48) and (2.4) imply
tb ∈ A for all t ∈ �−1�1�. Thus the lemma is proven.

The properties of A in (1.8) and (1.9) now follow immediately from Lemma
4. Hence Theorem 1 is proven. ✷

3. Proof of Theorem 2. The proof consists of five steps. We first will
define a real-valued random variable Z � � → � in the domain of attraction
of the normal distribution which satisfies the generalized LIL of (1.7). This is
step 1, and in step 2 the desired random vector X is defined as a function of
Z so that

�3�1� �X� = �Z��
Step 3 proves A ⊇ Ã and step 4 gives A ⊆ Ã. Steps 3–4 are established under
the assumption B has a Schauder basis, and step 5 then gives Theorem 2
without the basis assumption.
Hence we first assume �B� � · �� is an infinite dimensional (separable) real

Banach space which has a Schauder basis 	ei � i ≥ 1
, where we assume
without loss of generality that �ei� = 1 for i ≥ 1.
This means that each x ∈ B determines a unique sequence of real numbers

αi = αi�x�� i ≥ 1, so that

�3�2� lim
n→∞

∥∥∥∥∥
n∑
j=1
αj�x�ej − x

∥∥∥∥∥ = 0�
It is well known that the mappings αj on B are linear and continuous, that
is, αj ∈ B∗ on j ≥ 1. Moreover, if we define operators 4N � B→ B by

�3�3� 4N�x� =
N∑
j=1
αj�x�ej� x ∈ B�

there exists a positive constant C so that uniformly in N

�3�4� �4N� ≤ C�
From (3.4) we readily obtain that the operatorsQN � B→ B which are defined
by

�3�5� QN�x� = x−4N�x�� x ∈ B�
are continuous and such that

�3�6� �QN� ≤ C+ 1�
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Sometimes it will be convenient to identify the finite dimensional space
4N�B� with �N by using the isomorphism

�3�7�
N∑
i=1
αiei ↔ �α1� � � � � αN��

Since all norms on finite dimensional spaces are equivalent, there exists con-
stants 1 = C1 ≤ C2 ≤ · · · ≤ CN ≤ · · · so that

�3�8� C−1N ��α1� � � � � αN�� ≤
∥∥∥∥∥
N∑
i=1
αiei

∥∥∥∥∥ ≤ CN��α1� � � � � αN���
where � · � denotes the usual Euclidean norm.

Step 1. We first observe that Ã �= 	0
 can be written as a closure of (at
most) countably many open line segments, that is

�3�9� Ã = cl
( ∞⋃
j=1

�j

)
�

where

�3�10� �j = 	tzj � �t� < σj


for a suitable unit vector zj ∈ B and 0 ≤ σj ≤ σ , with

�3�11� σ = sup
x∈Ã

�x� ∈ �0�1��

We will assume that σ1 = σ and also σj > 0� j ≥ 2. (This can always be accom-
plished by replacing all “trivial” empty line segments �j by �1 if necessary.)
If Ã = 	0
, we set σj = 1� j ≥ 1.

Our real random variable Z will be similar to that used in the proof of
Theorem 4 of Einmahl (1995).
We set for k ≥ 1, mk = 4k4�mk�0 = mk, and mk�/+1 = mk�/ + k3 + 4σ

2
/+1k

4
for

0 ≤ / ≤ k−1. Furthermore, we define mk�k+1 =mk+1 and nk�/ =mk�/+k3�0 ≤
/ ≤ k.
We assume H�t� = E�Z2I	�Z� ≤ t
�� t ≥ 0 satisfies (but Z is still to be

defined),

H�t� = dn� exp�n� ≤ t < exp�n+ 1�� n ≥ 1�
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where

dn = 0� 0 ≤ n < m4 and for k ≥ 4�
dmk = exp�k3��

dmk�/+j = exp�k3 + /k+ j/k2�� 0 ≤ j ≤ k3�
dm = exp�k3 + �/+ 1�k�� nk�/ ≤m ≤mk�/+1� 0 ≤ / ≤ k− 1�

dmk�k+j = exp��2k2 + 3k+ 1�jk−3 + k2 + k3�� 0 ≤ j ≤ k3�
dm = exp��k+ 1�3�� nk�k ≤m ≤mk+1�

Arguing as in Lemma 8 of Einmahl (1995) it is easy to see that there exists
a symmetric and discrete random variable, which we call Z, and which has
an H-function with these properties. Moreover, since H�t� is slowly varying
at infinity, it follows that Z is in the domain of attraction of the normal dis-
tribution. From Lemma 7 of Einmahl (1995) it also follows that Z satisfies
the conditions of the generalized LIL; that is, we have if Z1�Z2�Z3� � � � are
independent copies of Z with probability one,

�3�12� lim sup
n→∞

∣∣∣∣∣
n∑
j=1
Zj

∣∣∣∣∣ /γn = 1�
where γn =

√
2K�n/L2n�L2n�n ≥ 1� and K is the K-function corresponding

to Z. That is, K is the inverse function of G which is defined by

G�t� = t2/�H�t� + tM�t��
for t > 0 and where M�t� = E��Z�I	�Z� > t
�. Finally, we note that Z being
in the domain of attraction of the normal distribution also implies

�3�13� lim
t→∞
tM�t�/H�t� = 0�

Step 2. Given Z, we define X by

�3�14� X =
∞∑
k=1

k+1∑
/=1
zk�/ZI	exp�mk�/−1� < �Z� ≤ exp�mk�/�
�

where zk�/�1 ≤ / ≤ k+ 1� k ≥ 1 are unit vectors in B.

Since the indicator functions in (3.14) have disjoint supports, for all f ∈ B∗,

�3�15� f�X� =
∞∑
k=1

k+1∑
/=1
f�zk�/�ZI	exp�mk�/−1� < �Z� ≤ exp�mk�/�
�

Furthermore, since �f�zk�/�� ≤ 1 if �f�B∗ ≤ 1, it follows that we have for all
f ∈ B∗ with �f�B∗ ≤ 1 and E��f�X��� > 0,
�3�16� Kf�x� ≤K�x�� x ≥ 0
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and consequently,

�3�17� γn ≤ γn�
Letting H̃f�t� = E�f2�X�I	�Z� ≤ t
� and Hf�t� = E�f2�X�I	�f�X�� ≤ t
�

for t ≥ 0, the following are obvious.

Lemma 5. (a) H̃f�t� ≤Hf�t� for �f�B∗ ≤ 1� t > 0.
(b) Hf�t� ≤ H̃f�t� + t2P��Z� ≥ t� for t > 0�
(c) sup�f�B∗≤1 tMf�t�/H�t� → 0 as t→∞�

Lemma 6. We have for f ∈ B∗:
(a) H̃f�t� ≥ f2�zk�/�H�t��1− e−k�, and
(b) H̃f�t� ≤ f2�zk�/�	H�t� −H�exp�mk�/−1��
 + �f�2B∗H�exp�mk�/−1���

whenever exp�nk�/−1� ≤ t ≤ exp�mk�/��1 ≤ / ≤ k+ 1� k ≥ 1�

We also need:

Lemma 7. We have for n ∈ Jk�/ �= 	n � exp�nk�/−1� < K�n/L2n� ≤
exp�mk�/�
, and 1 ≤ / ≤ k+ 1� k ≥ 1
�3�18� γn ≤ �1+ εk��1− e−k�−1γn
with εk ↓ 0� and
�3�19� lim sup

n→∞
γn/γn ≤ 2�

Proof. For (3.18) choose a functional f = fk�/ so that f�zk�/� = 1, �f�B∗ ≤
1, and note that for exp�nk�/−1� < t ≤ exp�mk�/� we have by (3.13) along with
Lemmas 5 and 6,

Hf�t� ≥ H̃f�t� ≥H�t��1− e−k�
≥ �H�t� + tM�t���1+ εk�−1�1− e−k��

Arguing now as in the proof of Lemma 17 (a) in Einmahl (1995) we get (3.18).
The proof of (3.19) follows by a similar modification of the proof of Lemma
17(b) in Einmahl (1995). ✷

Recalling that Z satisfies the conditions for the generalized LIL, we get
from (6.5) of Einmahl (1995) that

�3�20�
∞∑
n=1
P��Z� > δγn� <∞ ∀ δ > 0�

Thus (3.17) and (3.19) combine to imply

�3�21�
∞∑
n=1
P��Z� > γn� <∞�
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Let us now assume that for some positive constant c,

�3�22� card 	zk�/ � 1 ≤ / ≤ k+ 1�1 ≤ k ≤K
 ≤ cK�
We next show that then as n→∞,

�3�23� Sn/γn
prob−→ 0�

where Sn =
∑n
j=1Xj�n ≥ 1, and Xj�j ≥ 1, are independent copies of X.

Therefore, under (3.22) we have from relation (1.7) in Einmahl (1993), that
with probability one

�3�24� lim sup
n→∞

�Sn�/γn = 1�

Hence we must show (3.23) holds.

Lemma 8. Under condition �3�22�� we have limn→∞E��Sn��/γn = 0�

Proof. First we observe that we can write Xj = φ�Zj�Zj for j ≥ 1,
where Zj� j ≥ 1, are independent copies of Z, and φ maps � into the unit
ball of B with a countable range. Furthermore, let ξj� j ≥ 1, be a sequence of
independent Rademacher variables which is also independent of 	Xj
. Given
the symmetry of the random variables 	Xj
, it is obvious that

�3�25�
E

(∥∥∥∥∥
n∑
j=1
XjI	�Xj� ≤K�n/L2n�


∥∥∥∥∥
)

= E
(∥∥∥∥∥

n∑
j=1
ξjφ�Zj�ZjI	�Zj� ≤K�n/L2n�


∥∥∥∥∥
)
�

Writing 	φ�t� � �t� ≤ K�n/L2n�
 = 	v1� � � � � vrn
, where v1� � � � � vrn are unit
vectors in B, we get, for �tj� ≤K�n/L2n��1 ≤ j ≤ n, that

E

(∥∥∥∥∥
n∑
j=1
ξjφ�tj�tj

∥∥∥∥∥
)
≤
rn∑
i=1
E



∥∥∥∥∥

∑
	j�φ�tj�=vi


ξjφ�tj�tj
∥∥∥∥∥



=
rn∑
i=1
E

∣∣∣∣∣
∑

	j�φ�tj�=vi

ξjtj

∣∣∣∣∣
≤ rnE

∣∣∣∣∣
n∑
j=1
ξjtj

∣∣∣∣∣ �
Recalling (3.25), Fubini’s theorem implies

E

(∥∥∥∥∥
n∑
j=1
XjI	�Xj� ≤K�n/L2n�


∥∥∥∥∥
)
≤ rnE

∣∣∣∣∣
n∑
j=1
Zn�j

∣∣∣∣∣
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where Zn�j = ZjI	�Zj� ≤K�n/L2n�
�1 ≤ j ≤ n. Next note that

E

∣∣∣∣∣
n∑
j=1
Zn�j

∣∣∣∣∣ ≤ E


(
n∑
j=1
Zn�j

)2
1/2

= √nH�K�n/L2n��1/2 ≤ γn/
√
L2n�

Observing that (3.22) implies rn = O��L2n�1/4� as n→∞, we readily obtain
that as n→∞�

E

(∥∥∥∥∥
n∑
j=1
XjI	�Xj� ≤K�n/L2n�


∥∥∥∥∥
)
= O�γn/�L2n�1/4��

Finally, note that

E�Sn� ≤ E
∥∥∥∥∥
n∑
j=1
XjI	�Xj� ≤K�n/L2n�


∥∥∥∥∥+ nE��X�I	�X� > K�n/L2n�
�
where, in view of (3.13), as n→∞
E��X�I	�X� > K�n/L2n�
� = o�H�K�n/L2n��/K�n/L2n�� = o�γn/n��

Hence (3.19) implies the assertion of Lemma 8. ✷

Having established general global properties of the random variables given
as in (3.14), we now specify the vectors zk�/�1 ≤ / ≤ k + 1� k ≥ 1 so that we
obtain the desired cluster sets. There are two cases to consider

Case 1. 0 ≤ σ < 1. Let 	zj
 be as in (3.10) and assume V is an arbitrary
infinite dimensional vector space which contains Ã. Using Riesz’s lemma [see,
e.g., page 2 of Diestel (1983)], we can find a sequence of unit vectors vi� i ≥ 1,
in V and such that for n ≥ 1,
�3�26� dist�vn+1� span 	v1� � � � � vn
� ≥ 1/2�
If σ > 0, we set zk�/ = z/�1 ≤ / ≤ k� zk�k+1 = vk�
If σ = 0, we set zk�/ = vk�1 ≤ / ≤ k+ 1.

Case 2. σ = 1. Set zk�/ = z/�1 ≤ / ≤ k� zk�k+1 = z1.

Obviously, in case 1 we have P�X ∈ V� = 1, whereas in case 2 we even
have P�X ∈ W� = 1 for any closed subspace W containing Ã. It is also easy
to see that in both cases condition (3.22) is satisfied so that the conclusions of
Lemma 8 hold.

Step 2 �A ⊇ Ã�. We assume that σ > 0 since σ = 0 implies Ã = 	0
 and
then the inclusion A ⊇ Ã is trivial since Sn/γn

prob−→ 0.
Since A as a cluster set is closed, we only need to show

�3�27� �j ⊆ A�j ≥ 1�
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In light of Lemma 1, (3.1), (3.17), and (3.19) it suffices to prove for any
chosen j ≥ 1�0 < �t� < σj and ε > 0,

�3�28� ∑
n≥1
n−1P��Sn�n/γn − tzj� < ε� = ∞�

where

Sn�n =
n∑
j=1
XjI	�Zj� ≤K�n/L2n�
�

In order to prove (3.28), we will show that as k tends to infinity,

�3�29� ∑
n∈Jk�j

n−1P��Sn�n/γn − tzj� < ε� → ∞�

for all �t� < σj� ε > 0. To that end we first note that

P��Sn�n/γn − tzj� < ε�
≥ P��4M�Sn�n/γn − tzj�� < ε/2� �QM�Sn�n/γn − tzj�� < ε/2�
≥ P��4M�Sn�n/γn − tzj�� < ε/2� −P��QM�Sn�n/γn�� ≥ 35ε/72�

provided we have chosenM so large that

�3�30� �QM�zj�� < ε/72�
We next show that for n ∈ Jk�j and large k,

�3�31� P��QM�Sn�n�� > 35εγn/72� ≤ A��Ln�−4/3 + ε−3nδn��

where A is an absolute constant and δn = E��Z�3I	�Z� ≤ γn
�/γ3n� To verify
(3.31) we apply the Fuk–Nagaev inequality in Banach space as given in Ein-
mahl (1993), where we set p = 3. Note that by (3.6) and standard symmetry
considerations

E�QM�Sn�n�� ≤ �C+ 1�E�Sn�n� ≤ �C+ 1�E�Sn�
which is of order o�γn� by Lemma 8. Thus for large k,

P��QM�Sn�n�� ≥ 35εγn/72�
≤ P��QM�Sn�n�� > �ε/3�γn + 352E�QM�Sn�n���
≤ 22 exp�−ε2γ2n/�12961n�� +A′ε−3nδn�

where A′ is an absolute constant and

1n = n sup
�f�B∗≤1

E�f2�QM�X��I	�Z� ≤K�n/L2n�
��
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Clearly, if k is large enough and n ∈ Jk�j, then
1n ≤ nE��QM�X��2I	�Z� ≤K�n/L2n�
�
≤ n	�QM�zj��2H�K�n/L2n�� + �C+ 1�2H�exp�mk�j−1��

≤ n	�ε/72�2 + e−k�C+ 1�2
γ2n/�2nL2n�
≤ 3�ε/72�2γ2n/L2n�

where we have again used (3.19), and (3.30). Hence it is easy to see (3.31)
holds as indicated.
We now need a good lower bound for the finite-dimensional probability

P��4M�Sn�n/γn� − t4M�zj�� < ε/2��
Identifying the finite dimensional space 4M�B� with the Euclidean space �M

and applying (3.8) we have

P��4M�Sn�n/γn� − t4M�zj�� < ε/2� ≥ P��Tn�n/γn − tz�M�j � < ε/�2CM���

where Tn�n =
∑n
r=1Yn�r�Yn�r = �Y�1�n�r� � � � �Y�M�n�r �� with Y�i�n�r = αi�Xr�I	�Zr� ≤

K�n/L2n�
�1 ≤ i ≤ M�1 ≤ r ≤ n�n ≥ 1� and z�M�j = �α1�zj�� � � � � αM�zj��.
Furthermore, set v�M�j = �z�M�j �−1z�M�j , and define τj to be the projection onto

the orthogonal complement of the line 	tv�M�j � t ∈ �
; that is,

�3�32� τj�y� = y−
〈
y� v

�M�
j

〉
v
�M�
j � y ∈ �M�

Then, of course, we have

P
(∣∣∣Tn�n/γn − tz�M�j ∣∣∣ < ε/�2CM�)
≥ P

(∣∣∣〈Tn�n/γn� v�M�j 〉
− t

∣∣∣z�M�j ∣∣∣ ∣∣∣ < ε/�4CM�)
−P��τj�Tn�n�� > εγn/�4CM���

Next note that by Lemma 6(a), for n ∈ Jk�j and large k,

λ2n�j� = Var
(〈
Yn�1� v

�M�
j

〉)

≥
∣∣∣z�M�j ∣∣∣2H�K�n/L2n���1− e−k�

≥
∣∣∣z�M�j ∣∣∣2 �H�K�n/L2n�� +K�n/L2n�M�K�n/L2n���1− δk�1�

=
∣∣∣z�M�j ∣∣∣2 �1− δk�1�γ2n/�2nL2n��

where δk�1 ↓ 0. Recalling γn ≥ γn, we can conclude that for n ∈ Jk�j and
large k

�3�33� λ2n�j� ≥ �1− δk�1��z�M�j �2γ2n/�2nL2n��
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By a similar argument, where we have to use Lemma 6(b) and (3.18), we
can also prove that for n ∈ Jk�j and large k,

�3�34� λ2n�j� ≤ �1+ δk�2��z�M�j �2γ2n/�2nL2n��
where δk�2 ↓ 0.
Using a non-uniform version of the Berry-Esseen inequality [see, e.g., page

125 of Petrov (1975)], we get, for small enough ε, with G being a standard
normal random variable,

�3�35�
P
(∣∣∣〈Tn�n/γn� v�M�j 〉

− t
∣∣∣z�M�j ∣∣∣ ∣∣∣ < ε/�4CM�)

≥ P
(∣∣∣√nλn�j�G− tγn ∣∣∣z�M�j ∣∣∣ ∣∣∣ < εγn/�4CM�)

−A�t�−3
∣∣∣z�M�j ∣∣∣−3 nδn�

where δn is as in (3.31), and A is an absolute constant. Recalling (3.33) and
(3.34) and using similar arguments as in the proof of Proposition 1–(ii, iii) of
Einmahl (1995), we readily obtain for n ∈ Jk�j, large k, and small ε > 0,

�3�36� P
(∣∣∣√nλn�j�G− tγn ∣∣∣z�M�j ∣∣∣ ∣∣∣ < εγn/�4CM�) ≥ C�Ln�−t2�

where C > 0 is a constant depending on ε and t.
We still need an upper bound for P��τj�Tn�n�� > εγn/�4CM��. We again use

the Fuk–Nagaev inequality in Banach space. Now clearly

E��τj�Tn�n��� ≤ E�Tn�n� ≤ CME�4M�Sn�n�� ≤ CMCE�Sn�n� ≤ CMCE�Sn�
= o�γn�

by Lemma 8. Therefore, for large n,

�3�37�
P��τj�Tn�n�� ≥ εγn/�4CM��

≤ 22 exp (−A1ε2γ2n/ (nC2Mλ̃2n�j�))+A2C3Mnδn/ε3�
where A1�A2 are absolute constants and

λ̃2n�j� = sup	E�#w� τj�Yn�1�$2� � �w� ≤ 1�w ∈ �M

= sup	E�#τj�w��Yn�1$2� � �w� ≤ 1�w ∈ �M


since τj is self-adjoint on �M. Observing that for w ∈ �M,

E�#τj�w��Yn�1$2� = E�f2�X�I	�Z� ≤K�n/L2n�
��

where f ∈ B∗� f�·� = ∑M
i=1 αi�·�τ�i�j �w�, and f�zj� = 0, we readily obtain from

Lemma 6(b) that for n ∈ Jk�j and large k,

λ̃2n�j� ≤ e−kH�K�n/L2n�� ≤ 3e−kγ2n/�nL2n��
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Replacing λ̃2n�j� in (3.37) by this upper bound, we finally see that for n ∈
Jk�j and large k,

�3�38� P��τj�Tn�n�� ≥ εγn/CM� ≤ �Ln�−2 +A2�CM/ε�3nδn�
Combining (3.31), (3.35), (3.36) and (3.38), we get, for large k,

�3�39� ∑
n∈Jk�j

n−1P��Sn�n/γn − tzj� < ε� ≥ C
∑
n∈Jk�j

n−1�Ln�−t2 − ∑
n∈Jk�j

δ̃n

where
∑
n δ̃n <∞, which of course implies

�3�40� lim
k→∞

∑
n∈Jk�j

δ̃n = 0�

Arguing as in the proof of (4.53) of Einmahl (1995), we get, for large k,

�3�41� ∑
n∈Jk�j

n−1 ≥ �mk�j − nk�j−1�/2 = 4k
4σ2j /2�

Using the fact that Ln ≤ 4�k+1�4 when n ∈ Jk�j, we readily obtain for �t� < σj,
�3�42� lim

k→∞
∑
n∈Jk�j

n−1�Ln�−t2 = ∞�

which in combination with (3.39) and (3.40) implies (3.29), and hence (3.27).
This ends step 3.

Step 4 �A ⊆ Ã�. Applying Lemma 2 again, it is enough to show that for
any x �∈ Ã there exists an ε > 0 so that

�3�43�
∞∑
n=1
n−1P��Sn�n/γn − x� < ε� <∞�

where Sn�n is defined as in (3.28).
Let J′k�/ = 	n � exp�mk�/−1� < K�n/L2n� ≤ exp�nk�/−1�
, for 1 ≤ / ≤ k + 1,

and let Jk�/ be defined as in Lemma 7. Then it is obviously enough to show
for a suitable ε > 0,

�3�44�
∞∑
k=1

k∑
/=1

∑
n∈Jk�/

n−1P��Sn�n/γn − x� < ε� <∞�

�3�45�
∞∑
k=1

∑
n∈Jk�k+1

n−1P��Sn�n/γn − x� < ε� <∞

and

�3�46�
∞∑
k=1

k+1∑
/=1

∑
n∈J′k�/

n−1P��Sn�n/γn − x� < ε� <∞�

We first establish (3.44), where the following lemma will come in handy.
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Lemma 9. Given x ∈ B, w ∈ W, where W is a closed subspace of B with
dist�x�W� = ρ > 0, there exists f ∈ B∗ so that f�x� = �x�, f�w� = 0, and
�f�B∗ ≤ �x�/ρ.

Proof. Define f�λx+ µw� = λ�x� for λ�µ ∈ �, and note that if λ �= 0,
�f�λx+ µw�� = �λx+ µw��x��x+ �µ/λ�w�−1

≤ ��x�/ρ��λx+ µw��
By the Hahn–Banach theorem f can be extended to B without increasing its
norm. ✷

We now assume that σ > 0. For the proof of (3.44) when σ = 0, see the
remarks at the end of the proof of (3.45).
Set β = dist �x� Ã� > 0�
Let Wj be the line 	tzj � t ∈ �
 and set βj = dist �x�Wj� for j ≥ 1. If

βj > β/4, choose via Lemma 9 a functional fj ∈ B∗ satisfying fj�zj� = 0,
fj�x� = �x�, and �fj�B∗ ≤ 4�x�/β. Set ε = β/8. Then we have, for n ∈ Jk�j,

P��Sn�n/γn − x� < ε� ≤ P��fj�Sn�n/γn� − �x� � < �x�/2�
≤ P��fj�Sn�n�� ≥ �x�γn/2��

Using the non-uniform version of the Berry–Esseen inequality, we can es-
timate the last probability from above by

exp
(−�x�2γ2n/�8nσ2n�j�)+Anβ−3δn�

where A is an absolute constant and σ2n�j = E�f2j�Xn�1��. (Notice that �x� ≥ β
since 0 ∈ Ã and dist�x� Ã� = β.) Recalling Lemma 6(b), it is easy to see that

σ2n�j ≤
8�x�2
β2
e−kγ2n/�nL2n�

and we can conclude that for n ∈ Jk�j�1 ≤ j ≤ k, and large k:

�3�47� P��Sn�n/γn − x� < ε� ≤ �Ln�−2 +Anβ−3δn
provided βj > β/4.
If βj ≤ β/4, choose yj = λjzj so that �x − yj� ≤ β/4. Clearly, �λj − t� =

�yj − tzj� ≥ �x − tzj� − β/4 ≥ 3β/4, provided �t� < σj, and consequently
�λj� ≥ σj + 3β/4. Now choose a functional f̃j ∈ B∗ with �f̃j� = 1 = f̃j�zj�.
Then,

P��Sn�n/γn − x� < β/8� ≤ P��Sn�n/γn − yj� < 3β/8�
≤ P��f̃j�Sn�n/γn� − λj� < 3β/8�
≤ P��f̃j�Sn�n�� > �σj + 3β/8�γn��
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Using once more the non-uniform version of the Berry-Esseen inequality,
along with the trivial bound

E�f̃2j�Xn�1�� ≤H�K�n/L2n�� ≤ γ2n/�2nL2n��
and (3.18), we can conclude that for n ∈ Jk�j, and large k,

�3�48� P��Sn�n/γn − x� < β/8� ≤ �Ln�−σ
2
j−β2/10 +A′nβ−3δn

provided that βj ≤ β/4.
Combining (3.47) and (3.48), a bit of calculation then obtains (3.44).
We next turn to the proof of (3.45), where we assume σ < 1. If σ = 1,

(3.45) follows directly from (3.47) and (3.48), that is, use W1 in the previous
argument.
Let V0 be the smallest closed subspace which contains the sequence 	vi
;

that is,V0 = cl�
⋃∞
n=1 Vn�, whereVn = span 	v1� � � � � vn
. Set ρ = dist �x�V0�.

If ρ > 0, then using Lemma 9, we can find for any k a functional fk ∈ B∗
so that fk�x� = �x�, fk�vk� = 0, and �fk�B∗ ≤ �x�/ρ, and we get, for n ∈
Jk�k+1� ε ≤ ρ/2,

P��Sn�n/γn − x� < ε� ≤ P��fk�Sn�n/γn�� > �x�/2��
which, as in (3.47), can be estimated from above by

�Ln�−2 +Anβ−3δn�
and we readily obtain (3.45) in this case.
If ρ = 0, we need a further lemma.

Lemma 10. Let W be a closed subspace of B and let v be a unit vector so
that dist�v�W� ≥ 1/2. Given y ∈ W, we can find a functional f ∈ B∗ so that
f�y� = �y�� f�v� = 0, and �f�B∗ ≤ 3.

Proof. Let f be a linear functional in the subspace generated by 	v�y

satisfying f�y� = �y� and f�v� = 0. Then f is such that for µ�λ �= 0,

�f�µy+ λv�� = �µy� �λ�−1�v+ �µ/λ�y�−1�µy+ λv�
≤ 2�µy� �λ�−1�µy+ λv�
≤ 3�µy+ λv�

whenever �µy� ≤ 3�λ�/2. If �µy� > 3�λ�/2, then trivially,
�µy+ λv� ≥ �µy� − �λ� ≥ �µy�/3�

and therefore

�f�µy+ λv�� = �µy� ≤ 3�µy+ λv�
in both cases. Now extend f to all of B by the Hahn–Banach theorem. ✷
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If ρ = 0, we can find k0 ≥ 1� λ1� � � � � λk0 ∈ � so that∥∥∥∥∥x−
k0∑
j=1
λjvj

∥∥∥∥∥ < ε�
Setting y =∑k0j=1 λjvj, and choosing for k ≥ k0+1 linear functionals f̃k ∈ B∗

with f̃k�vk� = 0� f̃k�y� = �y�, �f̃k� ≤ 3, we can conclude for ε < �x�/14 that
P��Sn�n/γn − x� < ε� ≤ P��Sn�n/γn − y� < 2ε�

≤ P��f̃k�Sn�n/γn� − �y� � < 6ε�
≤ P��f̃k�Sn�n/γn�� ≥ �x� − 7ε�
≤ P��f̃k�Sn�n/γn�� ≥ �x�/2��

As in (3.47), the above implies we now have, for n ∈ Jk�k+1, ε < �x�/14 and
large k, that

P��Sn�n/γn − x� < ε� ≤ �Ln�−2 +Anβ−3δn�
which yields (3.45).
If σ = 0, the two previous bounds also apply if n ∈ Jk�/, 1 ≤ / ≤ k, and we

obtain (3.44) as well when σ = 0.
It remains to verify (3.46) which is quite easy since by definition of J′k�/�1 ≤

/ ≤ k+ 1, we have for every δ > 0 that

�3�49�
∞∑
k=1

k+1∑
/=1

∑
n∈J′k�/

n−1�Ln�−δ <∞�

Applying once more the Fuk–Nagaev inequality in Banach space, we get,
for large n and ε < �x�/2 that

P��Sn�n/γn − x� < ε� ≤ P��Sn�n/γn� > �x�/2�
≤ A��Ln�−δ + β−3nδn��

where A is an absolute constant and δ = δ�x� > 0. Recalling ∑∞
n=1 δn <∞ we

get (3.46) from (3.49). Thus Theorem 2 is proven provided B has a Schauder
basis.

Step 5. Let now �B� � · �� be an arbitrary real separable Banach space,
and let Ã ⊆ B be a closed star shaped, symmetric subset of the unit ball of B.
Let 1 � �B� � · �� → �C�0�1�� � · �∞� be a linear isometric embedding. Then

1�Ã� ⊆ C�0�1� is a closed, star shaped, and symmetric subset of the unit
ball of �C�0�1�� � · �∞�. In view of steps 1-4 we can find a random variable
Y � � → C�0�1� such that Y satisfies the bounded LIL with respect to 	γn

and C�	∑nj=1Yj/γn
� = 1�Ã�, where 	γn
 is defined via the random vector Y.
Moreover, if either dim�B� = dim�1�B�� = ∞, or dim�B� = dim�1�B�� < ∞
and supx∈Ã �x� = 1, we can assume that P�Y ∈ 1�B�� = 1. (See the end of
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step 2.) Setting X = 1−1�Y�, then X � � → B and noticing that the K̃-
functions for X and Y are identical, we see X satisfies the bounded LIL with
respect to 	γn
 and with probability one 	C�Snγn �
 = 1

−1�	C�∑nj=1Yj/γn�
� =
Ã. Thus Theorem 2 is proven. ✷
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