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ASSOCIATION OF STABLE RANDOM VARIABLES

By ME1-Ling TING LEE, SVETLOZAR T. RACHEV! AND
GENNADY SAMORODNITSKY 2

Boston University, University of California at Santa Barbara and
Cornell University

We present necessary and sufficient conditions for association and nega-
tive association of jointly a-stable random variables, 0 < a < 2.

1. Introduction. This research was inspired by Pitt (1982), who proved
that jointly normal random variables are associated if and only if their
correlations are all nonnegative [see also Joag-dev, Perlman and Pitt (1983)].
Jointly a-stable random variables, 0 < a < 2, are close ‘“‘relatives” of jointly
normal variables (the latter are ‘“2-stable’’), and our purpose is to find
necessary and sufficient conditions for a-stable random variables, with 0 <
a < 2, to be associated. Association of a-stable random variables is of a special
interest because stable laws have been used to model the distribution of stock
price changes [see, e.g., Akgirav and Booth (1988)]. We recall that random
variables X,..., X, are called associated if for any functions f, g: R* - R
nondecreasing in each argument, cov( f(X), g(X)) > 0 whenever the covariance
exists. Here X = (X,,..., X,,). Esary, Proschan and Walkup (1967) is our
reference for basic properties of associated random variables.

Random variables X;,..., X, are said to be jointly a-stable, 0 < a < 2, if
their joint characteristic function has the form

Eexpi(X,0)

an expf - [ 1(5,6)"(1 =  sign((s,0)) ¢, ) (ds) + i(0,0)),

where X = (X,,..., X,), 6 =(8,...,6,) € R", S, is the unit sphere in R",

s =(sy,...,s,) €8,, T isafinite Borel measureon S,, p* = (uJ,...,n) € R"
and
Ta
tan7 ifa#1,
¢o(a;0,8) =

— —In|(s,0)| ifa=1.
e
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There is a one-to-one correspondence between the distribution of jointly
a-stable random variables X, ..., X, and the finite Borel measure I" in (1.1);
the latter is called the spectral measure of the a-stable vector X =
(X;,..., X,). We refer the reader to Weron (1984) for more information on
stable distributions.

2. Necessary and sufficient conditions. The following theorem is our
main result. A result related to the sufficiency part of our theorem was
obtained by Resnick (1988) in terms of a Poisson representation of an in-
finitely divisible random vector.

THEOREM 2.1. Let X,,..., X, be jointly a-stable random variables, 0 <
a < 2, with characteristic function given by (1.1). Then X, ..., X, are associ-
ated if and only if the spectral measure T satisfies the condition

(21) F(Sn_) =0,

where S, — ={(sy,...,s,) €8,: forsomei,je(l,...,n}, s, > 0 ands; < 0}.

Proor. (Necessity) Suppose on the contrary that the X, ..., X, are asso-
ciated and still T'(S,—) > 0. Let (Y},...,Y,) be an independent copy of
(Xy,...,X,), and let U;=X; - Y,, i=1,...,n. Then the random variables
U, ..., U, are also associated. Moreover, they are also jointly symmetric
a-stable, i.e., they have characteristic function of the form (1.1), but with shift
vector i = 0, and spectral measure I' =T + I'*, where T'*(A) = I'(—A) for
any Borel set A on S,. Clearly, I'(S,— ) > 0. Therefore, there are i, j €
{1,...,n) such that

(2.2) f‘({(sl,...,sn) €S,:s; >0, sj<0})>0.

Without loss of generality we assume that i = 1, j = 2. Clearly, the random
variables U,, U, are jointly symmetric a-stable in R?% and a simple change of
variables of integration in (1.1) shows together with (2.2) that the spectral
measure I} , of U;, U, satisfies

(2.3) Iy 5({(51,82) € Sy: 51> 0,5, <0}) > 0.

Moreover, U,, U, are associated, being a subset of a set of associated random
variables Uj, ..., U,. For any A > 0, the association of U, and U, implies that
(2.4) P(U, < —AMU; > 1) < P(Uy < —A).

Clearly, the right-hand side of (2.4) goes to zero as A goes to infinity.
Moreover,_ as U; and — U, are also jointly symmetric a-stable with spectral
measure I'; , defined by I} ,(A) =T ,({(sy, s) € S,: (54, — s,) € A}), we con-
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clude by (2.3) and a result of Samorodnitsky (1988) that

/(sl>0,32<0)(min(sl’ - 32))ar1,2(ds)
fsz([31]+ )arl,z(ds)

The contradiction thus obtained proves the necessity part of the theorem.
(Sufficiency) Suppose that (2.1) holds. then the spectral measure I' is
concentrated on SP°° U S7°¢, where

S}z’os={(sl)'“7sn) ESn|si20’i= 1""’"'}’
S:eg: {(Sl,...,Sn) E‘Snlsisoii= 17"""‘}‘

We may and will assume until the end of the proof that the shift vector ™
in the characteristic functions of X,,..., X, and all other jointly a-stable
random variables defined later is zero.

Let X(™ = (X{",..., X{") and X7 = (X{7,..., X{7) be two indepen-
dent a-stable random Vectors in R® with spectral measures TCH and [
correspondingly given by T(A) = T'(A N SF), T(((A) = T(-A) N S;*¢)
for any Borel set A on S,. Clearly, (X{*,..., X{") - (X{7,..., X{ ) =,
(X,,...,X,), so that it is enough to prove both that X (+) ., X" are
assomated and that X, ..., X{) are associated. To s1mphfy the following
notation, we assume that, to start with, the spectral measure I' of the a-stable
vector (X,,...,X,) is concentrated on SP*, and we will prove that the
random variables X, ..., X, are associated.

Let M be an a-stable random measure on SP°® with control measure I' and
skewness intensity 1 [see Hardin (1984) and Samorodnitsky (1988) for infor-
mation on stable random measures and integrals with respect to these mea-
sures]. Then (X,,..., X,) =, (Yy,...,Y,), where

lim P(U, < —AlU, > \) =
A—®

1;=[ s;M(ds), i=1,...,n.
pos

By the definition of the integral, for each i = 1,...,n there is a sequence of
simple Borel functions from SP° to R, denoted by { 9 m=1,2,...}, such

that Y - .Y, in probablhty, where YO = [gpe f(’)(s)M(ds) m =
1,2,.... Clearly, we may always choose the functions f; "G) in such a way that
f9(s) > 0 for every m,i,s. Suppose that

Km.,i .

fis) = Y fj(m’i)l(s EAS’"”)), i=1,....,n,m=1,2,...,

j=1
for some f(™9>0, i=1,. =12,..., j=1,...,K, ;,, where
A, A(m Y is a partition of S"°s 1nto Borel sets. Since the measure M is

1ndependently scattered for each ﬁxed m =1,2,..., the collection
€, = (M(AT D N AP - nA(j':"")IJI =1, Ky
Jn=1,..., K, .}
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is a collection of independent, therefore associated, random variables. Since

Km,i
YO = ¥ frmOM(AYSY),  i=1,...,n,
j=1

we conclude that each Y is a nondecreasing function of random variables

from ¢,,. Therefore, Y,{V,...,Y{” are associated for any m = 1,2,... . But
x®,..., %) >, L. (Y,,...,Y,) in probability, and association is preserved
under convergence in distribution. Hence, Y;,...,Y, are associated, complet-

ing the proof of the theorem. O

The next corollary is an immediate consequence of Theorem 2.1. The
random variables X,,..., X, are called positive upper orthant dependent
(PUOD) if

P(X,>xy,...,X,>x,)2P(X;>x)) - P(X,>x,) "

for any x,,..., x,, and we call them positive lower orthant dependent (PLOD)
if

P(Xl le,...,anxn) ZP(XIle)“' P(anxn)

for any x,,...,x,. It is well known that association implies both PUOD and
PLOD, but in general these implications cannot be reversed.

CoroLLARY 2.1. Let X,,..., X, be jointly a-stable. Then all the notions of
positive dependence above are equivalent, and each of them is equivalent to

2.1).

Proor. By Theorem 2.1, it is enough to prove that each one of PUOD and
PLOD separately implies (2.1). The fact that PUOD implies (2.1) follows
directly from the proof of the necessity part of Theorem 2.1, while the same
argument applied to the vector (—X,,..., —X,) shows that PLOD implies
(2.1) as well. O

Finally, we give necessary and sufficient conditions for negative association
of jointly a-stable random variables. Following Alam and Saxena (1981),
we call random variables X,,..., X, negatively associated if for any
1<k<n, any f: R* > R, g: R"* > R, nondecreasing in each argument,
cov( f(Y), g(Z)) < 0 whenever the covariance exists, where Y and Z are any k-
and (n — k)-dimensional random vectors, respectively, representing a partition
of the set (X,,..., X,,) into two subsets of sizes & and n — & accordingly. In
the normal case, negative association has been characterized by Joag-dev and
Proschan (1983).
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THEOREM 2.2. Let X,,..., X, be jointly a-stable random variables, 0 <
a < 2, with characteristic function given by (1.1). Then X,, ..., X, are nega-
tively associated if and only if the spectral measure T satisfies the condition

(2.5) r(sf)=0
where S} ={(sy,...,s,) €8,: for somei #j, s, s;> 0}
Proor. The proof of the necessity part is identical to that of the necessity

part of Theorem 2.1 and is omitted. For the sufficiency part note that (2.5)
implies that for any {i, j} # {i’, j'}

(2.6) F(El,_] N Ei',j’) = 0,
where for any i #j €{1,...,n}, E; ; ={(sy,...,s,) €8,:8;"s; # 0}. Denot-
ingfori=1,...,n, D, ={(sy,...,8,) €8,: foreachjaéz s aEOands = 0},

we conclude that

n—1

@7 (Xp...,X,)2 T 2 (X iy 7)oy XKoo ) + (Way oo, W),

1 j=i+1

where, in the notation of (the proof of) Theorem 2.1, X, (i, j) = [z, . s, M(ds),
k=1,...,n,i=1,...,n—1, j=i+1,...,n, and W, = [DkskM(ds) k=
1,...,n.

Note that the random vectors appearing in the right-hand side of (2.7) are
all independent, so that we will be done once we prove that each one of these
random vectors consists of negatively associated random variables. The latter
is trivially true for the random vector (W,, ..., W,) which consists of indepen-
dent random variables. Moreover, for each fixed (i, j), (2.6) implies that
X, (i, j) = 0 as. if k & {i, j}, which reduces our task to showing that X,(i, 7
and X(i, j) are negatively associated. But (2.5) implies that s; - s; < 0, I'-a.e.
on E, ;, so that by Theorem 2.1, X; (i, j) and —X;(i, j) are assomated which
implies, of course, the negative association of X (z J) and X(i, j). The proof
of the theorem is now complete. O
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