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ON A THEOREM BY WALD AND WOLFOWITZ

By Gorrrriep E. NOETHER
New York University

Let O = (b1, r* , ha), (n = 1,2, ---), be sequences of real numbers and for
all n denote by H.,...., the symmetrical function generated by hAi' --- h.",
ie., He,...., = Z hi -+ hi" where the summation is extended over the n(n — 1)
-+- (n — m + 1) possible arrangements of the m integers 1, - - - , tm , such that
1<i¢;<mand7; # i, (G, k =1, -+, m). According to Wald and Wolfowitz

[1] the sequences . are said to satisfy condition W, if for all integral r > 2

1< or
-2 (=R
n i=] = 0(1),1

o]

=1

where b = 1/n 2 21 hs.
Given sequences U, = (a1, *++,a,) and D, = (d1, - -+, da), consider the
chance variable

L, = diry + - +dnxn7

where the domain of (1, - -+, x.) consists of the n! equally likely permutations
of the elements of A, . Then it is shown in [1] that if the sequences U, and D,
satisfy condition W, the distribution of Ly = (L, — EL,)/s(L.) approaches the
normal distribution with mean 0 and variance 1 as n — . These conditions

1 The symbol O, as well as the symbols 0 and ~ to be used later, have their usual meaning.
See e. g. Cramér (2, p. 122].
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for asymptotic normality can be weakened. It will be shown that the following
theorem holds:

THEOREM. L) is asymptotically normal with mean O and variance 1 provided the
sequences D, salisfy condition W while for the sequences X,

> (@ — ay |
(1) =1 = o(1), (r=38,4,---).

Fa-o]

7=1

We note that L., is not changed if a;is replaced by [1/n2 1 (@ — ti)2]_1/2 (a; — @)
and d; by [1/n 2 2y (d; — d)"J"*(d; — d). Therefore it is sufficient to prove
asymptotic normality provided

(2) D, =0, D, =mn, D, = O(n), (r=3,4,- -);
(3) Al = 07 ‘42 =n, Ar = o(anZ)’ (T = 3, 4’ ° )
Then

EL, = D\Ex; = 0,
var L,, = E’Ln2 = DzEx% + DuExlxz
-
n(n —1)

and it is sufficient to show that n~"2EL’, tends to the rth moment of a normal
distribution with mean 0 and variance 1.
Now we can write

1
= ;LAzD'z + (A§ - A2)(D% — D,) ~n,

n n
—r/2 /2
pe =0 PELL = 0 30 oo D0 Edixi, - ds, s,

i1=1 ip=1

(4) =n""? [DrEx; R C(Ir; €1, ***, em)Deln-em Ex;l v x:nm
+ o+ DyaEx - 2]

where g + - + en = rwith e, (k = 1, ---, m), positive integral and the
coefficient ¢(r, €1, + -+ , es) stands for the number of ways in which the r indices
2, ,1 can be tied in m groups of size e, .-, e, , respectively, so as to
produce the terms of D.,...., Exi* + -+ amm.

Since Ex7’' + - 2" ~ n "Ae...c,, We have
(5) " Deycen Bast - xit ~ 07D, o Aeyen = B(ry e, -+, en), say.

LemMa. B(r,e, -+, en) ~ 0 unless
6) m = r/2, e = 0 = gy = 2.
In that case B(r, 2, ++- ,2) ~ 1.

Before proving this lemma we shall show that our theorem follows immedi-
ately. By (4) u, is the sum of a finite number of expressions B(r, e, «++ , €n).
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Therefore if r = 2s + 1, (s = 1, 2, - --), ugsq1 ~ 0, since at least one of the e,
(k=1,---,m),inallthe B2s+ 1,e, - - , ex) adding up t0 ps+1 must be odd.
If r = 25, ug ~¢(2s,2, + -+, 2). Since the first index in (4) can be tied with any
one of the other 2s — 1 indices, the next free index with any one of the remaining
2s — 3 indices, ete., it is seen that s, ~ (2s — 1)(@s — 3) -+ - 3. However these
are the moments of a normal distribution with mean 0 and variance 1. This
proves the theorem:.

Proor oF LEMma. Define A(j1, -+ ,j:) = 4, -+ 4, . Then 4.,....,, is the

sum of a finite number of expressions A(ji, - -+ ,jx), wherethej,, (g = 1, .-+, h),
are obtained from ¢, , - - - , en by addition in such a way that
(7 ) R e

Since by (3) A1 = 0, we need only consider those A(ji, -+ ,7:) for which
jo>2,(g=1,---,h). If some j, > 2 by (3) and (7)

(8) AGr, =+ 5 = o(™).
Ifj, = 2,
) A2, -++,2) = A% = n™"

This last case can only happen if r is even and e, (k = 1, - -+, m), equals either
1 or 2. Therefore, unless (6) is true

(10) m > r/2.

Similarly, writing De,....,, as a sum of products of the kind D, --- Dj, it is
seen that by (2)

(1) Dy, = {O(n"’) ifm < r/2
om" if m > r/2.

Thus by (8)-(11)

(12) AeyoiopDeyoven, = 0(n™*F™),

unless (6) is true. In that case

(13) Agoa ~ AP ="

(14) Dy.p~ D" =™

(12)-(14) together with (5) prove the lemma.
Let a1, az, -+ - be independent observations on the same chance variable Y.

We may ask what conditions have to be imposed on the distribution of ¥ to
insure—at least with probability 1—that condition (1) is satisfied. Wald and
Wolfowitz state in Corollary 2 of [1] that provided Y has positive variance and
finite moments of all orders the a; , @z, - - - satisfy condition W with probability
1 and therefore insure asymptotic normality of L, provided the sequences D,
satisfy condition W. On the other hand, it can be shown that the ai, @, ---
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satisfy condition (1) with probability 1, provided Y has positive variance and
a finite absolute moment of order 3. Thus condition (1) constitutes a considerable
improvement over condition W.
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ON SUMS OF SYMMETRICALLY TRUNCATED NORMAL RANDOM
VARIABLES

By Z. W. BirnBaum anp F. C. ANDREWS'
Unaversity of Washington, Seattle
1. Introduction. Let X, be the random variable with the probability density
Ce™"”  for|z|<a

1.1 (@) =
(D Jo(e) {O_ for |z | > a,

1
obtained from the normal probability density Vo ¢ by symmetrical trunca-

tion at the “terminus” |z | = a, and let S{™ be the sum of m independent sample-
values of X, . We consider the following problem: An integer m > 2 and the real
numbers A > 0, ¢ > 0 are given; how does one have to choose the terminus a
so that the probability of | S{™ | > A is equal to e,

(1.2) PS> A) = e

This problem arises for example when single components of a product are
manufactured under statistical quality control, so that each component has the
length Z = k + X where X has the probability density “\/1*2;1; ¢ ™" and the final
product consists of m components so that its total length S is the sum of the
lengths of the components. We wish to have probability 1 — e that S differs
from mk by not more than a given A. To achieve this we decide to reject each
single component for which | Z — k| = | X | > a; how do we determine a?

The exact solution of this problem would require laborious computations.’
In the present paper methods are given for obtaining approximate values of a
which are “safe’’, that is such that

(1.3) P(SM|>4)<L e

1 Research done under the sponsorship of the Office of Naval Research.

2 A similar problem has been studied by V. J. Francis [2] for one-sided truncation; he
actually had the exact probabilities for the solution of his problem computed and tabulated
for m = 2, 4.



