
The Annals of Applied Probability
2001, Vol. 11, No. 1, 210–238

OPTIMAL PORTFOLIO IN PARTIALLY OBSERVED
STOCHASTIC VOLATILITY MODELS

By Huyên Pham and Marie-Claire Quenez

University Paris 7 and University of Marne-la-Vallée

We address the maximization problem of expected utility from termi-
nal wealth. The special feature of this paper is that we consider a financial
market where price process of risky assets follows a stochastic volatil-
ity model and we require that investors observe just the vector of stock
prices. Using stochastic filtering techniques and adapting martingale dual-
ity methods in this partially observed incomplete model, we characterize
the value function and the optimal portfolio policies. We study in detail
the Bayesian case, when risk premia of the stochastic volatility model are
unobservable random variables with known prior distribution. We also con-
sider the case of unobservable risk premia modelled by linear Gaussian
processes.

1. Introduction. We consider an incomplete financial model with one
bond and n risky assets. The price process S of the risky securities follows
a stochastic volatility model, where the volatility is influenced by some latent
processY. In such a context, we solve the portfolio optimization problem when
investors want to maximize the expected utility from terminal wealth, assum-
ing that they can observe only the stock prices. This situation is referred as
partial information in contrast to the case of full information.

The utility maximization problem with full information has been studied
extensively in the literature. Originally introduced by Merton (1971) in the
context of constant coefficients and treated by Markovian methods via the
Bellman equation of dynamic programming, it was developed for general pro-
cesses by the martingale duality approach. For the case of complete markets,
we refer to Karatzas, Lehoczky and Shreve (1987), Cox and Huang (1989).
For the case of incomplete and/or constrained markets, we refer to Karatzas,
Lehoczky, Shreve and Xu (1991), He and Pearson (1991) and Cvitanić and
Karatzas (1992). Models with partial observation are essentially studied in
the literature in a complete market framework. Detemple (1986), Dothan and
Feldman (1986), Gennotte (1986) used dynamic programming methods in a
linear Gaussian filtering. Lakner (1995, 1998) solved the optimization prob-
lem via a martingale approach and worked out the special case of the lin-
ear Gaussian model. Also in the setting of complete model and using duality
methods, Karatzas and Xue (1991) and Karatzas and Zhao (1998) focus on the
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Bayesian case. We mention that Frey and Runggaldier (1999) and Lasry and
Lions (1999) studied hedging problems in finance under restricted information.

In this paper, we combine stochastic filtering techniques and a martingale
duality approach to characterize the value function and the optimal portfo-
lio of the utility maximization problem. The paper is organized as follows.
In Section 2, we describe the model and formulate the optimization problem.
In Section 3, we use results from filtering theory to reduce the optimization
problem with partial information to the case of a model where all coefficients
are adapted to the observation process. We use in Section 4 the martingale
duality approach for the utility maximization problem. A key point is to obtain
a representation formula for the minimal hedging cost of a claim in terms of
suitable equivalent martingale measures adapted to stock price filtration. We
work out the specific examples of logarithmic and power utility functions. In
Section 5, we obtain explicit formulas for the optimal portfolio, optimal wealth
process and value function of the utility maximization problem in a Bayesian
setting, that is, when the risk premia of the stochastic volatility model are
unobservable independent random variables with known probability distribu-
tion. In Section 6, explicit formulas are also obtained when the risk premia
are Gaussian processes modelled by a system of linear stochastic differential
equations.

2. The model. Let ���� �P� be a complete probability space equipped
with a filtration � = ��t, 0 ≤ t ≤ T�, where T > 0 is a fixed time horizon.
We assume that �T = � . We consider a financial market which consists of
one risk-free asset, whose price process is assumed for simplicity to be equal
to 1 at each date, and n risky assets with n-dimensional price process S =
�S1� 
 
 
 � Sn�′ (sign ′ denotes the transposition) whose dynamics is governed by

dSt = µtdt+ σ�t�St�Yt�dWt�(2.1)

dYt = ηtdt+ ρ�t�St�Yt�dWt + γ�t�St�Yt�dBt
(2.2)

Here W and B are independent Brownian motion under P with respect to
�, valued, respectively, in �n and �d. The initial prices Si0 and the initial
values Yi0 are deterministic constants. The drift µ = �µt�0 ≤ t ≤ T� (resp.
η = �ηt�0 ≤ t ≤ T�) is an �n-valued (resp. �d-valued) adapted process. The
known functions σ�t� s� y�, ρ�t� s� y� and γ�t� s� y� are measurable mappings
from 	0�T
 ×�n ×�d into Rn×n, �d×n and �d×d. We shall make the following
standing assumption.

Assumption 2.1. (i) The functions σ�t� 
� 
�� ρ�t� 
� 
� and γ�t� 
� 
� are
Lipschitz in �s� y� ∈ �n × �d−n, uniformly in t ∈ 	0�T
.

(ii) For all �t� s� y�, the n × n and d × d matrices σ�t� s� y�� γ�t� s� y� are
nonsingular.

(iii) The function σσ ′ is continuous in �t� s� y� ∈ 	0�T
×�n×�d and for all
�t� s�, the function σσ ′�t� s� ·� is one-to-one from �d into a subset � of the set
of n× n positive definite matrices, and its inverse function, denoted ς�t� s� ·�,
is continuous with respect to �t� s� z� ∈ 	0�T
 × �n × �.
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We now consider agents in this market who can observe neither the
Brownian motions W and B nor the drift µ and η, but only the stock price
process S. We shall denote by � = ��t� 0 ≤ t ≤ T� the P-augmentation of the
filtration generated by the price process S.

A portfolio is an �n-valued �-adapted process θ = �θt = �θ1
t � 
 
 
 � θ

n
t �’, 0 ≤

t ≤ T� such that ∫ T
0

∣∣∣σ�t�St�Yt�′θt∣∣∣2dt <∞ a.s.

Given an initial wealth x ≥ 0, the wealth process corresponding to a portfolio
θ is defined by Xx�θ0 = x and

dX
x�θ
t = θ′tdSt
= θ′tµtdt+ θ′tσ�t�St�Yt�dWt


(2.3)

We regard θit as the number of shares invested in the ith stock at time t. Given
x ≥ 0, we denote by � �x� the set of portfolios θ such that

X
x�θ
t ≥ 0 a.s., 0 ≤ t ≤ T
(2.4)

A function U� �0�∞� → � will be called utility function if it is strictly
increasing, strictly concave, of class C1, and satisfies

U′�0+� �= lim
x↓0
U′�x� = ∞� U′�∞� �= lim

x→∞U
′�x� = 0


The optimization problem is to maximize the expected utility from terminal
wealth over the class � �x� of admissible portfolios, provided that the expec-
tation is well defined. More precisely, the value function of this problem is
defined by

V�x� = sup
θ∈�0�x�

E
[
U�Xx�θT �

]
� x > 0�(2.5)

where �0�x� is the class of processes θ ∈ � �x� that satisfy

E
[
U−�Xx�θT �

]
<∞


3. Filtering. Let us define the processes

λt �= σ�t�St�Yt�−1µt�

αt �= γ�t�St�Yt�−1�ηt − ρ�t�St�Yt�λt��
assumed to satisfy the integrability condition∫ T

0
�λt�2 + �αt�2dt <∞ a.s.(3.1)

Consider the positive local martingale defined by L0 = 1 and dLt = −Lt
�λ′tdWt + α′tdBt�. It is explicitly given by

Lt = exp
(
−

∫ t
0
λ′u dWu −

∫ t
0
α′u dBu − 1

2

∫ t
0
�λu�2 + �αu�2 du

)

(3.2)
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We shall make the usual standing assumption on filtering theory.

Assumption 3.1. The process L is a martingale; that is, E	LT
 = 1.

Under this last assumption, one can define a probability measure equivalent
to P on ���� � characterized by

dP̃

dP

∣∣∣∣
�t

= Lt� 0 ≤ t ≤ T
(3.3)

By Girsanov’s theorem, the n-dimensional process

W̃t =Wt +
∫ t
0
λu du(3.4)

and the d-dimensional process

B̃t = Bt +
∫ t
0
αu du(3.5)

are independent �P̃���-Brownian motion. The dynamics of �S�Y� under P̃ is
given by

dSt = σ�t�St�Yt�dW̃t�(3.6)

dYt = ρ�t�St�Yt�dW̃t + γ�t�St�Yt�dB̃t
(3.7)

The following result is essential in solving our optimization problem.

Lemma 3.1. Under Assumptions 2
1 and 3
1, the filtration � is the
augmented filtration of �W̃� B̃�.

Proof. Let �S�Y be the augmented filtration of �S�Y�. Obviously, � ⊂
�S�Y. By (3.6), the quadratic variation process of S (which is equal to the
sharp bracket process of S since S is continuous) is given by

�S�S′�t =
∫ t
0
σσ ′�u�Su�Yu�du� 0 ≤ t ≤ T
(3.8)

From the continuity of the function σσ ′ and of the processes S and Y, it
follows that the process �σσ ′�t�St�Yt�, 0 ≤ t ≤ T� is �-adapted. Moreover,
by Assumption 2.1(iii), the process Y satisfies

Yt = ς�t�St� σσ ′�t�St�Yt��� 0 ≤ t ≤ T�
which implies that it is also �-adapted. Therefore, we get � = �S�Y.

Let �̃ be the augmented filtration of �W̃� B̃�. From (3.6) and (3.7), we have

W̃t =
∫ t
0
σ−1�u�Su�Yu�dSu�(3.9)

B̃t =
∫ t
0
γ−1�t�St�Yt�

(
dYu − ρ�u�Su�Yu�σ−1�u�Su�Yu�dSu

)
�(3.10)
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for all t ∈ 	0�T
, which implies that �̃ ⊂ �S�Y = �. Conversely, under Assump-
tion 2.1 (i), by Protter [(1990), Theorem V.3.7], the unique solution �S�Y� of
the system of s.d.e. (3.6) and (3.7) is �̃-adapted, hence � = �S�Y ⊂ �̃ and finally
� = �̃. ✷

Remark 3.1. Arguments in the proof of this last lemma show that � is
actually equal to the augmented filtration of �S�Y� and correspondence rela-
tions between �W̃� B̃� and �S�Y� are obtained through (3.6) and (3.7) and (3.9)
and (3.10).

We now make the standing assumption on the risk premia processes �λ� α�
of the stochastic volatility model.

Assumption 3.2. For all t ∈ 	0�T
, E�λt� + E�αt� < ∞.

Let us then introduce measurable versions of the conditional processes
�λ� α�,

λ̃t �= E	λt��t
�
α̃t �= E	αt��t



Consider the processes �N�M� defined by

Nt �= W̃t −
∫ t
0
λ̃u du�

Mt �= B̃t −
∫ t
0
α̃u du


These are the so-called innovation processes of filtering theory. By classical
results in filtering theory [see, e.g., Pardoux (1989), Proposition 2.27], we have
the following.

Lemma 3.2. Under Assumptions 2
1, 3
1 and 3
2, the processes N and M
are independent �P���-Brownian motions.

Proof. By Lemma 3.1, N and M are �-adapted. Moreover, we have �Ni,
Nj� = �Mi�Mj� = δijt, and �Ni�Mj� = 0, where δij is the Kronecker
notation. By the law of iterated conditional expectation, it is easy to check
that N and M are �-martingales. We then conclude by Lévy’s characteri-
zation theorem on Brownian motions [see, e.g., Karatzas and Shreve (1991),
Theorem 3.3.16]. ✷

Remark 3.2. Notice that (3.4) and (3.5) correspond to the decomposition
of the �P��� special semimartingale �W̃� B̃� where �λ� α� satisfies the integra-
bility condition (3.1). By Lemma 3.2, the unique decomposition of the �P���
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special semimartingale �W̃� B̃� is given by

W̃t =Nt +
∫ t
0
λ̃u du�

B̃t =Mt +
∫ t
0
α̃u du�

where �λ̃� α̃� satisfies the integrability condition∫ T
0
�λ̃t�2 + �α̃t�2dt <∞ a.s.(3.11)

[see Stricker (1983)].

Denote by * the �P̃���-martingale given by * = 1/L. We then have

dP

dP̃

∣∣∣∣
�t

= *t� 0 ≤ t ≤ T
(3.12)

Computations of λ̃ and α̃ are obtained by the so-called Kallianpur–Striebel for-
mula, which is related to Bayes formula: for all t ∈ 	0�T
 and ζ ∈ L1����t�P�,
one has

E	ζ��t
 =
EP̃	ζ*t��t


*̃t
�(3.13)

where *̃ is the �P̃���-martingale, given by

*̃t �= EP̃	*t��t

(3.14)

Note that *̃ is a continuous process since � is the augmented filtration
generated by the �P̃�� �- Brownian motion �W̃� B̃�.

Let ξ be the optional projection of the P-martingale L to �, so

ξt �= E	Lt��t


By applying relation (3.13) to ζ = Lt, we immediately obtain

ξt = 1/*̃t


We have the following result for the representation of *̃ and ξ.

Proposition 3.1. Under Assumptions 2
1, 3
1 and 3
2, we have

ξt = exp
(
−
∫ t
0
λ̃′u dNu −

∫ t
0
α̃′udMu − 1

2

∫ t
0
�λ̃u�2 + �α̃u�2 du

)
�(3.15)

*̃t = exp
(∫ t

0
λ̃′u dW̃u +

∫ t
0
α̃′udB̃u − 1

2

∫ t
0
�λ̃u�2 + �α̃u�2 du

)

(3.16)
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Proof. The arguments are very similar to those used by Lakner (1998) in
the proof of his Theorem 3.1. By definition of *, we have

*t = 1+
∫ t
0
*uλ

′
u dW̃u +

∫ t
0
*uα

′
u dB̃u
(3.17)

Now, one can check that

EP̃	*t�λt�
 +EP̃	*t�αt�
 <∞� 0 ≤ t ≤ T�(3.18) ∫ T
0
�EP̃	*tλt��t
�2 + �EP̃	*tαt��t
�2dt <∞ a.s.(3.19)

Indeed, (3.18) follows from Assumption 3.2 since

EP̃	*t�λt�
 +EP̃	*t�αt�
 = E	�λt�
 +E	�αt�
 <∞� 0 ≤ t ≤ T

Moreover, (3.13) applied to λ and α gives the following relation:∫ T

0
�EP̃	*tλt��t
�2 + �EP̃	*tαt��t
�2 dt

=
∫ T
0
*̃2
t �λ̃2

t + α̃2
t �dt <∞ a.s.

Note that the finiteness of this integral follows from the continuity of *̃t, and
from (3.11). Therefore, by Theorem 5.14 in Liptser and Shiryaev (1977), we
have, by taking conditional expectation with respect to �t in (3.17),

*̃t=1+
∫ t
0
EP̃	*uλu��u
′ dW̃u +

∫ t
0
EP̃	*uαu��u
′ dB̃u

=1+
∫ t
0
*̃uλ̃

′
udW̃u +

∫ t
0
*̃uα̃

′
udB̃u�

(3.20)

where the last relation follows from (3.13) applied to λ and α. Relation (3.20)
shows that *̃ is expressed as in (3.16). Finally, relation (3.15) follows from
(3.16) and definition of N and M. ✷

By means of innovation processes, we can describe the dynamics of the
partially observed stochastic volatility model within a framework of a complete
observation model,

dSt = µ̃tdt+ σ�t�St�Yt�dNt�(3.21)

dYt = η̃tdt+ ρ�t�St�Yt�dNt + γ�t�St�Yt�dMt�(3.22)

where µ̃ and η̃ are �-adapted processes defined by

µ̃t = σ�t�St�Yt�λ̃t�
η̃t = ρ�t�St�Yt�λ̃t + γ�t�St�Yt�α̃t


Hence, the operations of filtering and control can be put in sequence and thus
separated.
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Remark 3.3. Notice that in general, � is strictly larger than the aug-
mented filtration generated by the �P���-Brownian motions N and M. We
shall even see later that formal substitution of µ̃ for µ and η̃ for η in the
formula of optimal portfolio in the full information case does not always yield
the correct formula for the optimal portfolio in the partial information case
(see in Sections 5 and 6 the examples of power utility functions).

4. Martingale dual approach under partial observation. The aim of
this section is to give a dual formulation of the optimization problem (2.5) in
terms of a suitable family of �P���-local martingales. A key lemma is to state
a martingale representation theorem for �P���-local martingales with respect
to N and M. Notice that it cannot be directly derived from usual martingale
representation theorem since � is not equal to the filtration generated by N
and M.

Assumptions 2.1, 3.1 and 3.2 stand in the rest of this section.

Lemma 4.1. Letm be any �P���-local martingale withm0 = 0. Then, there
exist an �n-valued process φ and an �d-valued process ψ which are �-adapted
processes, P-a.s. square-integrable and such that

mt =
∫ t
0
φ′u dNu +

∫ t
0
ψ′u dMu� 0 ≤ t ≤ T


Proof. Let m be a �P���-local martingale. From Bayes’ rule, the process
m̃ given by

m̃t =mtξ−1
t � 0 ≤ t ≤ T

is a �P̃���-local martingale (recall that ξt = dP̃/dP��t ). From Lemma 3.1
and the martingale representation theorem, there exist an �n-valued process
φ̃ and an �d-valued process ψ̃ which are �-adapted processes P-a.s. square-
integrable such that

m̃t =
∫ t
0
φ̃′u dW̃u +

∫ t
0
ψ̃′u dB̃u� 0 ≤ t ≤ T


By Itô’s formula applied to mt = m̃tξt, (3.15) and the definition of N and M,
we obtain that

mt =
∫ t
0
φ′u dNu +

∫ t
0
ψ′u dMu� 0 ≤ t ≤ T�

with φt = ξt�φ̃t − m̃tλ̃t� and ψt = ξt�ψ̃t − m̃tα̃t�. ✷

Remark 4.1. The proof of this last lemma is quite similar to that of
Proposition 5.8.6 in Karatzas and Shreve (1991) which states that in a com-
plete market with � equal to the filtration generated by W, each �P̃���-local
martingale can be represented as a stochastic integral with respect to W̃.
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As is standard now in financial mathematics, the martingale approach to the
utility maximization problem requires a dual representation formula for the
superhedging price of any contingent claim, whose definition is recalled now.

Definition 4.1. Let H be a contingent claim, that is, a nonnegative,
�T-measurable random variable. The superhedging price of H is defined by

u0 = inf
{
x ≥ 0� ∃θ ∈ � �x�� Xx�θT ≥H a
s


}
�

with the convention that inf � = ∞.

For any �-adapted, �d-valued process ν = �νt�0 ≤ t ≤ T�, which satisfies∫ T
0 �νt�2dt <∞, we introduce the �P���-local martingale

Zνt = exp
(
−
∫ t
0
λ̃′udNu −

∫ t
0
ν′udMu − 1

2

∫ t
0 �λ̃u�2 + �νu�2du

)



Remark 4.2. By Lemma 4.1, it is easily checked that the family of local
martingales Zν correspond to the so called equivalent local martingale mea-
sures, defined as �P���-local martingales strictly positive Z with Z0 = 1 such
that the process ZS is a �P���-local martingale.

In what follows, we denote by � the Hilbert space of �-adapted, �d-valued
processes ν such that E	∫ T0 �νt�2 dt
 <∞. We now show that the dual formula-
tion of the superhedging price stated by El Karoui and Quenez (1995) in the
case of complete information still holds in the case of partial information.

Theorem 4.1. Let H be a contingent claim. Then,

u0 = J0 �= sup
ν∈�

E
[
ZνTH

]
(4.1)

and when J0 < ∞, there exists θ∗ ∈ � �J0� such that XJ0� θ
∗

T ≥ H. Moreover,
in this case, for any ν∗ ∈ � , the following conditions are equivalent:

(i) ν∗ achieves the supremum in �4
1�.
(ii) H is attainable: there exists θ ∈ � �J0� s.t. XJ0� θ

T =H, and the process
Zν

∗
XJ0� θ is a �P���-martingale.

For the proof, see Appendix A.

Remark 4.3. Notice that for a given contingent claimH, the superhedging
price J�

t of H, at time t, corresponding to the complete information case is
different from J�

t , the superhedging price of H, at time t, corresponding to
the partial information case. Furthermore, if �0 = �0, then J�

0 = J�
0 , but the

associated portfolios �θ��∗ and �θ��∗ do not coincide.
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We shall denote by I the (continuous, strictly decreasing) inverse of the func-
tionU′; this function maps �0�∞� onto itself, and satisfies I�0+� = ∞� I�∞� =
0. Let Ũ be the polar function of U,

Ũ�y� = max
x>0

[
U�x� − xy] = U�I�y�� − yI�y�� 0 < y <∞
(4.2)

As in Karatzas, Lehoczky, Shreve and Xu (1991) [see also Cvitanić (1997)],
we make the following assumptions on the utility function.

Assumption 4.1. (i) c �→ cU′�c� is nondecreasing on �0�∞�
(ii) There exist α ∈ �0�1� and γ ∈ �1�∞�, such that αU′�x� ≥ U′�γx�� ∀ x ∈

�0�∞�.
(iii) For all y ∈ �0�∞�, there exists ν ∈ � such that E	Ũ�yZνT�
 <∞.

Let us now introduce the dual problem of (2.5),

Ṽ�z� = inf
ν∈�
E
[
Ũ�zZνT�

]
� z > 0
(4.3)

Remark 4.4. Denote by � the subset of � consisting of all bounded
processes. It is easily checked that

Ṽ�z� = inf
ν∈�
E
[
Ũ�zZνT�

]
� z > 0


By same arguments as in Theorem 12.1 in Karatzas, Lehoczky, Shreve and
Xu (1991), we have existence to the dual problem (4.3).

Proposition 4.1. Under Assumption 4
1, for all z > 0, the dual prob-
lem �4
3� admits a solution, ν∗�z� ∈ � .

The primal utility maximization problem (2.5) is then solved as follows.

Theorem 4.2. Assume that Assumption 4
1 holds. Then, for all x > 0,
there exists an optimal portfolio θ∗ for the utility maximization problem �2
5�
and the associated optimal wealth process X∗ is given by

X∗
t = E

[
Zν

∗
T

Zν
∗
t

I�zxZν
∗
T �

∣∣∣∣�t
]
�

where ν∗ = ν∗�zx� and zx > 0 is such that E
[
Z
ν∗�zx�
T I

(
zxZ

ν∗�zx�
T

)] = x.
Sketch of the proof. The proof is similar to that in Theorem 11.6 of

Karatzas, Lehoczky, Shreve and Xu (1991); see also Cvitanić (1997). For sake
of completeness, we briefly recall the main ideas. By Proposition 4.1, the dual
problem (4.3) admits a solution ν∗�z� in the set � , for all z > 0. The maxi-
mum principle applied to the dual problem [see Karatzas, Lehoczky, Shreve
and Xu (1991) or Cvitanic (1997), Lemma 11.12, for a simpler proof] provides

E
[
ZνTI

(
zZ

ν∗�z�
T

)]
≤ E

[
Z
ν∗�z�
T I

(
zZ

ν∗�z�
T

)]
�= xz ∀ ν ∈ � 
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By Theorem 4.1, this implies that the contingent claim given by I�zZν∗�z�T �
is attainable; that is, there exists θ∗z ∈ � �xz� s.t. Xxz� θ

∗
z

T = I�zZν∗�z�T �, and
Zν

∗�z�Xxz� θ
∗
z is a �P���-martingale. Hence,

X
xz� θ

∗
z

t = E
[
Z
ν∗�z�
T

Z
ν∗�z�
t

I�zZν∗�z�T �
∣∣∣∣�t

]



Let us now show that θ∗z is optimal for the primal problem (2.5) associated
with initial wealth xz. By (4.2), we have U�I�y�� −U�x� ≥ y	I�y� −x
� for all
x > 0� y > 0. It follows that for each θ ∈ �0�xz�,

E
[
U
(
I
(
zZ

ν∗�z�
T

))]
−E

[
U
(
X
xz� θ
T

)]
≥ z

[
E
[
Z
ν∗�z�
T I

(
zZ

ν∗�z�
T

)]
−E

[
Z
ν∗�z�
T X

xz� θ
T

]]



By the supermartingale property of Zν
∗�z�Xxz� θ, the second member of the pre-

vious inequality is nonnegative. It follows that I�zZν∗�z�T � =Xxz� θ∗zT corresponds
to the optimal terminal wealth and hence that θ∗z is optimal.

The last step is to choose z = zx such that the constraint xz = x is satisfied;
that is,

E
[
Z
ν∗�zx�
T I

(
zxZ

ν∗�zx�
T

)]
= x


This is done by choosing zx ∈ argminz>0�Ṽ�z�+xz� or zx = V′�x� [see Cvitanić
and Karatzas (1992) or Kramkov and Schachermayer (1999)]. ✷

4.1. Application 1
 Logarithmic utility function U�x� = ln�x�. We have
I�y� = 1/y and Ũ�y� = −�1 + ln�y��. For all z > 0, the dual problem (4.3)
admits the solution ν∗�z� = 0 and the Lagrange multiplier is zx = 1/x. The
optimal wealth is given by

X∗
t = E

[
Z0
T

Z0
t

1

zxZ
0
T

∣∣∣∣�t
]
= x

Z0
t

�(4.4)

and the optimal portfolio is in the feedback form

θ∗t =
(
σ�t�St�Yt�−1)′λ̃tX∗

t 
(4.5)

Recall that in the complete information case, the optimal portfolio is given by
the feedback form

�θct�∗ =
(
σ�t�St�Yt�−1)′λt�Xct�∗�(4.6)

where �Xc�∗ denotes the optimal wealth in the complete case. Therefore, in
the case of partial information, the optimal portfolio can be formally derived
from the full information case by replacing the unobservable risk-premium λt
by its best estimate λ̃t. This property corresponds to the so-called separation
principle. It is actually proved in Kuwana (1995) that certainty equivalence
holds if and only if the utilities functions are logarithmic.
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4.2. Application 2
 Power utility functionU�x� = xp/p with 0 < p < 1. We
have I�y� = y1/�p−1� and Ũ�z� = z−r/r, with r = p/�1− p�. By Theorem 4.2,
the optimal wealth is strictly positive; that is,

P�X∗
t > 0 ∀ t ∈ 	0�T
� = 1


Therefore, the value function V�x� coincides with the utility maximization
problem with a strictly positive constraint on the wealth. In other words, we
can make the following change of variable� πt = θt/Xt, and πitS

i
t is inter-

preted as the proportion of wealth invested in the ith stock at time t. We
define then a proportion portfolio as an �n-valued �-adapted process π with∫ T
0

∣∣σ�t�St�Yt�′πt∣∣2 dt < ∞ a.s. and we denote by � the set of all proportion
portfolios. Given an initial wealth x ≥ 0, the wealth process corresponding to
a proportion portfolio π is defined by Xx�π0 = x and dXx�πt = Xx�πt π ′tdSt so
that

X
x�π
t = xXπt �

where

Xπt = exp
(∫ t

0
π ′u dSu − 1

2

∫ t
0
�π ′uσ�u�Su�Yu��2 du

)



The utility maximization problem (2.5) can be written equivalently in terms
of proportion portfolios,

V�x� = sup
π∈�

E
[
U
(
X
x�π
T

)]
� x > 0
(4.7)

We now show that in the case of power utility functions, an explicit for-
mula for the optimal proportion portfolio can be obtained directly from the
primal problem (4.7) without using the duality relation of Theorem 4.2. Let
us consider the RCLL process �Qt� 0 ≤ t ≤ T� (which exists) such that

Qt = ess sup
π∈�

E

[(
XπT
Xπt

)p∣∣∣∣�t
]
� 0 ≤ t ≤ T�P-a.s.

Notice thatV�x� = �xp/p�Q0� x > 0 and so the solution π∗ of the problem �4
7�
(which exists by Theorem 4.2) does not depend on x > 0. We now state a
decomposition of the semimartingale Q, from which we derive a characteriza-
tion of π∗.

Proposition 4.2. The process Q admits the following decomposition:

dQt = −
p

2�1− p�Qt
∣∣λ̃t +Q−1

t φt
∣∣2dt+φ′tdNt + ψ′tdMt�(4.8)

where φ and ψ are P-a.s. square integrable �-adapted processes. Moreover, for
all x > 0, the solution of the problem �4
7� is given by

π∗t =
(
σ�t�St�Yt�−1

)′	λ̃t +Q−1
t φt


1− p 
(4.9)
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For the proof, see Appendix B.

Remark 4.5. Under some integrable and smooth conditions, we expect the
processes φ to coincide with the Malliavin derivative of Q. More precisely, let
D = �DW�Db� be the Malliavin derivative acting on the subset of the class
of functionnals of W̃� b̃ called D1�1 [for the definition of D1�1 and D, one is
referred to Ocone and Karatzas (1991)]. In this case, DWt Qt = φt dt⊗dP-a.s.
Hence, (4.9) can be written

π∗t =
(
σ�t�St�Yt�−1

)′	λ̃t +Q−1
t D

W
t Qt


1− p 
(4.10)

We state a verification Theorem which gives a sufficient condition for a
process to coincide with the value function process Q.

Proposition 4.3. Let Q0 be an adapted process satisfying

dQ0
t = −

p

2�1− p�Q
0
t �λ̃t + �Q0

t �−1φ0
t �2dt+ �φ0

t �′dNt + �ψ0
t �′dMt�

Q0
T = 1�

where φ0 and ψ0 are square integrable �-adapted processes, with Q0 > 0,
dP⊗ dt-a.s., and also E	∫ T0 Q2

t �σ�t�St�Yt��2dt
 <∞. Then,
Q0
t ≥ Qt� 0 ≤ t ≤ T� dP⊗ dt-a.s.

Moreover, if the process π∗ given by

π∗t =
(
σ�t�St�Yt�−1

)′	λ̃t + �Q0
t �−1φ0

t 

1− p �

is such that the local martingale �Xπ∗�pQ0 is a martingale, then

Q0
t = Qt� 0 ≤ t ≤ T� dP⊗ dt-a.s.

For the proof, see Appendix B.

Remark 4.6. In the case of full information, one can show that the corre-
sponding value (�-adapted) process Q admits a decomposition,

dQt = −
p

2�1− p�Qt
∣∣λt +Q−1

t φt
∣∣2 dt+φ′tdWt + djt�

where φ is a P-a.s. square integrable �-adapted process and j is a �P���-local
martingale orthogonal to W. Moreover, for all x > 0, the optimal proportion
portfolio is given by

π∗t =
(
σ�t�St�Yt�−1

)′	λt +Q−1
t φt


1− p 
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5. The Bayesian framework. In this section, we assume that �λ� α� are
�0-measurable, with prior known distribution κ�dl�da� on �n × �d. A simi-
lar framework is studied in Karatzas and Zhao (1998) in a complete market
context. Notice that Assumption 3.1 is satisfied since

E	LT
 = E
[
e−���λ�

2+�α�2�T/2�E
[
e−λ

′WT−α′BT
∣∣∣�0

]]
= E

[
e−���λ�

2+�α�2�T/2�E
[
e−l

′WT−a′BT]∣∣∣
l=λ� a=α

]
(5.1)

= 1


Assumption 3.2 is equivalent to assuming that∫
�l� + �a�κ�dl�da� <∞
(5.2)

By noting that the pair of random variables �λ� α� is independent of the
Brownian motion �W̃� B̃� under P̃, and recalling that � is the augmented
filtration of �W̃� B̃�, we have the following explicit formula for the process *̃
defined in (3.14):

*̃t = EP̃
[
exp

(
λ′W̃t + α′B̃t − 1

2��λ�2 + �α�2�t
)∣∣∣�t

]

= F
(
t� W̃t� B̃t

)
�

where

F�t�w� b� �=
∫

exp
(
l′w+ a′b− 1

2��l�2 + �a�2�t
)
κ�dl�da��

for all �t�w� b� ∈ 	0�T
 × �n × �d.
By (3.13), we then deduce explicit computations of λ̃ and α̃,

λ̃t =
EP̃

[
λ exp

(
λ′W̃t + α′B̃t − 1

2��λ�2 + �α�2�t
)
��t

]
*̃t

= G
(
t� W̃t� B̃t

)
�

where

G�t�w� b� �= ∇wF�t�w� b�
F�t�w� b� � �t�w� b� ∈ 	0�T
 × �n × �d

and

α̃t =
EP̃

[
α exp

(
λ′W̃t + α′B̃t − 1

2��λ�2 + �α�2�t
)∣∣∣�t]

*̃t

=H
(
t� W̃t� B̃t

)
�
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where

H�t�w� b� �= ∇bF�t�w� b�
F�t�w� b� � �t�w� b� ∈ 	0�T
 × �n × �d


The case λ and α independent. In this paragraph, we assume that λ and
α are independent and so

κ�dl�da� = κ1�dl� ⊗ κ2�da�
(5.3)

We deduce then that F is written in the form

F�t�w� b� = F1�t�w�F2�t� b��
with

F1�t�w� �=
∫

exp
(
l′w− 1

2 �l�2t
)
κ1�dl�� �t�w� ∈ 	0�T
 × �n�

F2�t� b� �=
∫

exp
(
a′b− 1

2 �a�2t
)
κ2�da�� �t� b� ∈ 	0�T
 × �d


It follows that function G (resp. H) does not depend on b (resp. w) and

G�t�w� = ∇F1�t�w�
F1�t�w�

� �t�w� ∈ 	0�T
 × �n�

H�t� b� = ∇F2�t� b�
F2�t� b�

� �t� b� ∈ 	0�T
 × �d


Lemma 5.1. For all t ∈ 	0�T
 and for all measurable function k on �+, such
that Z0

Tk�Z0
T� ∈ L1�P�, we have k�Z0

T� ∈ L1�P̃� and

EP̃	k�Z0
T���t
 = E

[
Z0
T

Z0
t

k�Z0
T�

∣∣∣∣�t
]

(5.4)

Proof. From Proposition 3.1, we have

dP̃

dP

∣∣∣∣
�t

= ξt = Z0
t ζt�

where

Z0
t = exp

(
−
∫ t
0
λ̃′udNu − 1

2

∫ t
0 �λ̃u�2du

)
�

ζt = exp
(
−
∫ t
0
α̃′udMu − 1

2

∫ t
0 �α̃u�2du

)



Since λ̃t = G�t� W̃t� = G�t�Wt + λt� and α̃t = H�t� B̃t� = H�t�Bt + αt�, we
deduce from the definition ofN andM that Z0

T/Z
0
t and ζT/ζt are independent

under P, and also under P conditionally to �t (because they are independent
of �t). Recall that ξ is a �P���-martingale so that 1 = E	ξT
 = E	Z0

TζT
 =
E	Z0

T
E	ζT
. Since we already know that E	Z0
T
 ≤ 1 and E	ζ0

T
 ≤ 1 by the
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supermartingale property of Z0 and ζ under P, we deduce that E	Z0
T
 =

E	ζT
 = 1, hence Z0 and ζ are martingale under P. Since EP̃	�k�Z0
T��
 =

E	Z0
TζT�k�Z0

T��
 = E	Z0
T�k�Z0

T��
E	ζT
 = E	Z0
T�k�Z0

T��
 < ∞, the first asser-
tion of the lemma is proved. Now, using Bayes’ formula, we have

EP̃
[
k�Z0

T�
∣∣∣∣�t

]
= E

[
Z0
T

Z0
t

ζT
ζt
k

(
Z0
T

Z0
t

Z0
t

)∣∣∣∣�t
]

= E
[
Z0
T

Z0
t

k

(
Z0
T

Z0
t

Z0
t

)∣∣∣∣�t
]
E

[
ζT
ζt

∣∣∣∣�t
]

= E
[
Z0
T

Z0
t

k�Z0
T�

∣∣∣∣�t
]

 ✷

Proposition 5.1. The solution of the dual problem (4.3) is equal to ν∗ = 0.
The associated process Z0

t is given by

Z0
t =

1

F1�t� W̃t�

(5.5)

Moreover, we have

Ṽ�z� =
∫
F1�T�w�Ũ

(
z

F1�T�w�
)
ϕT�w�dw�(5.6)

where

ϕt�w� �=
1

�2πt�n/2 exp
(
−�w�

2

2t

)
� t ∈ �0�T
� w ∈ �n

is the Gaussian density function on �n.

Proof. First, let us show that the optimal control for the dual problem (4.3)
is equal to ν∗ = 0, for all z > 0. By Remark 4.4, it suffices to show that

inf
ν∈�
E
[
Ũ
(
zZνT

)] = E[
Ũ
(
zZ0

T

)] ∀ z > 0


Denote by �� W̃
t �0 ≤ t ≤ T� the augmented filtration generated by W̃. Since

the function Ũ is convex, we have by Jensen’s inequality

Ũ

(
zE	ZνT�� W̃

T 

)
≤ E

[
Ũ�zZνT��� W̃

T

]



It follows that

inf
ν∈�
E

[
Ũ

(
zE	ZνT�� W̃

T 

)]
≤ inf
ν∈�
E

[
Ũ�zZνT�

]

(5.7)

Since Z0
T is � W̃

T -measurable, we have

E	ZνT�� W̃
T 
 = Z0

TE

[
exp

(
−
∫ T
0
ν′udMu − 1

2

∫ T
0 �νu�2 du

)∣∣∣∣� W̃
T

]

(5.8)
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According to (5.7) and (5.8), in order to prove that ν ≡ 0 is solution to the dual
problem, it remains to show that E	exp�− ∫ T

0 ν
′
udMu− 1

2

∫ T
0 �νu�2du��� W̃

T 
 = 1.
It is then sufficient to prove that for each positive borelian function h, for each
t1� t2� 
 
 
 � tp ∈ 	0�T
,

E

[
exp

(
−
∫ t
0
ν′udMu − 1

2

∫ T
0 �νu�2du

)
h�W̃t1

� 
 
 
 � W̃tp
�
]

= E	h(W̃t1
� 
 
 
 � W̃tp

)

(5.9)

Since ν is a bounded �-adapted process, we can define a probability measure
Pν equivalent to P on �T by

dPν

dP
= exp

(
−
∫ T
0
ν′udMu − 1

2

∫ T
0 �νu�2 du

)



By Girsanov’s theorem, the processN is a �-Brownian motion underPν. Thus,
since the dynamics of W̃ is given by

dW̃t = dNt +G�t� W̃t� dt�
it follows that the law of W̃ remains the same under P and Pν. Hence,
EP

ν 	h�W̃t1
� 
 
 
 � W̃tp

�
 = E	h�W̃t1
� 
 
 
 � W̃tp

�
 and so (5.9).
By definition of N, we have

Z0
t = exp

(
−
∫ t
0
G�u� W̃u�′ dW̃u + 1

2

∫ t
0
�G�u� W̃u��2 du

)



Now, we have Z0
t = E	1/*̃t�� W̃

T 
, and since *̃t = F1�t� W̃t�F2�t� B̃t�, it follows
that

E

[
1

*̃t

∣∣∣∣� W̃
T

]
= 1

F1�t� W̃t�
E	F2�t� B̃t�
 =

1

F1�t� W̃t�



Hence, Z0
t = 1/F1�t� W̃t�.

From Lemma 5.1, the value function of the dual problem is given by

Ṽ�z� = E
[
Ũ�zZ0

T�
]

= EP̃
[

1

Z0
T

Ũ�zZ0
T�

]

= EP̃
[
F1�T� W̃T�Ũ

(
z

1

F1�T� W̃T�

)]
�

and so (5.6). ✷

We now assume that the function

�t� z�w� �−→
∫
I

(
z

F1�T�w+ v�
)
ϕT−t�v� dv
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is finite for all �t� z�w� ∈ 	0�T� × �0�∞� × �n, and has finite first deriva-
tives with respect to �t� z�w� and second derivatives with respect to �z�w� on
	0�T� × �0�∞�× �n.

The Lagrange multiplier zx is the unique solution z > 0 of Ṽ′�z� = −x.
Therefore, according to (5.6) and since Ũ′ = −I, we have∫

I

(
zx

F1�T�w�
)
ϕT�w� dw = x
(5.10)

The optimal wealth process is given byX∗
t = E	Z0

T/Z
0
t I�zxZ0

T���t
. Hence, by
Lemma 5.1, we have

X∗
t = EP̃

[
I
(
zxZ

0
T

)∣∣∣∣�t
]

= EP̃
[
I

(
zx

F1�T� W̃T�

)∣∣∣∣�t
]

(5.11)

= χ(t� W̃t

)
�

where

χ�t�w� =



∫
I
( zx
F1�T�w+ v�

)
ϕT−t�v�dv� t ∈ 	0�T��w ∈ �n,

I
( zx
F1�T�w�

)
� t = T�w ∈ �n.

(5.12)

Since dX∗
t = �θ∗t �′σ�t�St�Yt�dW̃t, we deduce that the optimal portfolio is

expressed as

θ∗t = σ ′�t�St�Yt�−1∇χ�t� W̃t�� t ∈ 	0�T��(5.13)

with

∇χ�t�w� = −zx
∫ G�T�w+ v�
F1�T�w+ v�

I′
(

zx
F1�T�w+ v�

)
ϕT−t�v� dv
(5.14)

By Lemma 5.1, the value function of problem (2.5) is given by

V�x�=E
[
U�X∗

T�
]
= E

[
U ◦ I�zxZ0

T�
]

=EP̃
[

1

Z0
T

U ◦ I�zxZ0
T�

]

=EP̃
[
F1�T� W̃T�U ◦ I

(
zx

F1�T� W̃T�

)]

=
∫
F1�T�w�U ◦ I

(
zx

F1�T�w�
)
ϕT�w�dw


(5.15)

We summarize all of this as follows.

Theorem 5.1. For any x ≥ 0, the control process θ∗ expressed in (5.13) and
(5.14) is optimal for problem (2.5). The associated optimal wealth process is
given by (5.11) and (5.12), and the value function of (2.5) is expressed in (5.15).
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Example [Power utility function U�x� = xp/p, for 0 < p < 1.] In this case,
I�z� = z−q with q = 1/�1− p�. The Lagrange multiplier is given by

zx =
(∫
F1�T�w�qϕT�w�dw

x

)1/q




Substituting back into (5.12) gives

χ�t�w� =



x

∫
F1�T�w+ v�qϕT−t�v�dv∫
F1�T�v�qϕT�v�dv

� t ∈ 	0�T�w ∈ �n,

x
F1�T�w�q∫

F1�T�v�qϕT�v�dv
� t = T�w ∈ �n


Hence,

∇χ�t�w� = qx
∫ ∇F1�T�w+ v�F1�T�w+ v�q−1πT−t�v�dv∫

F1�T�v�qϕT�v�dv
�

t ∈ 	0�T�� w ∈ �n


The optimal wealth process and the optimal portfolio are given by

X∗
t = χ�t� W̃t��
θ∗t = σ ′�t�St�Yt�−1∇χ�t� W̃t��

and the optimal proportion portfolio is in the form

π∗t = σ ′�t�St�Yt�−1∇χ
χ
�t� W̃t�


Remark 5.1. In the special case κ1�dl� = δl0 , we have ∇χ/χ = ql0, so that
the optimal proportion portfolio is given by

π∗t �l0� = σ ′�t�St�Yt�−1ql0


Therefore, the certainty equivalence principle does not hold for power utility
functions, since for a nondegenerate prior distribution κ1, we typically have
∇χ/χ "= qG�t�w�. Formal substitution of λ̃ = G for l0 in the expression π∗�l0�
of the optimal proportion portfolio corresponding to κ1�dl� = δl0 does not yield
the correct expression for the optimal proportion portfolio in the nondegener-
ate prior distribution κ1. This point has been observed by Karatzas and Zhao
(1998) in a Bayesian complete model with power utility function.

Remark 5.2. In the general case where λ and α are nonindependent, it is
an open problem to derive an explicit characterization of the solution to the
dual problem and then to obtain a more explicit form for the optimal portfolio.
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6. The linear Gaussian case. In this section, the risk premia λ� α are
supposed to be Gaussian processes modelled by a system of linear stochastic
differential equations where the driving Brownian motions are independent
fromW and B. A similar framework is studied in Lakner (1998) in a complete
market context.

More precisely, the process �λ� α� is supposed to satisfy the following
dynamics:

d

(
λt
αt

)
=

(
At

(
λt
αt

)
+Ct

)
dt+ ktd

(
W1
t

W2
t

)
�

(
λ0
α0

)
= δ
(6.1)

The functions A�C�k are bounded deterministic functions which are valued
in ��n+d�×�n+d�, �n+d, ��n+d�×�n+d�, respectively. The variable δ is an �n+d-
valued �0-measurable random variable with Gaussian probability law of mean
m0 and covariance matrix K0. The processes W1 and W2 are independent
�P���-Brownian motions valued, respectively, in �n and �d and independent
from W and B. The matrix ktk∗t is supposed to be uniformly positive definite.
By similar arguments as in (5.1), it is easily checked that Assumption 3.1 is
satisfied.

Recall that the vector �W̃� B̃� corresponds to the observation process and
its dynamics can be written as:

d

(
W̃t

B̃t

)
= d

(
Wt

Bt

)
+

∫ t
0

(
λu
αu

)
du


The vector process �N�M� corresponds to the innovation process and we are
then in the framework of the classical Kalman–Bucy filter [see, e.g., Liptser
and Shiryaev (1977), Theorem 10.3].

Proposition 6.1. The processes λ̃ and α̃ are solutions of the linear s.d.e.

d

(
λ̃t
α̃t

)
=

(
At

(
λ̃t
α̃t

)
+Ct

)
dt+ Ltd

(
Nt

Mt

)
�

(
λ̃0
α̃0

)
=m0�(6.2)

where the function Lt �which represents the covariance error� is solution of the
Riccati equation

− dL
dt
+AtLt + LtA

′
t − L2

t + ktk
′
t = 0� L0 = K0
(6.3)

In order to derive an explicit formula for the optimal portfolio, we will now
consider the case where λ and α are independent.
The case λ and α independent. In this paragraph, the matrices At, kt,

t ∈ 	0�T
 and K0 are supposed to be diagonal:

At =
(
A1
t 0

0 A2
t

)
� kt =

(
k1
t 0

0 k2
t

)
� K0 =

(
K1

0 0
0 K2

0

)

(6.4)

It follows that λ and α are independent under P. Indeed, the problem can be
separated in two parts. First, λ̃ is the Kalman–Bucy filter associated with the
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state process λ given by

dλt =
(
A1
t λt +C1

t

)
dt+ k1

t dW
1
t � λ0 = δ1(6.5)

and with the observation process W̃. Second, α̃ is the Kalman–Bucy filter
associated with the state process α given by

dαt =
(
A2
t αt +C2

t

)
dt+ k2

t dW
2
t � α0 = δ2(6.6)

and with the observation process B̃, where C = �C1�C2�, δ = �δ1� δ2�, m0 =
�m1

0�m
2
0�. Therefore, λ̃ and µ̃ satisfy

dλ̃t =
(
A1
t λ̃t +C1

t

)
dt+ L1

t dNt� λ̃0 =m1
0�(6.7)

dα̃t =
(
A2
t α̃t +C2

t

)
dt+ L2

t dMt� α̃0 =m2
0�(6.8)

where the functions Li for i = 1�2 are solutions of the following deterministic
Riccati equations:

− dL
i

dt
+AitLit + Lit�Ait�

′ − �Lit�2 + kit�kit�
′
0� L0 = Ki0
(6.9)

It follows that λ̃ (respectively, α̃) is adapted to the filtration generated by N
(respectively, M) and also to the filtration generated by W̃ (respectively, B̃).
As in the Bayesian case, we have the following result.

Proposition 6.2. The solution of the dual problem (4.3) is equal to ν∗ = 0.

Proof. The proof is very similar to the Bayesian case. Let us show that
for each z ≥ 0, we have

inf
ν∈�
E
[
Ũ�zZνT�

]
= E

[
Ũ�zZ0

T�
]



Denote by �� N
t �0 ≤ t ≤ T� the augmented filtration generated by N. By

Jensen’s inequality,

inf
ν∈�
E
[
Ũ
(
zE	ZνT�� N

T 

)]
≤ inf
ν∈�
E
[
Ũ�zZνT�

]



Since Z0
T is � N

T -measurable, we have

E	ZνT�� N
T 
 = Z0

TE

[
exp

(
−

∫ T
0
ν′u dMu − 1

2

∫ T
0
�νu�2 du

)∣∣∣� N
T

]

(6.10)

Similarly to the proof of Proposition 5.1, we have

E	exp�−
∫ T
0
ν′u dMu −

1
2

∫ T
0
�νu�2 du��� N

T 
 = 1�

and so E	ZνT�� N
T 
 = Z0

T and the result follows. ✷
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We now study a particular case for which an explicit formula for the optimal
portfolio θ∗ can be obtained. Lakner (1998) has studied a similar case in a
complete market where the volatility σ is constant. In the following, we shall
assume that for each t, A1

t = A1, C1
t = A1C1, k1

t = k1 where A1, C1, k1 are
fixed real matrices, and that

tr�K1
0� +T tr�k1�k1�′� < K1

1�(6.11)

where K1
1 = 1/360TK1 with K1 = maxt≤T ��eA1t��. Then, by Lakner’s results

(1998) (see Lemma 4.1), EP̃	�Z0
T�4 + �Z0

T�−5
 < +∞. First, recall that the
Riccati equation (6.9) (for i = 1) can be solved in the following way [see Lakner
(1998)]. Let N: 	0�T
 → �n×n be the fundamental solution of the deterministic
equation

dN

dt
= 	A1 − L1

t 
Nt� N0 = In�

where In is the n × n identity matrix. Then, λ̃ is determined in terms of L1

and N as

λ̃t = Nt
(
m1

0 +
∫ t
0
N−1
s L

1
s dW̃s +

( ∫ t
0
N−1
s ds

)
A1C1

)

(6.12)

From Lakner’s results stated in the case of a constant volatility σ (see his
Theorem 4.3), we derive the following result.

Theorem 6.1. Suppose thatU is twice continuously differentiable on �0�∞�
and

I�x� < K2�1+ x−5�� −I′�x� < K2�1+ x−2�(6.13)

for some K2 > 0. Then, the optimal portfolio is

θ∗t =σ ′�t�St�Yt�−1 zx

Z0
t

×E
[
I′�zxZ0

T��Z0
T�2

(
−L1

t �N′t�−1
∫ T
t N

′
udNu − λ̃t

)∣∣∣∣� W̃
t

]
�

(6.14)

where �� W̃
t �0 ≤ t ≤ T� is the augmented filtration generated by W̃.

Sketch of the proof. We give here some idea of the proof. For details,
we refer to Lakner (1998). The main technique of the proof is the use of the
Malliavin derivative D acting on the subset of the class of functionals of W̃
called D1�1 [for the definition of D1�1 and D; see Ocone and Karatzas (1991)].

First, recall that the optimal wealth is given by X∗
t = E	�Z0

T/Z
0
t � I�zxZ0

T�
��t
. Notice now that Z0 is adapted with respect to the filtration generated by
W̃ since λ̃ depends only on W̃. Hence,

X∗
t = EP

0[
I�zxZ0

T��� W̃
t

]
�
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where P0 is the probability measure which admits Z0
T as density with respect

to P on � W̃
T . The aim is to compute θ∗ such that dX∗

t = �θ∗t �′σ�t�St�Yt�dW̃t.
By results on Malliavin derivative, we have

σ ′�t�St�Yt�θ∗t = EP
0
[
DtI�zxZ0

T�
∣∣∣� W̃
t

]
� dt⊗ dP-a.s.

See the generalized version of Clark’s formula [Karatzas, Ocone and Li (1991)]
which gives that for every variable H ∈ D1�1, we have the stochastic
representation,

EP
0	H�� W̃

t 
 =H0 +
∫ t
0

(
EP

0	DuH�� W̃
u 


)′
dW̃u� 0 ≤ t ≤ T


It remains to determine DtI�zxZ0
T�. By standard calculation, we have

DtI�zxZ0
T� = zxI′�zxZ0

T�DtZ0
T�

with

DtZ
0
T = Z0

TDt

(
−
∫ T
0
λ̃′u dW̃u + 1

2

∫ T
0
�λ̃u�2 du

)

(6.15)

Now,

Dt

(
1
2

∫ T
0
�λ̃u�2 du

)
=

∫ T
t
�Dtλ̃u�λ̃u du

and by Proposition 2.3 of Ocone and Karatzas (1991),

Dt

(
−
∫ T
0
λ̃′udW̃u

)
= −λ̃t −

∫ T
t
Dtλ̃udW̃u


The result follows by using the fact that from (6.12), we have

Dtλ̃u = L1
t �N′t�−1N′u1�t≤u�
 ✷

Example [Power utility function U�x� = xp/p, for p < 1]. If p < 0, then
condition (6.13) is satisfied. Notice that if p > 0, then some Stronger condition
than (6.11) has to be made on the coefficients to ensure that condition (6.13)
holds [for details, see Lakner (1998), Proposition 4.6]. In this case, I�y� = y−q
and I′�y� = −qy−q−1, where q = 1/1 − p. From Theorem 6.1, the optimal
portfolio is given by

θ∗t = q�σ�t�St�Yt�−1�′λ̃tX∗
t + Gt�(6.16)

where

Gt = q�σ�t�St�Yt�−1�′z−qx L1
t �N−1

t �′E
[
Z0
T

Z0
t

�Z0
T�−q

∫ T
t
N′u dNu

∣∣∣∣� W̃t

]



The optimal wealth is given by

X∗
t = E

[
Z0
T

Z0
t

�Z0
T�−q

∣∣∣∣�t
]

x

E	�Z0
T�1−q
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Remark 6.1. Notice that under full information (in this Gaussian frame-
work) λ and α are deterministic and hence, the optimal portfolio for power
utility function is

�θct�∗ = q�σ�t�St�Yt�−1�′λt�Xc�∗t �(6.17)

where �Xc�∗ is the optimal wealth [Ocone and Karatzas (1991), formula (4.22)].
Thus, the certainty equivalence principle does not hold in this case since our
formula (6.16) cannot be derived from (6.17) by replacing the risk premium λt
by λ̃t due to the additional term Gt. This point has been observed by Lakner
(1998) in his complete market context.

APPENDIX A

Proof of Theorem 4.1. The techniques are similar to those in El Karoui-
Quenez (1995) [more simple since here the filtration � is a Brownian filtration;
see also Cvitanić and Karatzas (1993)]. We first want to show that u0 ≥ J0.
As usual, it is derived from the �P���-supermartingale property of ZνXx�θ

for any ν ∈ � and θ ∈ � �x�, x ≥ 0.
We now show that u0 ≤ J0, which is the most difficult part. Clearly, we may

assume that J0 < ∞. We now consider the RCLL process �Jt� 0 ≤ t ≤ T�
(which exists) such that

Jt = ess sup
ν∈�

E

[
ZνT
Zνt
H

∣∣∣∣�t
]
� 0 ≤ t ≤ T�P-a.s.

Suppose now that the following decomposition of J holds:

Jt = J0 +
∫ t
0
�θ∗u�′σ�u�Su�Yu�dW̃u −Ct� 0 ≤ t ≤ T�(A.1)

where θ∗ ∈ � �J0� and �Ct�0 ≤ t ≤ T� is an increasing �-predictable process
with C0 = 0. Then, it follows that H ≤XJ0� θ

∗

T a.s. and hence

u0 ≤ J0


It remains to show that J admits the decomposition (A.1). Classical stochas-
tic control results give the following dynamic characterization of J.

Lemma A.1. The process J is characterized as the smallest RCLL process
equal to H at time T such that for each ν ∈ � , the process �ZνtJt� 0 ≤ t ≤ T�
is a �P���-supermartingale.

From Lemma A.1 applied to ν = 0, the process J̃ given by J̃ = Z0J� is a
�P���-supermartingale. Hence, by the Doob–Meyer decomposition, we have

J̃t = J0 +mt −At� 0 ≤ t ≤ T�
wherem is a �P���-local RCLL martingale withm0 = 0 andA is an increasing
RCLL �-adapted process with A0 = 0 and E	AT
 <∞. By Lemma 4.1, there
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exist an �n-valued process φ and an �d-valued process ψ which are �-adapted
processes P-a.s. square-integrable such that P-a.s.,

mt =
∫ t
0
φ′u dNu +

∫ t
0
ψ′u dMu� 0 ≤ t ≤ T


We now want to prove that

ψ = 0� dt⊗ dP-a.s.(A.2)

For each ν ∈ � , set

ξνt = exp
(
−
∫ t
0
ν′udMu − 1

2

∫ t
0
�νu�2 du

)

(A.3)

From Lemma A.1, for each ν ∈ � , the process given by �ξνt J̃t� 0 ≤ t ≤ T� is a
�P���-supermartingale. Now, by Itô’s formula applied to ξνt J̃t, we obtain that
the P-a.s. finite variational process Aν which appears in the decomposition of
the semimartingale ξνJ̃ is given by

Aνt =
∫ t
0
ξνu�dAu + ψ′uνu du�
(A.4)

Since the semimartingale ξνJ̃ is a supermartingale, it follows that Aν must
be an increasing process. Fix ν ∈ � and define the set Fν = ��t�ω� ∈ 	0�T
 ×
�/ψ′t�ω�νt�ω� < 0�. Let νnt = νt1Fcν+nνt1Fν , n ∈ 	. Then, νnt ∈ � and assuming
that (A.2) does not hold, we get for n large enough

E	AνnT 
 = E
[∫ T

0
ξνu1Fcν�dAu + ψ′uνu du�

]
+ nE

[∫ T
0
ξνu1Fν ψ

′
uνu du

]
< 0�

which leads to a contradiction. This implies that ψ = 0dt⊗ dP-a.s. It follows
that P-a.s,

J̃t = J0 +
∫ t
0
φ′s dNs −At� 0 ≤ t ≤ T


Now, recall that Jt = �Z0
t �−1J̃t with �Z0

t �−1 = exp�∫ t0 λ̃′u dW̃u − 1
2

∫ t
0 �ν̃u�2 du�


By Itô’s formula,

dJt = �Z0
t �−1φ′tdW̃t +Jtλ̃′tdW̃t − �Z0

t �−1dAt


Hence, equality (A.1) holds with

θ∗t =
(
σ ′�t�St�Yt�

)−1(�Z0
t �−1φt +Jtλ̃t

)
� Ct =

∫ t
0
�Z0

s�−1 dAs
(A.5)

It remains now to show the second part of the theorem. Let (iii) be the
condition defined by the process �Zν∗t Jt� 0 ≤ t ≤ T� is a �P���-martingale.

We show that conditions (i), (ii) and (iii) are equivalent. The �P���-
supermartingale Zν

∗
J is a �P���-martingale if and only if J0 =

E	Zν∗TJT
 ⇐⇒ J0 = E	Zν
∗
TH
 ⇐⇒ (i).
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On the other hand, (iii) implies Aν
∗
· = 0, and so from (A.4) and (A.5), A · =

C · = 0 a.s. Hence, J · = XJ0� θ
∗

· a.s. Thus, (ii) is satisfied with θ = θ∗. On the
other hand, suppose that (ii) holds. Then, J0 = E	Zν∗TH
 and (i) holds.

Remark A.1. In the case where the process Z0 is supposed to be a mar-
tingale, then the previous decomposition of J can be derived as a direct con-
sequence of Theorem 2.1.2 of El Karoui-Quenez (1995). Indeed, let P0 be the
(risk-neutral) probability measure which admits Z0

T as density with respect
to P on �T. Since �P0���-local martingales are all continuous, the decompo-
sition (A.1) holds.

APPENDIX B

Proofs of Propositions 4.2 and 4.3. As in the proof of the surreplica-
tion Theorem 4.1, the results can be obtained by using dynamic control tools.
Classical stochastic control results give the following dynamic charateriza-
tion of Q.

Lemma B.1. The process Q is characterized as the smallest RCLL process
equal to 1 at time T such that for each π ∈ � , the process ��Xπt �pQt� 0 ≤
t ≤ T� is a �P���-supermartingale. If π∗ is solution of the problem �4
7�,
i.e. Q0 = E	�Xπ

∗
T �p
, then the process ��Xπ

∗
t �pQt� 0 ≤ t ≤ T� is a �P���-

martingale.

Proof of Proposition 4.2. From Lemma B.1 applied to π = 0, the pro-
cessQ is a �P���-supermartingale. The Doob–Meyer decomposition gives that
P-a.s.,

Qt = Q0 + nt − at� 0 ≤ t ≤ T�
where n is a �P���-local martingale with n0 = 0 and a is an increasing P-a.s.
integrable RCLL �-adapted process with a0 = 0. By Lemma 4.1, there exist
an �n-valued process φ and an �d-valued process ψ which are P-a.s. square
integrable �-adapted processes such that P-a.s.,

nt =
∫ t
0
φ′u dNu +

∫ t
0
ψ′u dMu� 0 ≤ t ≤ T


By Lemma B.1, for each π ∈ � , the process given by ��Xπt �pQt, 0 ≤ t ≤ T� is a
�P���-supermartingale. Now, by Itô’s formula applied to �Xπt �pQt, we obtain
that the P-a.s. finite variational process which appears in the decomposition
of the semimartingale �Xπ�pQ is given by −aπ , where

aπt =
∫ t
0
�Xπu�p

(
dau −Qu

p�p− 1�
2

�σ ′uπu�2du− pπ ′uσu�Quλ̃u +φu�du
)
�

where, to simplify notation, σt denotes σ�t�St�Yt�.
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The supermartingale property of �Xπt �pQt gives that aπ must be an increas-
ing process. Moreover, by Theorem 4.2, there exists π∗ ∈ � such that Q0 =
E	�Xπ∗T �p
. Thus, by Lemma B.1, the process �Xπ∗�pQ is a martingale and
hence aπ

∗ = 0, that is,

at =
∫ t
0

(
Qu
p�p− 1�

2
�σ ′uπ∗u�2du+ p�π∗u�′σu�Quλ̃u +φu�

)
du


Hence, for each π ∈ � , the increasing property of aπ gives that, dt⊗ dP-a.s,

Qu
p�p− 1�

2
�σ ′uπ∗u�2du+ p�π∗u�′σu�Quλ̃u +φu�

≥ Qu
p�p− 1�

2
�σ ′uπu�2du+ p�πu�′σu�Quλ̃u +φu�


Since this inequality holds for each π ∈ � , we have

Qu
p�p− 1�

2
�σ ′uπ∗u�2du+ p�π∗u�′σu�Quλ̃u +φu�

= ess sup
π∈�

{
Qu
p�p− 1�

2
�σ ′uπu�2du+ p�πu�′σu�Quλ̃u +φu�

}

= p

2�1− p�Qu�λ̃u +Q
−1
u φu�2�

and also dt⊗ dP-a.s.,

π∗t =
�σ ′t�−1	λ̃t +Q−1

t φt

1− p

(note that dt⊗ dP-a.s., Qt > 0). It follows that

at =
∫ t
0

p

2�1− p�Qu�λ̃u +Q
−1
u Nu�2 du� 0 ≤ t ≤ T�P a.s.,

and hence Q is solution of the backward equation (4.8) with QT = 1. ✷

Proof of Proposition 4.3. Let � ′ be the set of processes π ∈ � satisfying

E
∫ T
0
�Xπt �2p�1+ �πt�2�dt <∞


For each π ∈ � ′, Itô’s formula gives that d�Xπt �pQ0
t = dMπ

t − dAπt � where
Aπ is an increasing process and where Mπ is a martingale since π ∈ � ′ and
E	∫ T0 Q2

t �σt�2dt
 < ∞. Hence, �Xπ�pQ0 is a supermartingale for each π ∈ � ′.
By Lemma B.1 (which still holds with � ′ instead of � ), it follows thatQ0 ≥ Q.

Furthermore, if �Xπ∗�pQ0 is a martingale, then we have

�Xπ∗t �pQ0
t = E

[(
Xπ

∗
T

)p∣∣∣�t]�
and hence, Q0 ≤ Q. The result follows. ✷
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