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Abstract. The classical random walk isomorphism theorems relate the local times of a continuous-time random walk to the square of a
Gaussian free field. A Gaussian free field is a spin system that takes values in Euclidean space, and this article generalises the classical
isomorphism theorems to spin systems taking values in hyperbolic and spherical geometries. The corresponding random walks are no
longer Markovian: they are the vertex-reinforced and vertex-diminished jump processes. We also investigate supersymmetric versions
of these formulas.

Our proofs are based on exploiting the continuous symmetries of the corresponding spin systems. The classical isomorphism
theorems use the translation symmetry of Euclidean space, while in hyperbolic and spherical geometries the relevant symmetries are
Lorentz boosts and rotations, respectively. These very short proofs are new even in the Euclidean case.

Isomorphism theorems are useful tools, and to illustrate this we present several applications. These include simple proofs of expo-
nential decay for spin system correlations, exact formulas for the resolvents of the joint processes of random walks together with their
local times, and a new derivation of the Sabot-Tarres formula for the limiting local time of the vertex-reinforced jump process.

Résumé. Les théoremes classiques d’isomorphisme de marche aléatoire relient les heures locales d’une marche aléatoire en temps
continu au carré d’un champ libre gaussien. Un champ libre gaussien est un systeme de spin qui prend des valeurs dans 1’espace
euclidien, et cet article généralise les théorémes d’isomorphisme classiques aux systémes de spin prenant des valeurs de géométries
hyperboliques et sphériques. Les marche aléatoires correspondantes ne sont plus markoviennes : elles sont les processus de saut
renforcé par sommet et de saut réduit par sommet. Nous étudions également les versions supersymétriques de ces formules.

Nos preuves sont basées sur 1’exploitation des symétries continues des systeémes de spin correspondants. Les théoremes
d’isomorphisme classiques utilisent la symétrie de traduction de 1’espace euclidien, tandis qu’en géométries hyperboliques et sphé-
riques les symétries pertinentes sont respectivement des amplificateurs de Lorentz et des rotations. Ces trés courtes preuves sont
nouvelles méme dans le cas euclidien.

Les théoremes d’isomorphisme sont des outils utiles, et pour illustrer cela, nous présentons plusieurs applications. Celles-ci incluent
notamment de simples preuves de décroissance exponentielle pour des corrélations du systeme de spin, des formules exactes pour les
résolvants des processus conjoints de marches aléatoires combinés a leur heure locale, et une nouvelle dérivation de la formule de
Sabot-Tarres pour I’heure locale limitée du processus de saut renforcé par sommet.

MSC2020 subject classifications: 60G60; 82B20

Keywords: Reinforced random walks; Vertex-reinforced jump process; Dynkin isomorphism; Eisenbaum isomorphism; Ray—Knight identities;
Non-linear sigma models; Supersymmetry

1. Introduction

Random walk isomorphism theorems refer to a class of distributional identities that relate the local times of Markov pro-
cesses to the squares of Gaussian fields. These theorems, which connect two different types of probabilistic objects, have
their origins in the work of the physicist K. Symanzik [51]. Isomorphism theorems have been useful in the investigation
of a variety of phenomena, and they can be used in two directions: to study field theoretic questions in terms of random
walks, and to study random walks in terms of field theory. An incomplete list of topics investigated via isomorphism
theorems includes: local times of Markov processes [35] and their large deviations [9,14]; cover times and thick points
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of the simple random walk [1,19,29]; four-dimensional self-avoiding walk [3,7]; qb4 field theory [10,11,28]; and random
walk loop soups [32,52].

The purpose of this article is to expand the scope of isomorphism theorems beyond Gaussian fields. Namely, we
describe, and make use of, isomorphism theorems that relate non-Markovian stochastic processes to non-Gaussian spin
systems. Our proofs also provide a new perspective on isomorphism theorems: they are consequences of the symmetries
of the underlying spin systems.

In Section 1.1 below we give an introduction to isomorphism theorems and the processes this article is concerned with.
Before doing this, we briefly summarise the new results contained in this article:

e New and efficient proofs of the Brydges—Frohlich—Spencer—-Dynkin (BFS—Dynkin), Eisenbaum, and second gener-
alised Ray—Knight isomorphism theorems for the simple random walk (SRW). These results are all derived in a few
pages from a more general Ward identity for the Gaussian free field.

e New and efficient proofs of supersymmetric versions of the isomorphism theorems for the SRW. In particular, we prove
a previously unknown supersymmetric version of the generalised second Ray—Knight isomorphism. For the reader’s
convenience we also present an introduction to supersymmetry directed towards probabilists in an appendix.

e New isomorphism theorems connecting the vertex-reinforced jump process (VRJP) with hyperbolic sigma models, and
supersymmetric versions of these theorems. The analogue of the BFS—Dynkin isomorphism previously appeared in
[5], and here we also establish analogues of the Eisenbaum and Ray—Knight isomorphism theorems. Our proofs are
geometric and do not rely on any particular set of coordinates. In particular, we do not use horospherical coordinates.

e New isomorphism theorems for the vertex-diminished jump process (VDJP). The VDIJP is connected to a spin model
taking values in the hemisphere. It previously appeared in the context of the Ray—Knight isomorphism theorem for
SRW in [43].

We also give several applications of these isomorphism theorems. In Section 6 we show that the Sabot-Tarres limit
formula for the local time of the VRIP [42] is a direct consequence of our supersymmetric Ray—Knight theorem for
the H?> model. In Section 7 we show how isomorphism theorems yield fixed-time formulas and representations of the
resolvents for the joint processes of the random walks together with their local times. Lastly, we prove some results
concerning exponential decay of correlation functions for the associated spin models in Section 8.

1.1. Isomorphism theorems for hyperbolic and spherical geometries

Let X; be a continuous-time stochastic process on a finite state space A with associated local times L; = (Li)ie A- The
processes considered in this paper are all of the form

P[X/rar = j | (Xs)s<i» Xe =i] = Bij(1+€L])dr, ee(~1,0,1}, (1)

where 8;; > 0 and B;; = Bj; forall i, j € A.

The random walk models defined by (1) are defined more precisely below. The models have all appeared previously,
though they have received varying amounts of attention. When € = 0 the model is the continuous-time simple random
walk; for € = 1 it is the vertex-reinforced jump process (VRIP) first studied in [17,18]; for € = —1 it is the vertex-
diminished jump process (VDJP) which appeared in [43]. As the names suggest, the VRJIP is a random walk that is
encouraged to revisit vertices it has visited in the past, while the VDJP is discouraged from doing so.

Let R" denote n-dimensional Euclidean space, H" denote n-dimensional hyperbolic space, and let S denote the upper
hemisphere of the n-dimensional sphere. Below we will introduce spin systems that take values in these spaces, and then
link these to the aforementioned random walks. The spin systems are the R"-valued Gaussian free field (GFF), corre-
sponding to the SRW; the " -valued hyperbolic spin model, corresponding to the VRIP; and the S} -valued hemispherical
spin model, corresponding to the VDIJP.

To give a flavour of the relationships that we will establish, recall Dynkin’s formulation of an isomorphism linking
the SRW and the R-valued GFF [24]. Let G = (A, E) be a finite graph, 2 > 0, and let (-) denote the expectation of a
GFF (u;)jea with covariance (—A + h)~!. This is often called the massive GFF with mass m = Vh. Let E; denote the
expectation of a continuous-time SRW X; with associated local time field L; = (Li)iE A, started from i € A, with X,
independent of the GFF. Then for all bounded g : R* — R,

1 2 * 1 2 —ht 2
uju;g Eu = A Eilg Eu +L; )1x,=j)e " dt), u

The left-hand side is a generalization of the spin-spin correlation between the spins #; and u; of the GFF. In particular,
taking g = 1 in (2) reveals the well-known fact that the second moments of the massive GFF are given by the Green’s
function of a SRW Kkilled at rate .
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In Theorems 3.3 and 4.4 we establish analogues of (2) for the hyperbolic and hemispherical spin models; the hyperbolic
case first appeared in [5]. Our methods also allow us to establish other isomorphism theorems. In particular, we give new
proofs of the Eisenbaum isomorphism theorem [26] and of the generalised second Ray—Knight theorem [27] for the
GFF, and we establish analogues of these results for hyperbolic and hemispherical spin models. Our proofs apply to
n-component spin systems for general n € N = {1,2,...} in all cases, and even for the GFF some of these results are
new when n > 1. To ease our exposition we will refer to the generalised second Ray—Knight theorem as the Ray—Knight
isomorphism in what follows.

1.2. Supersymmetric isomorphism theorems

There is another type of isomorphism that relates the simple random walk to a spin system, in which the GFF is replaced
by the supersymmetric Gaussian free field (SUSY GFF). These isomorphisms originated in work of McKane [37] and
Parisi and Sourlas [41]. Supersymmetry has played a role in several interesting probabilistic problems [12,13,16,23], and
several of the applications we mentioned in the opening paragraph of this article involve the SUSY GFF [3,7,9,14,32].

The most important aspect of the SUSY isomorphism for the SRW is immediately apparent from the statement of the
result, and hence we defer a careful definition of the SUSY GFF to Section 5. Let (-) now denote the expectation with
respect to the SUSY GFF. The SUSY isomorphism theorem is that for all smooth and bounded g : R* — R,

1 o
<u}u}g(5|u|2>>=fo Ei(g(L)lx,=j)e ™ dt,  |ul* = (juil?), - 3)

The key point of (3) is that the right-hand side only involves the simple random walk, while the left-hand side involves
only the components (u;);cp of the SUSY GFF. Thus questions about the local time of random walk can be rephrased
purely in terms of the SUSY GFF.

The viewpoint that isomorphism theorems arise as a consequence of continuous symmetries applies equally well to
supersymmetric spin systems. Beyond proving (3), Section 5 also establishes results analogous to (3) for the supersym-
metric H?” and Silz models, and moreover we prove a SUSY variant of the Ray—Knight isomorphism. This is new even
for the simple random walk. We emphasise that these theorems give direct access to the local times of the non-Markovian
VRIJP and VDJP in terms of the spin models. The analogue of (3) for H?? first appeared in [5].

1.3. Proof ideas

Our proofs of isomorphism theorems all follow a common strategy. The spin systems we consider possess continuous
symmetries, and as a result satisfy integration by parts formulas that are called Ward identities in the physics literature.
Isomorphism theorems are a direct consequence of these Ward identities.

A key step is to consider a random walk X, to be a marginal of the joint process (X;, L;) of the walk and its local times
together. Our Ward identities can be rephrased in terms of the infinitesimal generator of this joint process, and all of our
isomorphism theorems follow quite quickly by choosing appropriate specializations of the Ward identities. In particular,
this gives a unified set of proofs of the BFS—-Dynkin, Eisenbaum, and Ray—Knight isomorphism theorems for the SRW.

1.4. Structure of this article

Section 2 gives our new proofs of the classical isomorphism theorems that link random walks to Gaussian fields. We
present our arguments in detail in this familiar context as very similar ideas are used in Sections 3 and 4, which derive
isomorphism theorems for the VRJP and VDJP. We derive supersymmetric isomorphisms for the SRW, the VRJP, and the
VDIJP in Section 5, and Sections 6 through 8 concern applications of our new isomorphisms.

To keep this article self-contained, Appendix A contains an introduction to the parts of supersymmetry needed to
understand our supersymmetric isomorphisms and their applications. In Appendix B we discuss some further aspects
of symmetries and supersymmetries that are not needed for our results, but that help place the results of this article in
context.

1.5. Related literature and future directions

Related literature. For monograph-length treatments of isomorphism theorems and related topics, e.g., loop soups,
see [35,52]. Many proofs of various isomorphism theorems have been given; here we mention only the recent [30,43].
The major innovation in the present work is that we do not rely on Gaussian calculations. This is important both for
obtaining results for H" and S’} , and for obtaining supersymmetric variants.
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Future directions. This article describes isomorphism theorems that link spin systems on R”, H", and S (and the
supersymmetric versions when n = 2) to random walks. This provides a partial answer to a question of Kozma [31], who
asked if there are other spin models (beyond the H?”?> model) with associated random walks. The development of a more
systematic connection between spin models and random walks would be very interesting. In particular, it is natural to
wonder if there are geometric spaces beyond R”, H", and S’} that have associated isomorphism theorems.

Another interesting future direction would be to clarify the relation between our new isomorphism theorems and loop
soups. In the setting of the SRW this connection is well-developed [35,52] — do these connections extend to the VRJP
and VDJP? Similar questions can be asked about random interlacements; for recent progress in this direction see [39].

1.6. Notation and conventions

A will be a finite set and 8 = (B;;);, jea Will be a set of edge weights, i.e., B;; = Bj; > 0. The edge weights induce a graph
with vertices A and edge set {{i, j} | B;; > 0}, and we will assume that this graph is connected. We also let & = (%;);en
denote a set of non-negative vertex weights; here we are setting a convention that bold symbols denote objects indexed
by A. Both 8 and h will play the role of parameters in our models. For typographical reasons we will sometimes write &
in place of & when there is no risk of confusion.

Suppose V is a set equipped with a binary operation (x, y) — x - y. We write V2 for the set of maps from A to
V., denote elements of this set by u = (u;);ecp, and let |u|2 = (uj - uj)ien. If elements of V are vectors, e.g., u; =
(ul.l, ..., ul') € R", then we write u* = (u});c for the collection of o™ components.

For a function f : R — R we often impose that f is smooth and has rapid decay. A sufficient condition is that f and
its derivatives decay faster than any polynomial: for every p and k, there are constants C, x such that the kth derivative
satisfies | £ (u)| < Cpilul™P I f:R" = R, (u1,...,uy) = f(ui,...,u,), then we say f has rapid decay in u; if
S, uz, ..., uy) has rapid decay with constants uniform in u5, ..., u,. Rapid decay in u; is defined analogously, and we
say such an f has rapid decay if it has rapid decay in some coordinate. For a non-smooth function f, we say that f has
rapid decay if the the above holds with k = 0.

Similarly, we often impose that f : R” — R™ has moderate growth. A sufficient condition is that f has at most
polynomial growth, i.e., there exists g and Cy such that IVK £ (u)| < Crlu|? for all k.

Given a function f: A x R® - R, (i, £) — f(i,£) we say f is smooth, rapidly decaying, etc. if it has this property
with respect to its second coordinate £. Throughout we will assume functions are Borel measurable without making this
explicit.

2. Isomorphism theorems for flat geometry

In this section we introduce the simple random walk, the corresponding Gaussian free field, and several well-known
isomorphism theorems relating these objects. The method of proof will be used repeatedly in the remainder of the paper
when we consider other spin systems. An important aspect of the proofs is that they do not rely on explicit Gaussian
computations; this is essential for the generalization of these theorems to non-Gaussian spin systems. Our proofs also
show that these results are true for GFFs with any number of components.

2.1. Simple random walk and Gaussian free field

Simple random walk. The continuous-time simple random walk (SRW) on A with symmetric edge weights g =
(Bij)i,jen»1-e., Bij = Bji = 0, is the Markov jump process (X;);>o with transition rates

PlX;1ar=i| X, = jl=pBijdt. “)

We write IP; and E; for the law and expectation of X; when it is started from the vertex i. Formally, X; is a continuous-
time Markov process with generator Ag, where the Laplacian Ag is the matrix indexed by A that acts on f: A — R
by

(Ap D) =D Bij(£(G) = F D). &)

JeEA

In what follows it will be useful to view X, as a marginal of the Markov process (X;, L;);>¢ consisting of X, and its
local times L; = (L});ca, which are defined by

t
L;ELB—F/ 1X5=i ds, €A, (6)
0



412 R. Bauerschmidt, T. Helmuth and A. Swan

where the vector Ly is a collection of free parameters called the initial local time. A short computation shows that the
generator of (X;, L,) acts on smooth functions f : A x R® — R by

(LAHEH = (AU, 0+ f( , le,Lf=Agf+0f, @)

l

where Ag only acts on the first argument and the last equation uses the vector notation

. af (i, £)

F=(G0),.0 8fE< ! ) : (8)
aL; ieA

We write IP; o for the law of (X, L) started at (i,£) € A x RA, and E, ¢ for its expectation. Note that E; o f (X;, L;) =

E;of(X:, £+ L;), and in particular that f; (i, £) = E; ¢ f (X;, L;) is a smooth function with rapid decay in £ if f is smooth

with rapid decay.

Gaussian free field. The (n-component) Gaussian free field (GFF or R" model) is a spin system taking values in R". Its
configurations are elements u € (R")”; by an abuse of notation we will write R”* in place of (R")™. Let & = (h;);en.,
and assume h; > 0. To define the probability of a configuration, let

1
Hﬂ(u)zi(u,—Aﬂu), Hg p(u) = Hg(u) + = (h lul?), )

where (f,8) =D ;ca figis lu? = (u; - u; )ZGA, and - is the Euclidean inner product. In (9) the Laplacian acts diagonally

on the n components of u, i.e., Agu = (Agu®), _,, and hence (9) can be rewritten using

1
(,—Apu) =2 Y7 Bl —up)> (ko Jul) =) hiui-ui, (10)

i,jeA ieA

where (u; — uj)2 is shorthand for (u; — u;) - (u; — u;). Note that another common notation is h; = ml2 >0, and m; is
called the mass at the vertex i. Define the unnormalised expectation [-]g,, on functions F : R - R by

[Flg.n EfR ) F(uye Hon® gy, (11)

where the integral is with respect to Lebesgue measure du on R We set [-] s=1[1g0.
The Gaussian free field is the probability measure on R"* defined by the normalised expectation

[Fe—%@""‘z)]ﬂ

1
Flpn= 7 o= [e™ L (h, \ulz)]

, Zgn=[11g,n- (12)
Zﬁ’h

B

Note that for the expectation in (12) to be well-defined we must have Zg ;, < 00; this is the case if and only if #; > O for

some i. The divergence if A = 0 is due to the invariance of Hg(u) under the simultaneous translation u; — u; + s for any
s eR™.

2.2. Fundamental integration by parts identity

For any differentiable f : R — R we write

af
T f= T Tf=(Tfiea. (13)
Uj
Thus 7; is the infinitesimal generator of translations of the jth coordinate in the direction e! = (1,0,...,0) € R". The

following lemma is a consequence of the translation invariance of Lebesgue measure, and we will derive all of our
isomorphism theorems from this identity. In later sections of this paper we will derive analogous results by replacing the
translation symmetry by different symmetries.
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Lemma 2.1. Let [-1g be the unnormalised expectation of the R" model, and let ; ¢ be the expectation of the SRW. Let
f: A xRN = R be smooth with rapid decay, and let p : R™ — R be smooth with moderate growth. Then:

1 1
- Z[p(u)u}ﬁf(j, 5|u|2)} = Z[(ij(u)f(j, 5|u|2)} : (14)
jea B jea B
In particular, the following integrated version holds for all f : A x R® — R with rapid decay:
1 1 2 >
Z[p(u)ujf(j, Sl )} =y [(T,-p)(u)/ E; 12 (f (X1, L) dz} : (15)
jeA B jea 0 B

Remark 2.2. Using (8) and with (T, f) = ZieA T; fi, (14) can be restated compactly as

o)) o(20),

Proof of Lemma 2.1. We first prove (14) by integration by parts. If f1, f> : R** — R are differentiable and have rapid
decay, then integration by parts implies

[T 0 2] = [A(T] 12)] 5 a7
where, for f : R** — R differentiable,
T} fuw)=—T; f(u)+ (TjHp(w)) f (w). (18)

We now compute the right-hand side of (18). To simplify notation, let x; = u ll and x = (x;)iea- By (9), (5), and using
that T is the derivative in the x-component,

T; Hp( )—IT-Z - (—Au); = (—Apx); (19)
Jﬁ"—zj_ u; u)i = Bx)j»

ieA
so that for a function of the form f (% lu]?),

e 1 of 3lul?)
—r,f<z|u|2):(Aﬁx)jf<§|u|2)+xj#, (20)

where the last term denotes a partial derivative with respect to the jth coordinate of the function f. By applying (20) to
each of the functions f(J, %|u|2) and using (f, Agfo) = (Agf1, f2),

wof ] 1 f (s 31ul) 1
=1 su? ) =D x| apf (g sl )+ —2——|=> " x; (LN Jj slul). 1)
‘ 2 4 2 0L 4 2
JEA JEA JEA
To verify (14), multiply (21) by p and use the result to rewrite the left-hand side of (14). The desired equation then follows
by applying (17):

- Z[px;ff(j, %luﬁ)L = Z[pr,*f(j, %'"'2)],3 = Z[(T;p)f(j, %MZ)L'

JjeA JjeA JjeA

We now prove (15); it suffices to consider f smooth with rapid decay. Indeed, if f. is the convolution of f with
a smooth mollifier in the second argument, one has f. — f pointwise and the f. are bounded uniformly in € by a
function with rapid decay, so by dominated convergence the result for f follows from the result for the fe. Let f;(i, ) =
E; ¢(f(X:, Lt)), and note that f; is a smooth function with rapid decay since f has this property (see below (8)). Apply
(14) to f; and rewrite the left-hand side using Kolmogorov’s backward equation, i.e., £ f; = 9; f;. The result is

d
= 2P @B 4o (f X L)y = 3 [T ) @E, 1y (X, Lo (22)

JEA jeA
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To conclude, integrate (22) over (0, c0). The result follows since the boundary term at infinity on the left-hand side

vanishes. To see this last claim, recall that the graph induced by g is finite and connected, so L;' — 00 in probability for
all vertices i € A. When f has sufficient decay this implies

dim B 10 (X7, L) =0 (23)

for all u. If f has sufficient decay and p has moderate growth then (23) implies

Tlimw[p(u)Ej‘%lu‘zf(XT, LT)]ﬁ =0 (24)
by dominated convergence, as desired. This completes the proof of (15). ]

Our proofs of the classical isomorphism theorems will apply Lemma 2.1 with the following choices of p and f; further
details will be given in the proofs.

o BFS—Dynkin isomorphism: p(u) =u, and f(j,€) =g({)1;=p witha,b € A;
e Ray—Knight isomorphism: T, p (u) — §(u,) — 8(14;, —s)and f(j,€) —> g£)é(L, — %)lj:a;
e Eisenbaum isomorphism: p (u) = exp(s(h, u) — %(h, 1)) and f(j,€) = g(£)e" "0 li—q.

2.3. BFS-Dynkin isomorphism theorem
We now prove the BFS—Dynkin isomorphism theorem.

Theorem 2.3. Let [-]g be the unnormalised expectation of the R" model, and let ; 4 be the expectation of the SRW. Let
g : R? — R have rapid decay, and let a, b € A. Then:

1 oo
[u},u},g(imﬁ)} — U E, 1p (L) Lx,=p dt} . 25)
p Lo p

Proof. Apply Lemma 2.1 with p(u) = u}l, fG.O=g)]j—p,anduse Tjp(u)=1;—,. O

If h # 0, after replacing g(£) by g(£)e~ Y in (25) the unnormalised expectation can be normalised using (12). Since
Eu0(g(Ly)) =E4(g(L; + £)) for the simple random walk, we immediately obtain Dynkin’s formulation of this theorem
as stated, e.g., in [52, Theorem 2.8].

Corollary 2.4. Let (-)g be the expectation of the R" model, and let E; 4 be the expectation of the SRW. Let g : RA > R
be bounded, a, b € A, and suppose h # 0. Then

1 o0 1
ululg = ul? = Eol gl Li+ =lu)? e ®E01x ) ar) . (26)
2 B.h 0 2 B.h

We have rebranded this the BFS—-Dynkin isomorphism because a version of Corollary 2.4 first appeared in the work of
Brydges, Frohlich, and Spencer [8, Theorem 2.2].

2.4. Ray-Knight isomorphism

The Ray—Knight isomorphism (i.e., the generalised second Ray—Knight theorem) is also a quick consequence of
Lemma 2.1. Several other proofs of this identity exist for the 1-component GFF, see [27,43] and references therein.
For an explanation of the name, see [52, Remark 2.19].

We introduce the following notation for translations to emphasise the analogy between the classical Ray—Knight iso-
morphism and its hyperbolic and spherical versions. Let 65 be the translation of all coordinates by s € R in the direction
el = (1,0,...,0) e R, ie., 0, f(u) = f(u —i—sel) fore! = (el, R e]) e R"™ In particular, O,u = u + sel. Note that O
is the group action associated to the diagonal translation symmetry, which has infinitesimal generator »_ jeaTj-

We will write

[8uy ua) F] 27)

for the expectation of the spin model in which the spin at vertex a is fixed to ug = (0, ..., 0) € R".
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Theorem 2.5. Let [-]g be the unnormalised expectation of the R" model, and let I; 4 be the expectation of the SRW. Let
g : R — R be a smooth compactly supported function, let a € A, and let s € R. Then

1
[g(5|9su|2)5uo(ua)L =[E, 4 up8 (L, 2 )i 0a)] (28)

where T(y) =inf{t | L >y} and ug = (0, ...,0) € R".

Proof. Since the identity is trivial if s = 0, assume s 7 0. The proof is by applying Lemma 2.1 with p (1) = pe (u,),
f(, ) =g)ne(£a)l =g, and the functions p. : R" — R and 5. : R — R chosen such that 7,0 and 7 are smooth
compactly supported approximations to 8, — 8g,4, and & 12 subject to pc (V)7 (% |v|?) = 0 for all v € R". Explicitly, with

8;’2 (x) denoting a smooth approximation to a delta function at i € R with support in |x| < £/2, we may take

§—& 1 e
Pe(tq) = /0 8, (0—rug)dr, ne(£)=agf§(£—5s2—§). (29)

By Lemma 2.1, since pe(ua)né(% |ua|2) =0,

o 1 1

[Taps(m,) / E, 12 (8 (Lone (L{)1x,~a) dr} = [ps<ua>u;g(5|u|2>ng <5|ua|2)} =0. (30)

0 B B

LetdL“ = 1x,—,dt. By the continuity1 of s > Ealg(l‘r(%ﬂ)) and the definition of 7,

o o
lim Ea,lf g(Lt)ne(L?)lX,=a dt = lim Ea,l[ g(Lr(L”))ne(La)dLa
e—0 0 =0 0

o
=€1in% Ea,e(g(Lr()ne(y) dy Z]Ea,eg(L,(%Sz)), (€29)
—0Jo

uniformly in € with £, < 152, Since T, e () = 850e (Ua) — Sgur (O—(s—e)ita), taking the limit & — 0 in (30) yields, by
3D,

(Bt (8L 2 )00 00)] = [By 12 (8O 20800 )] (32)

7(5)

where we have used the invariance of [-]g under 6y, i.e., [FF]g = [0 F]g. To conclude, observe

1 2
(o i (8 (L 2))Bun00)] = [g(5|9su| )6u0<ua>L (33)
since t(%sz)zoing: % O

2.5. Eisenbaum isomorphism theorem

The Eisenbaum isomorphism theorem involves a continuous-time random walk with killing. Thus let X; be a killed
random walk with killing rates &, and let L, be its local times. To be precise, the generator of the joint process (X;, L;);>0
is given by

(Lh)GO=LFGE, 0O —hif(, 0, ie,L'=L—h (34)

ITo see continuity, since g is compactly supported, it suffices to show that for a sufficiently large T', s — E, ¢ g(LT A SZ)AT) is continuous. Since g
2

is Lipschitz, it suffices to show Ea’elLT(%szfzS)AT - LT(%52+5)AT|1 —0asé— 0, -]y the I-norm. Let Jg be the event that a jump occurs in the

interval [%s2 -4, %32 + 8]. Then

Eq,elL 1 =8+ TPq¢(J5) = 07 (5).

t(s2-saT T Lr(%s2+6)/\T
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for f: A x R® — R smooth. We let Eh denote the corresponding (deficient) expectation, i.e., integration with respect

to the density of the killed random walk whlch may have measure less than 1. Note that the killing does not depend on
the initial local times, i.e.,

-3, (LI —p:
EP o (g(Xi, L)) = Eie(g(Xy, Lyye™ Zienhiti =ty (35)
and we can hence write
Eie(g(X,, Le™ Zisalih) = E ((X,, Ly))e™ Zieahits, (36)
Probabilistically, the deficient law can be realised as a Markov process with state space (A U {f}) x RAVY where
T ¢ A is an absorbing ‘cemetery’ state. The walk jumps from i to § with rate /;. The generator acts on functions that are
identically zero at T, and we identify such functions with functions on A x R2. We denote the time of the one and only
jump to T by ¢.

The following theorem is a version of Eisenbaum’s isomorphism [26].

Theorem 2.6. Suppose h # 0. Let (-)g ;, be the expectation of the R" model, and let Elh ¢ be the expectation of the killed
SRW. Let g : RA — R have moderate growth, leta € A, and let s € R. Then

<(9Xué)g(%|95u|2>> _th</ Ehl\e (g(L,)lXt:a)dt> . (37)

ieA B.h

Proof. We apply Lemma 2.1 with

plu) = 0= D) _ 3l (o= 10-ul’)), (38)
FUO=g®e ™01, (39)

While p does not have moderate growth in the sense of our conventions, the very rapid (Gaussian) decay of f is sufficient
for the lemma to hold. We then use that (7 p)(u) = sh p () to obtain

1 1 2
D [Mu) / AP g(Lt)lx,_ae‘“”L'))alt]/S =Z[n(u)u}g<5|u|2>1,~_ae—z<hvul >L
jeA

JEA
1
= [u;g(5|u|2)e—%<”~'9s“)} , (40)
B

_1 2
p@E, 1\u|2(g(Lt)e( h’Lt))=Eii,%|u|2(g(Lt))e 2 (sl “D

by inserting the definition (38). Using (36) to substitute

and by the translation invariance of [-1g, i.e., [6; F']g = [F]g, we can rewrite (40) as
h — L, u? _ 1 1 2\ L u?
s Zh |:</ Ej,%|gsu|2(g(l‘t)lxt:a)dt)e 5 (h,|u| )] = |:(95ua)g<§|9su| )e 7 (h,|ul )i| ) (42)
JjeA B B
This can be re-written in terms of [-]g ; as
1
h 1 2
s hj [/ Ej,%wsulz(g(u)lx,:a)dz] = [(esua)g(5|esu| )} , 3)
JjeA B, B.h

and normalising gives (37). ([

We will now derive the usual formulation of the Eisenbaum isomorphism as a corollary. For notational simplicity,
suppose n = 1, and let u; = u . Writing the translations explicitly, Theorem 2.6 yields, for s = (s,s,...,s5) € RA,



The geometry of random walk isomorphism theorems 417

§ #0,
Ug + S 1 00
< ; g<5|u+SI2>> =Zhi<E?l|u+s2/ g(Ll)IX,:adt>
' Pl iea ¢ 0 B.h
M L
:Zhi<Ei/ g(—lu+s|2+L,>1X,=ag—Z,~e,\h/Lf dt>
: 0 2 s
ieA ,
o 1 o
ZZhI<Eaf g(_lu+s|2+Lt>1Xl=ig_Zj€Ahth] d[> , (44)
: 0 2 s
ieA ,

where in the last line we have used the reversibility of the killed random walk. Bringing the sum inside the Gaussian
expectation, we recognise the conditional density that X jumps from i to § at time ¢, proving the following corollary.
Recall ¢ is the time of the jump to the cemetery state.

Corollary 2.7. Suppose h # 0. Let (-) g 5, be the expectation of the R" model, and let ]Elh ¢ be the expectation of the killed
SRW. Suppose g :RA — R has moderate growth,a € A,and s = (s,s,...,S) € RA with s # 0. Then

<”“+Sg(l|u+s|2)> =<E’;<g<l|u+s|2+L;>>> . (45)
s 2 B.h 2 B.h

3. Isomorphism theorems for hyperbolic geometry

In this section we describe spin models with hyperbolic symmetry, the associated vertex-reinforced jump processes, and
isomorphism theorems that link these objects. The proofs follow closely those of Section 2, but with the translation
symmetry of R” replaced by the boost symmetry of H".

3.1. The vertex-reinforced jump process

The vertex-reinforced jump process (VRIP) X, with initial local time Lg € (0, 00)™ and initial vertex v € A is the process
X; with Xo = v and jump rates

Py ro[Xevar = j | Xy)y<r, X =i] = Bij L dt, (46)

where the local times L; of X, are defined as in (6). Note that (1) with € = 1 is the special case of (46) in which Ly =1.
The construction of a VRIP with given initial local times is straightforward, see [18, Section 2]. Our assumption that the
graph induced by the edge weights S is connected implies that L] — oo as t — oo in probability for all j and all sets of
initial local times, see [18, Lemma 1].

As in Section 2, it will be helpful to view X, as the marginal of the process (X;, L,) that includes the local times L;.
For convenience we will also call this joint process a VRJP. Unlike X;, the joint process (X;, L;) is a Markov process.
The generator £ of the joint process acts on smooth functions g : A x R* — R by

ag(i, £)

(L)) =Y Bijti(8(. 0 = 8. D) + =7

JjeA

(47)

We note that g; (i, £) = E; gg(X;, L;) is smooth in £ for any ¢ > 0 if g is smooth. This can be seen, for example, from the
explicit construction of the VRIJP in [18, Section 2].

3.2. Hyperbolic symmetry

The VRIP will be seen to be closely related with hyperbolic symmetry, i.e., the Lorentz group O(xn, 1). In this subsection
we discuss the relevant aspects of this group and its action on Minkowski and hyperbolic space.
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R

R"

Fig. 1. Minkowski space R"!. The shaded area is the causal future and the hyperboloid is H".

Minkowski space. Minkowski space R™! is the vector space R"T! equipped with the indefinite Minkowski inner product
n
Uy Uy = —u(l)ug + Zu‘f’ug, (48)
a=1

where each u; = (u?, uil, coul) € R™!. The points u € R™! with u - u < 0 are called fime-like. The set of time-like

vectors with u® > 0 is called the causal future; schematically this is the shaded area in Figure 1. In what follows, for
u € R™! it will be notationally convenient to write z = u® and x = u!.

The group preserving the quadratic form u - u given by (48) is the Lorentz group O(n, 1). The restricted Lorentz
group SOV (n, 1) is the subgroup of T € O(n, 1) with detT =1 and Typ > 0. SOT(n, 1) preserves the causal future,
see Figure 1. The elements of SO (n, 1) can be written as compositions of rotations and boosts. We briefly review
the aspects of these transformations needed for what follows. Rotations act on the coordinates ul, o u” exactly as in

Euclidean space, while a boost 65 by s € R in the xz-plane acts by
@,z = x sinhs + zcoshs, Osx = x coshs + zsinhs, Ou® =u® (@=2,...,n), (49)

and similarly for boosts in other planes. From (49) it follows that the infinitesimal generator 7' of boosts in the xz-plane
is the linear differential operator satisfying

Tz=x, Tx =z, Tu®* =0 (¢=2,...,n), (50)
i.e.,
=zt 4y 1)
=7— +x—.
Zax 9z

Hyperbolic space. 'When given the metric induced by the Minkowski inner product, the set
H'={ueR" u-u=-1,2>0} (52)

is a model for n-dimensional hyperbolic space. Note that (52) implies z > 1. For u, v € H", —u - v = cosh(d (u, v)), where
d(u, v) is the geodesic distance from u to v. In particular, —u - v > 1. For details on why this is indeed hyperbolic space
see, e.g. [15].

H" is the orbit under SO (n, 1) of the point ug = (1,0, ..., 0), and the stabiliser of uq is the subgroup SO (n). Thus
H" can be identified with SO* (n, 1)/S O (n). It is parameterised by (u!, ..., u") € R":

B = {u e R (). u") €R" 2= /1 + () + - (un)?). (53)

In these coordinates, the SO (n, 1)-invariant Haar measure on H" can be written as

du'---du"
du="""00 =1 @) e () (54)
z(u)
Note that the Lorentz boost (49) maps H" to H", and that in the parameterization of H" by (u!, ..., u"), the infinites-

imal Lorentz boost in the xz-plane is given by

0
T=z7—. 55
“ox (55)
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This is because T satisfies the defining equations (50): Tz = x, Tx = z, and Tu® = 0 for « > 2. In the last calculation we
have used the definition (53) of z(«). The invariance of the measure du under Lorentz boosts implies that for differentiable
f :H" — R with sufficient decay,

/ T du=0. (56)

3.3. Hyperbolic sigma model

Hyperbolic spin models are analogues of the Gaussian free field defined in terms of the Minkowski inner product instead
of the Euclidean inner product. While it is possible to define a spin model associated to the entire causal future of
Minkowski space, see Figure 1, for now we restrict ourselves to the sigma model version of this model in which spins are
constrained to lie in H". We will later consider (the supersymmetric version of) a spin model taking values in the causal
future in Section 7.2.

In the H" sigma model there is a spin u#; € H" for each i € A. We again let 8 be a non-negative collection of edge
weights and & > 0 be a collection of non-negative vertex weights. For a spin configuration # we consider the energy

1 1
Hpw) =2, —Agw) =2 3 Bijwi —uj)®,  Hgp(@)=Hp@) + (h,z = 1), (57)
i,jeA

analogous to (9), except that the inner product in (u; — u j)2 = (u; —uj) - (u; —u;) is now given by the Minkowski inner
product. The mass term has also been replaced by the term (k, z — 1) since z; > 1 for all i.
Note that Hg(u) is invariant under the diagonal action of § O™ (n, 1), analogous to the invariance of (9) by the Eu-

clidean group. Moreover, since u; - u; = —1, we have (u; — uj)2 = —2 —2u; - uj, we can thus rewrite Hg(u) in terms of
i=®',...,u") eR" as
1 n
Hﬂ(u)z_i Z ﬂ,’j(Zu?u?—ZiZj—l-l), (58)
i,jeA a=1

where we recall that z; = z; (it;) is given by (53). Define an unnormalised expectation [-]g ; on functions F : H'A R
by

dii;
O | (L) (59)
ieA <t

[F]ﬂ,hE/ F(u)e_Hﬁ’h(”)duzf
HnA

RrA

where du is the A-fold product of the invariant measure on H". In the second equality we have written this integral using
the parametrization by R" in (54). When h =0 we set [-1g = [-1g 1.
The H"-model is the probability measure on H"" defined by the normalised expectation

1
(F)gh=—-—LFlg.n: Zgn=I[1gn- (60)
Zg
Note that for (60) to be well-defined we must have Zg ; < co. This is the case if and only if 4; > O for some i due to the
invariance of Hg(u) under the non-compact boost symmetry of H".

Remark 3.1. This model was studied in [49] as a toy model for some aspects of random band matrices. See Remark 5.8
below for further details on this connection.

3.4. Fundamental integration by parts identity

The statement of the following lemma is formally identical to that of Lemma 2.1. However, the objects in its statement
are now hyperbolic versions: £ is the generator of the VRIP, [-]4 is the unnormalised expectation from (59), T; is the

infinitesimal Lorentz boost in the xz-plane in the jth coordinate specified by (50), and %|u |2 is replaced by z.

Lemma 3.2. Let [-]g be the unnormalised expectation of the H" model, and let E; 4 be the expectation of the VRIP. Let
f: A xRN = R be a smooth function with rapid decay, and let p : H'™ — R be smooth with moderate growth. Then:

=[x Lr (], =D [(Tip@) [ )] 1)

jeA JjeA
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In particular, the following integrated version holds for all f : A x R — R with rapid decay:
o
S lpx;fG.ol,= [(ij(u) / Ej:(f (X, L) dr] . (62)
jeA jeA 0 B

Proof. The proof is again by integration by parts and closely follows that of Lemma 2.1. Indeed, using that [-]g has
density e~ ¢ with respect to the Lorentz invariant measure on H"?, the identity (56) implies that for fi, f> : H** — R
smooth and with sufficient decay,

[(Tif0) 2] g = [A(T7 12) ] (63)
where
T f(w) = =T; f () + (T; Hg (w)) f (w). (64)
Using (58) and (50) yields
TiHg(u) = —% Z BjiTi (xjxr — zjzk) = Zﬁij(xiZj —X;zi) (65)
jikeA jeA

and hence, using (50) and the chain rule to compute T; f,

x df (z)
—TFF @)= D Bz =iz ) f @)+ xi = (66)
JeEA
Applying (66) to each function f (i, z) and summing over i yields
* poi : . af (i, 2) :
=2 TG =) x| YAz (FU D~ f@0) + =5 ) =D a6 D) (67)
ieA ieA JjeEA ieA

by the formula (47) for £. The remainder of the proof follows the proof of Lemma 2.1. ]

3.5. Hyperbolic isomorphism theorems

The following theorems are analogues of the BFS—Dynkin, Ray—Knight, and Eisenbaum isomorphism theorems. Their
proofs are analogous to those in Section 2, using Lemma 3.2 in place of Lemma 2.1, and using hyperbolic versions of p
and f. We begin with the hyperbolic version of the BFS-Dynkin isomorphism, i.e., Theorem 2.3. It first appeared in [5]
and was proven there using horospherical coordinates. Here we give a more intrinsic proof that avoids horospherical
coordinates.

Theorem 3.3. Let [-1g be the unnormalised expectation of the H" model, and let IE; 4 be the expectation of the VRJP. Let
g : R — R have rapid decay, and let a, b € A. Then

[xaxp8(2)] 5 = |:Za/0 Ea,z(g(Lt)IX,=b)dti| . (68)
B

Proof. Apply Lemma 3.2 with p(u) = x4, f(j,£) =g({)1j—p, and use Tjp(u) =1;—4z;. U

The next theorem is a hyperbolic version of the Ray—Knight isomorphism, i.e., Theorem 2.5. Recall the definition of
a boost 0 by s € R in the xz-plane from (49). In what follows we let 6; act diagonally on u € H"*, and we write 6,z to
denote the first component of ;1. We also write [ f'8,,(us)]g for the expectation of the spin model in which the spin u,
is fixed at ug € H".

Theorem 3.4. Let [-1g be the unnormalised expectation of the H" model, and let I; 4 be the expectation of the VRJP. Let
g : RA — R be a smooth compactly supported function, let a € A, and let s € R. Then

[g (052)du, (ua)]ﬂ = [Ea,zg(Lt(coshs))(Suo (”a)]ﬁ ) (69)

where t(y) =inf{t | L > y}and up= (1,0, ...,0) € H".
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Proof. Since the identity is trivial if s = 0, assume s # 0. We begin by applying Lemma 3.2 with p.(u) = pe(ug),
f(, 0 =g@)ne(y)lj—,, with the functions pe : H" — R and 5 : R — R chosen such that 7, p. and 5. are smooth
compactly supported approximations to 8, (tq) — 8g,u,(4a) and Scoshs(€q) subject to pe(ug)ne(zqa) = 0 for all u, €
H". Since s # 0, these conditions can be shown to be satisfiable by explicit construction. Exactly as in the proof of
Theorem 2.5 this yields

[Tapg(uu)/o Ea,z(g(Lt)ne(L?)lX,=a)dt:| =0, (70)
B

i.e.,

|:89s8u0,8(u0)/0 Ea,z(g(Lt)ne(L?)lX,:a)dtj| = I:(Suo,s(uO)/(; Ea,z(g(Lt)ne(L?)lX,:a)dt] . 1)
B B

Asin (31), by the continuity2 of s = Eq 08 (L (coshs)) and the definition of 7.,

00 00
Glin'(l)Ea,I/ g(Lt)rle(L?)lX,=a dt =€lin(1) Ea,((g(Lt(y))ne(V)dV =g 8L+ (coshs))s (72)
- 0 —-VJo

uniformly in £ with £, < coshs.

To conclude, we use (72) to take € — 0 in (71). More precisely, we use that g, concentrates the u, integral at
Zq = coshs on the left-hand side, and hence the time integral at # = 0. By the boost invariance of [-]g, this term produces
the left-hand side of (69):

[30“40 (Ma)Ea,z (g(Lt(coshs)))]ﬂ = [auo (ua)]Ea,Gsz (g(Lt(coshs)))]ﬂ = [8u0 (Ma)g(Qsz)]ﬁ. (73)

Again by (72), the §,,, on the right-hand side of (71) concentrates the time integral at 7 (coshs), which gives the right-hand
side of (69). O

Finally, we prove a hyperbolic version of the Eisenbaum isomorphism theorem, i.e., Theorem 2.6. This concerns a
killed VRJP. The generator of this killed process (X;, L;);>0 acts on smooth functions f : A x RA > Ras

(L"f)G, O =LfG,8) —hif(,0), ie,L'=L—h, (74)

where £ is now the generator of the VRJIP and 4; are the killing rates. We let Eh denote the corresponding deficient
expectation. As for the SRW, the killing does not depend on the initial local times, i. e

-y (LI _p.
El'(¢(Xe, L) = Eie(g (X, Le™ Zueaiti=ti), (75)
and we can thus write
-y, (LI — -3, S i— _ _
Eio(g(X,, Lie™ ZienMi =Dy = P (g(X,, Lp))e™ ZisahiG=D =B (g(X,, Ly))e™ 47D, (76)

Theorem 3.5. Let (-)g 1, be the expectation of the H" model, and let Efl ¢ be the expectation of the killed VRJP with h # 0.
Let g: A x R® — R be of moderate growth, and let s € R. Then

Y (Bsxi)g i, 652)), Zh<<9x, xi) / ,ezg<XnLr>)df> : 77

ieA ieA B.h

Proof. Analogously to the proof of Theorem 2.6, we apply Lemma 3.2 with

p(a) = ehi=0m2) = i) (p=(h-z=D (78)

FGO=g@e "D, (79)

2Continuity can be proven by an argument similar to the one we gave for simple random walk near (31): after restricting to times at most 7 using
compact support, the claim follow from the fact that P(Js) = O7 (§) since the jump rates up to time 7 are bounded by O(T).
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and use that (T;p)(w) = h;(x; —60_sx;)p(u) to obtain
o0
Zhj[(x,, —0_xj)p(u) / E/,z(g(Lt)lx,:ae—“"Lt—“)dr}
JjeA 0 B

=Y [p@xjg@)1j=ge” " V], = [xig@)e” "0V . (80)
JjeA

Using (76) to substitute
PE; - (g(L)lx,—ge” "H V) =L (e(L)1x,20)e” "D, (81)

and the boost invariance of the spin expectation [6;-]g = [-]g, we can rewrite (80) as

o
> hy [(HSXJ' —xj) / B 4.2 (8(L)1x,=a) dt} =[(6sx2)80:2)] 4 - (82)
jeh 0 B.h
where we have absorbed the magnetic terms e~ 2~ into the measures. Normalising gives (77). (]

4. Isomorphism theorems for spherical geometry
In this section we describe analogues of the theorems of Sections 2 and 3 for spherical geometry.
4.1. The vertex-diminished jump process

The vertex-diminished jump process (VDIP) (X;, L;) with initial conditions (v, Lg) € A x (0, 114 is the Markov process
with conditional jump rates

Po.ro[Xevar = j | (Xy)y<t, X =i] = BijL] dt (83)

that is stopped at the time ¢ = inf{s | exists j € A s.t. Lg < 0}. Here L; is the collection of local times of X; defined by
. . t
Ll{ = L(]) —/ IXs=j dS, (84)
0

and Lé > 0 is the initial local time at j. It is straightforward to see that (X;, L,) is well-defined up to ¢ by a step-by-step
construction as is done for the VRJP in [18]. Note that (1) with € = —1 describes the VDJP with Ly = 1.
The generator £ of the VDJP acts on smooth functions g : A x (0, 1]* — R by

g (i, 0)
;-

(LG, &) =Y Bijt; (80, ) — 8(i, ) — (85)

JEA
We write P; 1, and I; 1, for the law and expectation of the VDJP with initial condition (i, Lo).

4.2. Rotational symmetry

We consider the space R"*! equipped with the Euclidean inner product u - v = u%v° + - - - 4 u”v", which is preserved by
the orthogonal group O (n + 1). In the next section we will define an unnormalised expectation exactly as in Section 2,
but we will investigate the consequences of rotational symmetries instead of translational symmetries.

4.3. The hemispherical spin model S',

4.3.1. Hemispherical space

In this section we discuss a spin system that takes values in S, the open upper hemisphere of the sphere S” ¢ R"*!.

See Figure 2. For notational convenience we write u = (uo, ...,u)e R+ and let z = P, and we will also often write
1

x=u'. Then

St ={ueR"™ |u-u=1,z>0}, (86)
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R

R”

Fig. 2. The upper half-plane in Euclidean space R"*" (shaded) and the upper hemisphere S’} .

where the inner product is Euclidean. S’} is parametrised by the open unit ball in R", i.e., by
B ={(u',...,u") eR" | (') + -+ (")’ < 1}. (87)

4.3.2. Symmetries
In the flat and hyperbolic settings we considered the Euclidean group O(n) x R" and the restricted Lorentz group
SO™T(n,1). Unlike in these settings, the orthogonal group O(n 4 1) does not preserve the hemisphere. Our results,
however, were based on the infinitesimal symmetries of flat and hyperbolic space, and the hemisphere still possesses
useful infinitesimal symmetries. This section briefly explains this; the key identity is (91).

The infinitesimal symmetries of the hemisphere form a representation of the Lie algebra so(n 4 1), see Appendix B.3.
The associated invariant measure du on S'| can be written in coordinates as

du' - du” 2 2
du= ——, zuz\/l—ul — = (u")". 88
pron () (u') (u") (88)
This is the invariant measure on the full sphere restricted to S, . We let 6 denote a rotation by s € R in the xz-plane. Note
that in the coordinates (x, u, ..., u™) the infinitesimal generator of rotations in the xz-plane is
a
T=z—, (89)
ax

which acts on the coordinate functions as
Tz =—x, Tx =z, Tu*=0 (@a=2,...,n). (90)

A consequence of 7 being an infinitesimal symmetry of the hemisphere is that for compactly supported smooth
f:8 =R,

/ Tfdu=0, o1
s}

an identity which is also easily proven by rewriting the integral as an integral over S” and using the rotational invariance
of the full sphere.

4.3.3. The S| model
By a by now familiar abuse of notation, we write S’j_A in place of (S’j_)A. Define, for u € S:‘LA,

1
Hg(u) = 5(u,—Aﬂu), Hg p(u)= Hg(u) + (h,1—2z), 92)

where as before 8 and h are collections of non-negative edge and vertex weights, respectively. For F : Sf‘FA — R define
the unnormalised expectation

dul-..du
F —Hg j(u) i i
Fwe [ 93)

[Flp.n = / F(w)e™ 00 du = /
SnA

+ B ieA
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where du = [[; ., du;, and each du; is a copy of the invariant measure on ' . The S| model is the probability measure
defined by the normalised expectation

_ [Flgn

(Flgn= , Zgn=1lgn. 94
Z/g,h

Unlike the GFF and H"-model, the S, model is well-defined if & = 0, and we will omit the subscripts % to indicate h = 0.

Remark 4.1. The spherical O (n) models are obtained by removing the restriction that spins lie in the upper hemisphere
in (93). See Remark 4.3 below.

4.4. Isomorphism theorems

The following isomorphism theorems are analogues of those in Section 2 and 3. We again start with a fundamental
integration by parts identity, with the change that now L is the generator of the VDJP, [-]4 is the unnormalised expectation
of (93), and T} is the infinitesimal rotation in the xz-plane in the jth coordinate specified by (89).

Lemma 4.2. Let [-1g be the unnormalised expectation of the S, model, and let E; ¢ be the expectation of the VDJP. Let
f: A x(0,11* = R be a smooth compactly supported function and let p : SiA — R be smooth. Then:

=Y [px;Lf (], =D [(Tip@) f (. 2], 93)

JjeA JjeA

In particular, the following integrated version holds for compactly supported f : A x (0, 11* — R:

Z[p(u)x,-f(j,m]ﬁ:Z[mp)(u) fo Ej,z(f(Xt,Lt))df] . (96)

jeA jeA B

Proof. By (91) we can integrate by parts. The proof is almost identical to that of Lemma 3.2, the only differences being
H"A is replaced S, and T; = z; % is the infinitesimal generator of a rotation in the xz-plane at i instead of a Lorentz
boost. This introduces a sign, i.e.,

af (z)

T; f(z) = —xi 3t

; o7

where the hyperbolic model had a factor of +1 in (66), producing the VDJP generator instead of the VRJIP generator. The
remainder of the proof is essentially unchanged. (|

Remark 4.3. Analytically, (95) holds for the spherical O (n) model, although it is no longer obvious how to interpret
L as the generator of a Markov process since ‘jump rates’ become negative. In particular, it is unclear how to obtain a
formula like (96). A probabilistic interpretation of £ for the O (n) model, without restricting to the hemisphere, would be
very interesting.

The hemispherical BFS—-Dynkin isomorphism theorem for the VDIP is as follows:

Theorem 4.4. Let [-1g be the unnormalised expectation of the S model, and let E; 4 be the expectation of the VDIP.
Suppose g : (0, 11% — R is compactly supported. Then for a, b € A,

[xarp2(2)] 5 = [za / Ea,z(g@t)lx,:b)dt} : 98)
0 B

Proof. Apply Lemma 4.2 with p(u) = x4, f(j, ) =g)1—p,and use Tjpu) =1;—_4z;. O

The fact that finite symmetries do not preserve the hemisphere leads to slightly different formulations of the Eisenbaum
and Ray-Knight isomorphism theorems as compared to the GFF and H" models. We let [F(u)d,,(u,)]g denote the
unnormalised expectation for the spin model in which the spin at u,, is fixed to be ug € '} .
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Theorem 4.5. Let [-]g be the unnormalised expectation of the S model, and let ; ¢ be the expectation of the VDJP. Let
g: (0, 11" = R be a smooth compactly supported function, let a € A, and let s € (=%, %). Then

[]Ea,z (g(L‘[(coss)) 1{r(coss)<§})8uo (ua)]/g = [8(1)59“40 (ua)]/y 99)
where T(y) =inf{t | L} <y}andug=(1,0,...,0) €S

Proof. The proof is analogous to the proof of Theorem 2.5. Since the identity is trivial if s = 0, assume s # 0. We begin by
applying Lemma 4.2 with p () = p, (1s), f(j, £) = g(€)ne (€)1 j—4, with the functions p¢ : S — Rand n.: (0,1] - R
chosen such that 7, p and 1 are smooth compactly supported approximations to 8,,(#q) — 86,u, (a) and 8¢oss (€4) subject
to pe (Ug)Ne(z4) =0 forall u, € Sﬁ. Since s # 0, these conditions can be shown to be satisfiable by explicit construction.
Exactly as in the proof of Theorem 2.5 this yields

[Taps(”a)A Ea,z(g(Lt)na(L?)lx,:a)dt] =0. (100)
B

To conclude, we use that f5u has z-coordinate cos s, so the term with g, (,) concentrates the u, integral at z, = coss,
and hence the time integral at ¢ = 0. This gives the right-hand side of (69). The term with §,,(u,) concentrates the time
integral at 7(coss) and gives the left-hand side of (69) as the integrand is non-zero only if 7(coss) < ¢. O

The hemispherical Eisenbaum isomorphism theorem concerns a killed VDJP. The generator of this killed process
(Xt, Lt)s>0 acts on smooth compactly supported f : A x (0, 11* >R by

(Lh )G O =L, 0O —hif(, 0, ie,L'=L—h, (101)

where L is the generator of the VDJP and /4; > 0 are the killing rates. We let Elh ¢ denote the corresponding deficient
expectation. As for the SRW, the killing does not depend on the initial local times, i.e.,

-3 01
E?,( (g(Xt, Lt)) = Ei,( (g(Xt’ Lt)e Z_/EA hjt;—L; )) (102)
Notice that the sign in the killing term e~ Ljenhi€i=L) s reversed: this because the local times of the VDJP are decreas-
ing rather than increasing by (84). We can rewrite (102) as

Er.e(g(Xe, Loe ZienMi0=E0)) — Bl (g(X,, Lo))e Zien hi0=00, (103)

Theorem 4.6. Let [-1g be the unnormalised expectation of the S'\ model, and let ; ¢ be the expectation of the killed
VDJP. Suppose that g : (0, 11* — R is compactly supported, and s € (=%, %). Then

[xag(z)e” 170=3)] 5= > h [(x,- —0_sxi) / - E! (s(X:, Ly) dte(h’l_OSZ)] . (104)
ieA 0 B
Proof. We apply Lemma 4.2 with
p(u) = eM0-s770 = o(h.1-2) (e—(h,l—(kxz))’ (105)
FGO=g@e ™10, (106)

and use that (T;p)(w) = hj(x; —6_sxj)p () to obtain

Z hj |:(x]~ - Q_SXJ')'O(”)./O ]Ej,z(g(Lt)1X,:a€_(h’1_L’)) dti| = Z[p(u)ng(z)1j:ae_(h*1_1)]ﬂ

jeA B jea
= [xag(z)e” " 170=9)] 5 (107)
Using (103) to substitute
p@E; - (§(L)1x,—ge” W 17E0) =1 (g(L)1x,=g)e 102 (108)

on the left hand side of (107) gives the desired result. U



426 R. Bauerschmidt, T. Helmuth and A. Swan
5. Isomorphism theorems for supersymmetric spin models

In this section we introduce the supersymmetric R??, H?%, and Silz spin models and derive isomorphism theorems that
relate them to the SRW, the VRIP, and the VDJP. Readers who are not familiar with the mathematics of supersymmetry
may consult Appendix A, which contains an introduction to supersymmetry as used in this article, before reading this
section.

5.1. Supersymmetric Gaussian free field

5.1.1. Super-Euclidean space and the SUSY GFF

The supersymmetric Gaussian free field (SUSY GFF or R?? model) is defined in terms of the algebra of observables
QA (R2M) = QAKR2IAL, see Appendix A. This algebra replaces the algebra of observables C°(R") of the usual
n-component Gaussian free field.

Concretely, let (£);ea and (17;);ea be the generators of the Grassmann algebra Q22 let (x;, y;)iea be coordinates for
R?A, and let 224 (R21) be the algebra with coefficients in C*° (R21) generated by (§;)iea and (9;);ca as in Appendix A.
We call elements F of Q24 (R?%) forms, and say that a form is smooth, rapidly decaying, compactly supported, etc., if
all of its coefficient functions have this property.

We think of Q24 (R%%) as the smooth functions on a putative superspace (R212yA though (R212)A has no formal
meaning, i.e., we will only work with the algebra 24 (R?%). There are two ordinary (even) coordinates and two anti-
commuting (odd) coordinates for each element i € A, and by analogy with the familiar representation of a vector u; € R?
in terms of its coordinate functions u; = (x;, y;), we will abuse notation and write u; € R22 to refer to a supervector
u; = (xi, yi, &, ni), i.e., a tuple of of even and odd coordinates. Further, we define the super-Euclidean ‘inner product’ on
R2|2 by

ui-uj=xixj+yiyj —&nj+nikj. (109)

Note that the ‘inner product’ (109) defines a form, and is not an inner product in the standard sense of the term.
Similarly, we write # = (u;);c to denote the collection of the u;, and define (#, —Agu) analogously, i.e., by

(w, —Agu)y =y Bij(xiCxi —x)) +yi(i = y)) — & —nj) +ni & — &) (110)
i€ jeA
:%Z,Bij(ui'ui+uj~uj—u,‘-uj—uj-u,-), (111)
i,jeA

where the second equality is a calculation. The formal rules introduced above imply the last quantity is JT Zi, jeA Bij (i —
u;)?if we interpret u; —u; as (x; —x;, y; — y;, & —&;,m; — ;) and use (109) to compute (u; —u;)* = (u; —u;) - (u; —
uj).

For F € QA (R?"), the normalised Berezin integral is denoted

1
F=—F—+ [ dxdyd,o:F, 112
/(RZIZ)A (ZJT)‘A‘/ X ayoyoe (112)

where 9, 0g is defined by 9y, 9g,, - -+ 9y, 05, dX = dx|p|---dx1, and dy = dyp|---dy; for some fixed ordering of the
i €A fromlto|Al
To define the supersymmetric GFF, suppose & > 0 and let

1 1
Hg(u) = E(u, —Apu), Hp p(u) = Hg(u) + E(h’ ul?), (113)
where |u|?> = (u; - u;)ica, and hence (h, |u|?) = D ica hiui - u;. Both Hg and Hgj are elements of Q2A(R?M). The

superexpectation of the supersymmetric Gaussian free field is the linear map that assigns to each F € Q**(R?A) the
value

[Flg.n E/ Fe Hpn, (114)
(RZ\Z)A

and we write [F']g when h = 0. For k # 0, this superexpectation is indeed normalised; see the paragraph below (121).
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5.1.2. Symmetries
In this section we describe the two aspects of the symmetries of the SUSY GFF that we require. Further details about
these symmetries, which form a Lie superalgebra, can be found in Appendix B.4.

As for the GFF, the infinitesimal generator of translation in the x-direction ati € A is

d
Ii=_—, (115)
ax,‘
and 7; acts on coordinates as
Tixj=1;—j, Tiyj =0, Tin; =0, T:t; =0, i, jeA. (116)

Thus it is analogous to the operators 7; for the ordinary GFF, and it leads to analogous Ward identities, i.e., for forms
F with sufficient decay,

f (T,F) =0. (117)
(R2|2)A

For s € R the finite symmetry associated to ) ", , 7; will be denoted 6, which acts by
Osxi = x;i +5, Osyi = i, Osni =i, Os6i =&, €A (118)

The second symmetry of importance is the supersymmetry generator

Q=) Qi Q=& —+tniz— —xiz—+Vi . (119)

0 0 0 0
= ox; dy; on; 0§&;

which acts on coordinates as

Ox; =&, Qyi =i, Q& = —yi, Oni=xi, i€A. (120)

This supersymmetry generator is responsible for a very powerful Ward identity known as the localisation lemma: for any
smooth function f : RA*A — R with sufficient decay,

/(RW f(wa®) =10, (121)

where uu” denotes the collection of forms (u; - uj)i jen; see Theorem A.8 and Corollary A.10. In particular, the expec-
tation (114) is normalised if & # 0, i.e., [1]g, = 1.

5.1.3. Isomorphism theorems for the SUSY GFF
This section presents isomorphism theorems for the SUSY GFF. The statement of the following fundamental Ward iden-
tity is formally identical to that of Lemma 2.1, but now the expectation [-]g is that of a SUSY GFF.

Lemma 5.1. Let [-]g be the superexpectation of the R model, and let E; 4 be the expectation of the SRW. Let f :
A x RY — R be a smooth function with rapid decay, and let p € Q** (R**) have moderate growth. Then:

o1 B
_§[0(u)xj£f(1, §|u|2>L :;\[(ij)(u)fo, §|u|2>L' .

In particular, the following integrated version holds for all smooth f : A x R® — R with rapid decay:

L *
Z[p(u)xjf(j, Slul )} = Z[(Tj,o)(u)/ E; 1p (X, L»)dr} . (123)
jeA B jea 0 B
Proof. Starting from (117), the proof is identical to that of Lemma 2.1. d

As a consequence, we obtain the same isomorphism theorems for the supersymmetric GFF as for the non-
supersymmetric one. However, for the supersymmetric model, we may in addition use localisation to greatly simplify
the left-hand side of (123) when T o () is supersymmetric.
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Theorem 5.2. Let [-]1g be the superexpectation of the R?? model, and let E; ¢ be the expectation of the SRW. Let g :
RA — R be a smooth function with rapid decay, and let a, b € A. Then

l oo
[xaxz;g<5|u|2>L=/0 Eq0(g(L)1x,=p)dt. (124)

Proof. Apply Lemma 5.1 with p(u) = x4, f(j,€) = g()1;—p, and note Tjp(u) = 1;—,. Thus the integrand on the
right-hand side of (123) is a function of |u|?, and hence is supersymmetric. By applying localisation, i.e., (121), we
conclude

[/ E, 1|u|z(lxt—bg(Lz))dt} =/ Ea.0(1x,=68(Ly)) dt.
o "2 g Jo U

Remark 5.3. Theorem 5.2 has its origins in physics [33,34,37,41]. A formulation similar to the one presented here was
given in [14], see also [32].

The Ray—Knight isomorphism theorem applies to spin models in which the spin at vertex a is fixed; in the supersym-
metric version the constraint is u, = (0, 0, 0, 0). We write the corresponding unnormalised expectation of an observable
F as

[Féuy(ua)] s (125)

Theorem 5.4. Let [-]1g be the superexpectation of the R?? model, and let E; ¢ be the expectation of the SRW. Let g :
RA — R be smooth and compactly supported, let a € A, and let s € R. Then

1
[g(zwsuﬁ)suo(ua)} =Ea08(L, ). (126)
B 2

where t(y) =inf{r | L, >y} and ug = (0,0, 0, 0).

Proof. The proof is by applying Lemma 5.1 with p(u) = p:(ua), f(j, £) = g(€)n:(£a)1 =4, and the form p, € Q2(R?)

and function 7, : R — R chosen such that 7, 0, and n, are smooth compactly supported approximations to 8,,(us) —

8ug(0—suq) and 81 » subject to pg (ua)ng(% lug |2) = 0. We refer to Appendix B.5 for smooth approximations to 8, (us).
2

An argument identical to the one in the proof of Theorem 2.5 shows

|: uo.e (0—(s— a)ua)/ Lup? g(Lt)ns( )1X,:a)dt:|
B

= |: uo, s(ua)/ a, |u|2 g(Lt)rle( ;a)lX,=a)dti|ﬂ- (127)

By choosing 8, (#4) to be supersymmetric, i.e., Q8,,, = 0, the integrand on the right-hand side is a product of super-
symmetric forms and is therefore supersymmetric. Applying supersymmetric localisation (i.e., (121)) hence shows

|:8u0,8(9—(s—a)ua)/(; Ea’%|u|2(g(Lz)ns(L?)1X,:a)dtj| 2/0 Ea,O(g(Lt)na(L?)lX,:a)dt' (128)
B

Applying a global translation 6;_, on the left-hand side and then taking ¢ — 0 as in the proof of Theorem 2.5 gives the
desired result

1
[g(iwsuﬁ)auo(ua)]ﬂ =Ea08(L 2. -

The preceding two theorems are analogues of the BFS—Dynkin and Ray—Knight isomorphisms for the SUSY GFF.
While calculations analogous to those leading to the Eisenbaum isomorphism can be carried out for the SUSY GFF, it is
not possible to apply localisation, because the form %|95u|2 that arises (recall (37)) is not supersymmetric.
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5.2. SUSY hyperbolic model H*?

In this section we introduce the supersymmetric analogue of the H? model, and then obtain the associated isomorphism
theorems.

5.2.1. Super-Minkowski space R3? and the super-Minkowski model

Let (&, ni)iea be the generators of the Grassmann algebra 22, The algebra of observables 22 (R3*) is the algebra
generated by (&, n;)iea With coefficients in C C>O(IERM). Choosing orthonormal coordinates (z;, X;, yi)ica for R34 a
supervector u; € R3Z is a tuple of even and odd coordinates u; = (z;, x;, i, &, n;), and we say that R32 is a super-
Minkowski space when equipped with the ‘inner product’

ui-uj=—zizj +xixj +yiyj —&nj +ni§j. (129)

We have written ‘inner product’ to emphasise that u; - u; is a form, and hence this is not an inner product in the standard
sense of the term.

5.2.2. H?? sigma model
To define a supersymmetric analogue of H?, define the even form

z:z(x,y,g,r/)z\/1+x2+y2—2§n:\/1+x2+y2—57’7. (130)
VI+x2+y?
Using the definition (129), a short calculation shows that u; - u; = —1, just as for HZ2. The algebra of forms

Q2(H?) is the algebra over C°(H?) generated by two Grassmann generators £ and 7. In coordinates, we have
Fu)=F(z,x,y,&,n) = F(\/l +x24y2 —2&n,x,v,&, 1), and hence every form F € Qz(Hz) can be identified with
a form in ©2?(R?). Using this correspondence we define the Berezin integral for F € Q?(H?) as

1 1 1
/ FE/ -F= —/dxdyaga,,—F, (131)
H212 R22 Z 2 Z
where on the right-hand side we are viewing F as a form in 2(R?). Similarly,
/ F / ! F ! /d dyoy,o ! F (132)
= = X y
(E22)A @ [lieazi @O Y Moen

where we note there is no ambiguity in the product of the z; as they are even forms.
Define, for h > 0,

1
Hg(u) = E(U,—Aﬁu), Hg p(w) = Hg(u)+ (h,z — 1), (133)
where

1 1
(, —Apu) =5 > Bijui i ujuj—ui-uj—uj-ui) =7 D Bij (=2 —2ui -uy),
i,jeA i.jeA

(134)
(h.z—1)=) hi(zi — 1),
ieA
and each u; - u; is defined as in (129). The equality in the first line holds because u; - u; = —1. We define the H22 model
superexpectation for F € Q> (H?A) by
[Flg.n E/ Fe Hpn, (135)
(HZ\Z)A

and we write [ F']g in the case h = 0. For h # 0, the superexpectation is normalised, i.e., [1]g,, = 1. This is a consequence
of supersymmetry, see (140) below.
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5.2.3. Symmetries
There are two symmetries necessary for what follows, and we introduce them in this section. For a further discussion of
the Lie superalgebra of symmetries associated to the H??> model see Appendix B.4.

The first relevant symmetry is the infinitesimal Lorentz boost in the xz plane at i € A:

T =7z; 9 —
I_Zlaxi_

0
Ji+a2 4y —2en " (136)
8xi
which acts on coordinates as
Tizj=xjli=j, Tixj=zjli=j, T;y; =0, T;§; =0, Tinj =0, i, jeA. (137)

As for the SUSY GFF, this leads to a Ward identity for forms F with rapid decay:
/ (TiF) =0, (138)
(HZ\Z)A

For s € R the finite symmetry associated to ) ;. , 7; will be denoted 6y, and acts as (for j € A)

Oszj = zjcoshs + x; sinhs, 0sxj = xjcoshs + zj sinhs,
o ‘ ‘ ' (139)
Osyj =vj, 05&; =§&;, Osnj =nj.

The second relevant symmetry is the supersymmetry generator 0, which is defined by (119). Note that z; can be
written as z; = /1 + |it; |2, where ii; = (x;, yi, &, 1) € R22. Thus, z; is supersymmetric, i.e., Qz; = 0. This implies
the same localisation Ward identity applies for H2? as for R??, i.e., for smooth functions f : R* x RA*A — R with
sufficient decay,

/ f(z.aa") = £(1,0), (140)
(HZ\Z)A

where 0 is the matrix indexed by A with all entries 0, and we have written i’ to denote the set of forms (@i - Uj)i jen-

5.2.4. Isomorphism theorems for the H*? model
Let E; ¢ denote the expectation for a VRIJP started from initial conditions (i, £). We begin with the SUSY analogue of
Lemma 3.2.

Lemma 5.5. Let [-]g be the superexpectation of the H22 model, and let E; 4 be the expectation of the VRIP. Let f :
A x RY — R be a smooth function with rapid decay, and let p € Q** (H**) have moderate growth. Then:

=Y [p@x;iLrG ], =D [(Tip@) [, )] (141)

JEA JEA

In particular, the following integrated version holds for all smooth f : A x R® — R with rapid decay:

o0
Y [px; f(. 2]y = Z[(T,-p)(u) / E;:(f(X:i. L) dr] . (142)
jeA jeA 0 B
Proof. The proof is identical to that of Lemma 3.2. |

The SUSY analogue of Theorem 3.3 is the following.

Theorem 5.6. Let [-1g be the superexpectation of the H2? model, and let E; 4 be the expectation of the VRJP. Let
g: A x RN = R be a smooth function with rapid decay, and let a, b € A. Then

[anbg(Z)]ﬂ =/0 Eq1(g(Lo)1x,=p)dt. (143)
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Proof. Apply Lemma 5.5 with p(u) = x, and f(j,€) = g({)1;—p. Thus T;p(u) = 1;—,z,. By applying localisation,
i.e., (140), we obtain

[xaxbg<z)]ﬁ=[za | Ea,z(g@t)lx,:b)dr} — [ Barle@tn ). -
0 0

B

Theorem 5.7. Let [-1g be the superexpectation of the H2% model, and let E; ¢ be the expectation of the VRJP. Let
g : RA — R be a smooth compactly supported function, let a € A, and let s € R. Then

[g(QsZ)Suo(Ma)]ﬂ Z]Ea,lg(Lr(coshs))s (144)
where T(y) =inf{t | L >y} and uy = (1,0, 0, 0, 0).

Proof. Applying Lemma 5.5 with p(u) = p:(ua), f(j,€) = g(€)n:(€y)1 =4, and the form p, € Q%(H?) and function
ne : Ry — R chosen such that 7, p, and 7, are smooth compactly supported approximations to 8,,(ua) — 86,u,(14) and
dcoshs subject to p. (14)ns(z4) = 0, an argument identical to the proof of Theorem 3.4 shows

[Suo,a(e(‘ss)”a)/o Ea,z(g(Lt)na(L?)lX,_a)dt:| = |:8M0v8(”11)/0 Ea,z(g(Lt)na(L?)lX,_a)dti| . (145)

B B

As in the proof of Theorem 5.4, 8, - (u4) is chosen to be supersymmetric. The claim follows by applying localisation to
the right-hand side, boosting the left-hand side by 6;_;, and then taking ¢ — 0 as in the proof of Theorem 3.4:

[Ea,zg(Lr(coshs))5u0 (”a)]ﬂ = ]Ea,lg(Lr(coshs))- O

Remark 5.8. The H?? model was introduced in [54]; it serves as a toy model for Efetov’s supersymmetric approach to
studying random band matrices [25]. The connection between random band matrices and hyperbolic symmetry goes back
to Wegner and Schifer [46,53], and Efetov made use of supersymmetry to avoid the use of the replica trick. For further
discussion see [23], and for other uses of supersymmetry in the study of random matrices see, e.g., [20,21,47].

Remark 5.9. Unlike the H" models, the H??> model captures the phenomenology of a localisation/delocalisation transi-
tion [23,48].

5.3. SUSY hemispherical model SiIZ

In this section we introduce the supersymmetric analogue of the Si model, and then obtain the associated isomorphism
theorems.

5.3.1. Integrals over Silz

In this subsection we work with smooth compactly supported forms in 24 (S%3*), which we denote Q24 (S34). Con-
cretely, we will identify such forms with compactly supported forms in Q24 (B?%), where B? is the open unit ball, by
setting

&n
/1 — x2 — y2
By considering B? as a subset of R?, a compactly supported form in Q>4 (B>*) can be trivially extended to a form in

Q24 (R?A), and we may therefore apply the results of Appendix A.
Similarly to the notation introduced in Section 5.2.2, let u; = (z;, x;, yi, &, n;), and let

Zzz(x,y,é,n)z\/l—x2—y2+2§n=\/1—x2—y2~|— (146)

ui-uj=zizj+xixj+yiyj —&nj+nigj, i,jE€A. (147)

With these definitions, u; - u; = 1, just as for Si. We define, for F € Qz(Si),

1 1
F=— | dxdyd:0,—F, 148
/Silz 27_[/ X yénz (148)
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and similarly, for F € QEA (SiA),

1 / 1
F=— [ dxdydd F, (149)
/(S%A @)l S MMienzi

where we note there is no ambiguity in the product of the z; as they are even forms.

53.2. S27 model
Define, for h > 0,

1
Hg(u) = E(u,—Aﬁu), Hg ()= Hg(u) + (h,1 - 2), (150)
where

1 1
(u,—Aﬂu)EE Z ﬂij(ui-Mi+uj-uj—ui'uj—uj'ui)=§ Z Bij (2 —2u; -uj),

ijeA LjeA (151)
(h.1-2)=> hi(l —z)
ieA
and u; - u; is defined as in (147). We define the Silz model superexpectation of F € QEA (SiA) by
Flg= Fe Hs, Flgn = Fe Hpn, 152
[Flg /(Sﬂz)/\ e [Flg.n ./(Siz)A e (152)

5.3.3. Symmetries

As in the previous sections, there are two symmetries of relevance to the following discussion. For details on the Lie
superalgebra associated to Si‘z, see Appendix B.4. The first symmetry of relevance is an infinitesimal rotation in the
xz-plane at i € A, which has generator

0 > > 0
=g =1 -xP =37+ 2mi (153)

and acts on coordinates as
Tizj=—xjli=j, Tixj=zjli=j, Tiyj =0, Ti§j =0, Tinj=0, i jeA. (154)

As for the SUSY GFF, this leads to a Ward identity for all sufficiently rapidly decaying forms F:

/(SZZ)A(Ti F)=0. (155)

For s € R the finite rotation associated to ) ;_ 7; is denoted 6y, and acts as, for j € A,
QstZZjCOSS—XjSinS, QSXjZXjCOSS—i-ZjSinS, stjzyj, QséjZEj, anj=77j. (156)

The second symmetry of importance is the supersymmetry generator Q defined by (119). Note that z; can be written
as z; = +/1 — |i;|2, where &; = (x;, yi, &, n;) € R?2. Tt follows that z; is supersymmetric, i.e., Qz; = 0. This implies the

-1, 1]A><A

same localisation Ward identity applies for Si_p as for R?, i.e., for f: (0,114 x [ — R that are smooth and

compactly supported,
~~T
f(sn)A fle.aa") = £1,0), (157)
+

where 0 is the matrix indexed by A with all entries 0 and an! = @i 1) jen-
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5.3.4. Isomorphism theorems for the Silz model
Let E; ¢ denote the expectation for a VDJP started from initial conditions (i, £) € A x (0, 114,

Lemma 5.10. Let [-1g be the superexpectation of the Si_lz model, and let E; y be the expectation of the VDJP. Let f :
A x (0, 11* = R be a smooth compactly supported function and let p € Qg‘\ (S%rA). Then:

— Y lp@xi L1 G D)y = Y [T @ (.2, (158)

JEA JEA

In particular, the following integrated version holds for smooth and compactly supported f : A x (0, 11* — R:

o0
Y [px; f(. 2], = Z[(ij(u) / E;:(f(Xi. L) dr} . (159)
jeA jen 0 B
Proof. The proof is identical to that of Lemma 4.2. g

The SUSY analogue of Theorem 4.4 is the following.

Theorem 5.11. Let [-1g be the superexpectation of the Si‘z model, and let E; g be the expectation of the VDJP. Let
g: (0,114 = R be a smooth compactly supported function, and let a,b € A. Then

o
[anhg(Z)]ﬂ :/ Eq1(g(Lo)1x,=p) dt. (160)
0
Proof. The proof is essentially identical to that of Theorem 5.6. O

Theorem 5.12. Let [-1g be the superexpectation of the Sﬂz model, and let E; g be the expectation of the VDJP. Let
g:(0,11% — R be a smooth compactly supported function, let a € A, and let s € (=%, %). Then

[g(z)aé)_;uo (ua)]ﬂ = Ea,l(g(Lr(coss))1r(coss)<§), (161)
where T(y) = inf{t | L* <y} and 65uq = (cosss, sins, 0,0, 0) € 72,

Proof. The proof is, mutatis mutandis, identical to that of Theorem 5.7. O

6. Application to limiting local times: The Sabot-Tarres limit

In [42], Sabot and Tarres established the first connection between the vertex-reinforced jump process and the SUSY
hyperbolic sigma model. Their result relates the asymptotic local time distribution of a time-changed VRIJP to a certain
horospherical marginal of the H?> model. In this section we derive their result (as stated in [44, Appendix B]) from the
Ray—Knight isomorphism for the H?'> model. The essence of the result is the following corollary of Theorem 5.7. Recall
that we write (z,x,y,&,n) € R312,

Corollary 6.1. Let [-]g be the superexpectation of the H2? model, and let E; ¢ be the expectation of the VRJP. For
g : RN — R smooth and compactly supported,

. 1
ylgréo Ea,l(g<;Lr(y)>> =gz +x)5u0(ua)]ﬂ, (162)
where T(y) =inf{t|L! >y} and ug = (1,0, 0,0, 0).

Proof. We write y = coshs. Then by Theorem 5.7 applied to g(L(coshs)/ coshs),

1 1
Ea,l <8<ELr(coshx)>) = |:g<coshsesz)8uo(ua)i|ﬂ

=[gz+ xtanhs)SuO(ua)]ﬁ, (163)
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by using (139) to compute 65z = cosh sz + sinhsx. Since tanhs — 1 as s — 00, by dominated convergence we obtain

. 1
SlingoEaJ(g(er(coshs))) = [g(z +x)8uo(ua)]ﬁ- 0

We now recover [42, Theorem 2] as stated in [45, Theorem B]. Write log(v) = (log(v;))iea . Applying Corollary 6.1
to a function g o log yields

Jlim Eq (g (log(Legy)) —logy)) = [g(log(@ +x))u, (ua) | 5. (164)

where logy = (logy)iea. To recover [42, Theorem 2] we rewrite the right-hand side of (164). To do this, recall, e.g.,
from [23, Section 2.2], that horospherical coordinates for the H?? model are given by the change of generators from

(x,y,&,n)to (s, t, Y, V), where

1 . 1 }
x =sinht — = (s 4+ 2y ¢ )e, y=se, z=coshr + = (s2 + 2y ¥)e’,
3 (6 +207) (62 +207) e

Let

1
Hi@6) =5 Z Bij(cosh(t; —t;) — 1). (166)

ijeA

The right-hand side of (164) can be written explicitly in horospherical coordinates as

1 —Hi (1) —;
W[R'AH g(t)e ,/detp(ﬂ,t)i]le dt;, (167)

where D(B, t) is the (|A| — 1) x (|A| — 1) matrix with entries

[¢(log(z + x))é(ua)]ﬂ =

—pije i, i #J,

D;i(B,t) =
4 (5.6 D kta Bike T+ Baiel, i=j,

(168)

indexed by i, j € A \ {a}. This is [42, Theorem 2] as stated in [45, Theorem B]. In ob_taining this formula we have used
Theorem A.12 to perform the change of generators and then integrated out s, ¥ and v, which can be done explicitly as
conditioned on the 7-variables these are Gaussian integrals, see [23, Section 2.3].

Remark 6.2. Qualitatively, the appearance of horospherical coordinates can be explained as follows. The hyperbolic
Ray—Knight isomorphism relates the time evolution of the VRIP by coshs to the Lorentz boost by s in the xz-plane.
Since the asymptotics of Lorentz boosts in the xz-plane are captured by the ¢ marginal in horospherical coordinates, the
formulation of the asymptotic local time distribution in terms of the r marginal is quite geometrically natural.

The Sabot-Tarres limit formula [42, Theorem 2] can also be derived from the hyperbolic BFS-Dynkin isomorphism.
More precisely, this can be done by using Corollary 7.2 below, see [50]. In this derivation the role of horospherical
coordinates can be seen even more explicitly.

For another explanation of the relation of horospherical coordinates to the VRJP, see [38].

7. Time changes and resolvent formulas

In this section we describe some useful variations and reformulations of our theorems. For the sake of simplicity we only
consider the VRIP, but analogous results also hold for the SRW and the VDJP.

7.1. Time-changed and fixed-time formulas

In the literature on the VRJP time changes have played an important role; see, for example, [42]. For comparision with
these references, this section briefly explains how isomorphism theorems can be translated to these time-changes.
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For a Markov process (X, Ly) on A x R?, let V : [min;ea L)), 00) — [minjes V(L{), 00) be an increasing diffeo-
morphism and define a random function A : [0, c0) — [0, c0) by

A(s)E/S V(LX) du= Y V(L) - (L), (169)
0 ieA

We define ()N(,, f,,), the time-change by V of (X;, L;), by
t
Xe=Xp100,  Li=V(Li,)=V(L) +/ 1z _;du. (170)
0

Note that A(0) = A~1(0) =0, Xo = Xo and L) = V(L}).
In this section we will write V(1) = (V(1));ea. The next corollary is an example of an isomorphism theorem for a
time-changed process.

Corollary 7.1. Let [-]g be the superexpectation of the H22 model, and let (X;, L;) be the time-change by V of the VRJP
with expectation E; 4. Then

| Bavletn o) d = Y rux V'Gs V@) (a71)

ieA

Proof. By (170) and the change of variable s = A~ (z),

o0

w ~
/0 E)”(O,io(g(xf’l‘t)) dt:/O EXO»Lo(g(XA*‘(t)’ V(LAfl(t))))dt

A7 (c0)
_ / Exo.1o(8(Xs. V(L)) A'(s)) ds
A~1(0)

:/0 Exo,Lo(8(Xs. V(LS))V’(Lf»v))ds. (172)

The claim now follows from Theorem 5.6 in the case that g(i, £) is of the form &; ; f (£). The result for more general
functions follows by summing (or by using the second part of Lemma 5.5). (|

The next corollary shows that supersymmetric isomorphism theorems also give formulas for the local time distribution
at fixed times.

Corollary 7.2. Let [-]g be the superexpectation of the H22 model, and let (X;, L;) be the time-change by V of the VRJP

with expectation E; 4. Let 8. : R — R be a smooth and compactly supported approximation to 8. Then for g : R® — R
smooth and rapidly decaying and any T > 0,

. T , T T
Ea,V(l)é’(LT — N) = elg%z[xax,- V’(Zi)g(V(z) — N)& (Z(wm -V - N))L.
ieEA ieEA
Proof. The left-hand side can be written as
- T ~ T
Eo v (8<LT - ﬁ)) = Z]Ea,va) <8<LT - ﬁ)IXT—i)
ieA
. * ~ T
= GI%Z/O dtE, v ) <g<L, — N) 1Xt:i>5e(t -T)
ieA
[e'S) - T .
. l
= 61%;2/0 dtBq vy <g<L, - N) 1x,—i8¢ <Z(L, - V() - T))

ieA

T T
= ggnloz[xaxi V’(Zi)g(V(Z) - N)& (Z(V(m — V() - N))L. (173)

ieA ieA
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The second equality used that t — E, v (1) (g(I:, — T/N)1x,=;) is continuous, the third equality used that >, c A(Lﬁ —
V(1)) =t for any ¢ > 0, and the fourth equality is Corollary 7.1. ]

By making use of an appropriate time-change, Corollary 7.2 is the starting point for an alternative derivation of the
Sabot—Tarres limit formula (167), see Remark 6.2. Similar results have also been used as the starting point for the study
of large deviations of the local time of the SRW [9, Theorem 1].

7.2. Resolvent of the joint local time process

The supersymmetric isomorphism theorems for the VRJP in Section 5.2 concern fixed initial local times for the joint pro-
cess (X¢, Ly), i.e., Lo = 1. This initial condition arises from supersymmetric localisation at (z, x, y, &, n) = (1, 0,0, 0, 0)
due to the sigma model constraint # - u = —1. A more general and geometrically instructive formulation can be obtained
by considering the joint process (X, L;) with a general initial condition. This formulation involves the super-Minkowski
space from Section 5.2.1 as opposed to the space H?2.

7.2.1. Super-Minkowski model
Recall super-Minkowski space R from Section 5.2.1. We define the Berezin integral for an observable F € QA (R34)
by

1
/(]R3|2)A F= (2m)lAl /dx Ay dzdydg F. (7
where 9, dg is defined by 9y, 9z, -+ - Oy, 0, dX =dx|p| - -dxi,dy =dya|---dyi,and dz = dz|| - - - dz; for some fixed
ordering of the i € A from 1 to |A[.
For u € R3, we write u - u < 0 if the degree 0 part of the form u - u is negative, where here u - u denotes the super-
Minkowski inner product (129). For a spin configuration u € (R32)A we write u -u < 0if u; - u; <0 forall i € A and
we then define

ri=«/—U; - u;, (175)

and let r = (r;);ea - For such a spin configuration we consider the Hamiltonian
1 1
Hg(u) = E(u, —Agu) + E(r, —Agr), (176)

where the inner product for the u; is the one from (129) and the r; are forms that are multiplied in the ordinary way:
(r,—Agr) = ZieA ri(—Agr);. Let F € Q2A(R3M) be a smooth form compactly supported on {u - u <0,z > 0}, i.e.,
whose coefficient functions vanish when the degree 0 part of any form u; - u; is non-negative or when z; < 0 for any i.
We define an unnormalised superexpectation by

[Flp = f( poma F0¢ " ol (177

with u - u < 0 as defined above. The assumption that F' has compact support ensures the integrand is smooth. We call this
the super-Minkowski model. Note that {u - u < 0, z > 0} is a version of the causal future for super-Minkowski space; see
Figure 1.

7.2.2. Symmetries and localisation
Let

Tex2 1,0 (178)
=x—+z—.
PRI

Then T represents an infinitesimal Lorentz boost in the xz-plane since
Tx =z, Tz=x, (179)

and Ty =T& = Tn =0. Note also that Tr = 0.
The Hamiltonian Hpg is invariant under 7', i.e., ) ;. T; Hg(u) = 0. Here we have written 7; for the version of T apply-
ing to the i-th coordinate. Moreover the integral (174) is invariant under 7'. In addition, the model is supersymmetric with
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supersymmetry generator Q as in (119), and the following localisation statement holds for all smooth f : (0, 00)?* — R
with compact support:

[f@n], = / d2f(2.2). (180)
(0,00)A
This can be seen by integrating over z last when computing the superexpectation, and using localisation for (x, y, n, &),

i.e., Corollary A.10.

7.2.3. Resolvent formula
The super-Minkowski model is related to the resolvent of the VRIP.

Theorem 7.3. Let [-1g be the superexpectation of the super-Minkowski model, and let m = (7 (i, r)) be a smooth com-
pactly support probability measure on A x (0, 00). For all smooth f : A x R — R with rapid decay,

/0 B f(X,, Lydi= Y [”“’”xm,,f(j,z)}

L ri
i,jeA

) (181)
B
where we have written Ey to denote the expectation of a VRJP with initial condition (Xo, L) distributed according to m.

Remark 7.4. In the notation of Remark 2.2, Theorem 7.3 can be compactly rewritten as
*© T (r)
0

The proof of Theorem 7.3 uses that Lemma 5.5 remains true if [-]g is interpreted as the expectation of the super-
Minkowski model, and then follows the standard route as follows.

. (182)
B

Proof of Theorem 7.3. Let p(u) = Zie A (i, r)x;/r;,and let T; be the infinitesimal boost given by (136). Since T;r; =0
and T;x; = z; we have Tjp =n(j,r)z;/r;. Since Lemma 5.5 holds for the super-Minkowski model, we apply (142) to
obtain

Z[”(:”)xix,-f(j,z)] =Z[Z—’fn(j,r) / E,;z(ﬂxt,Lt))dr} . (183)
B B

[ r
i, jeA ! jea-"t

By localisation, i.e., (180), the right-hand side equals

[e.0]

/AdzZn(j,z)/o E,-,z(f(x,,Lt))dtzfo Ex(f(X:, Ly))dt.

RY  jea O

8. Application to exponential decay of correlations in spin systems

In this section we prove theorems about the exponential decay of spin-spin correlations. Let d(i, j) denote the graph
distance between vertices i and j in the graph induced by the edge weights §; this distance is finite since the induced
graph is finite and connected by assumption.

We first consider the H?? model with constant and non-zero external field.

Theorem 8.1. Consider the H*? model with SUp; cp ZjeA Bij < Bxand hi =h >0 foralli € A. Let c(By, h) =log(1 +
h/By). Then foralli, j € A,

1 .
xixjlp.n < e~ PrA0D. (184)

Proof. Let z; be the hitting time of j, i.e., 7; =inf{s > 0| Xy = j}. Then by choosing g an exponential in Theorem 5.6,

o]

o
_ e 1
[xixjlgn= Ei,l/ Ix,=je hs qg = Ei,llrj<oo/ Ix,—je hs qs < E]P,‘J(l’j < 00). (185)
0

Tj

The inequality follows as the integral is at most fooo e Mds=h"1.
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If T; < oo then there are at least d(i, j) times at which a rate i exponential clock does not ring before a rate B clock,
as there are at least d (i, j) jumps to previously unvisited vertices on any path from i to j. The probability of a rate & clock
ringing only after some rate §;; clock is at most B, /(Bsx -+ h). Each of these events are independent by the memorylessness
of the exponential, and hence

g, \4GD N
P;1(t; <00) < < * > — ¢~ (B, j)
o ~\Bs+h

Combined with (185) this proves the theorem. O

Remark 8.2. Theorem 8.1 gives a positive rate log(1 + & /B«) ~ ch of exponential decay for some ¢ > 0 for any value
of B. For small B, i.e., high temperatures, it is known that the rate stays uniformly bounded away from 0 as 4 |, 0 [2,22].
The rate is expected to be bounded away from 0 for any 8 when the graph A tends to Z2. On the other hand, for A 1 Z¢
with d > 3 it is conjectured that the rate behaves asymptotically as ~ ¢+/h as i |, 0.

It would be interesting to obtain an analogue of Theorem 8.1 for the H" model by using Theorem 3.3. This would
require an appropriate estimate on the z-field to control the initial local times of the VRJP. We do not pursue this direction
here.

For the hemispherical spin models, the estimates on the z-field are trivial because |z;| < 1, and we thus consider
both the S'} model and the Si‘z model. For Silz we have only defined the superexpectation of compactly supported
observables. To define the superexpectation of non-compactly supported observables requires a treatment of superintegrals
with boundaries; since we do not need this general treatment we instead define the two-point function [x;x;]g 5 for the

Silz model by [x;x;]gn = lim, . o[x;x; fu(z)]g,n where f, is a sequence of smooth and bounded approximations to
17>0. The proof of the following theorem shows that this limit exists.

Theorem 8.3. Consider the S, model with sup; . 5 ZjeA Bij < B+, and let c(By) =log(1 — e’ﬁ*). Then foralli, j € A,
(xix ) pup < €SB, (186)
The same result holds for the superexpectation [x;x g n of the Silz model.

Proof. We first consider Sﬂz. Let f, be a sequence of smooth and bounded approximations to 1;-¢. Letting E; 1 be the
expectation for a VDJP with initial local time 1, Theorem 5.11 implies

o0
1 ] - huLL
[xix;lpn = nlggo[xixjfn(z)]ﬁ,h = lim Ei»lfo faL)1x,—je 2™ lvar,

To obtain upper bounds we may assume, without loss of generality, that # = 0. By definition, X, dies once the local time
at any vertex reaches 0. Since f, is asymptotically bounded above by one, it therefore suffices to bound the probability
that X; reaches j.

By the definition of the VDIP, for each r € A the jump rate out of r is bounded above by S,. Thus for each k € N there
is probability at least e P+ the walk X, dies after its kth jump and before its (k + 1)st jump. The probability X, reaches
Jj is at most the probability that X; does not die before taking d (i, j) steps, and hence

[xixjlpn < (1 — e—ﬂ*)d(’l./) — o~ (B
This completes the proof for Silz. For S, we use (the normalised form of) Theorem 4.4 in place of Theorem 5.11. The
argument above applies pointwise in the initial local time, so using 0 < z; < 1 we obtain the same conclusion. (|

Remark 8.4. A result closely related to Theorem 8.3 is given in [36, Theorem 2].

Appendix A: Introduction to supersymmetric integration

This appendix gives a self-contained introduction to the mathematics of supersymmetry that is relevant for this article. For
complementary treatments, see in particular [6,13,40]. In Appendix B we discuss some further aspects of supersymmetry
that are relevant to this article, but that are not needed to understand the main text.
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A.1. Integration of differential forms

We begin by reviewing the important example of integration of differential forms on Euclidean space R . Let x1, ..., xy
be coordinates on RN . A differential form on RV can be written as

where Fy € C*® (RN ) is a O-form, i.e., an ordinary function, and F p is a p-form, i.e., a nonzero sum of terms of the form
fil,,,_,,-p(xl,...,xN)dxil/\-~-/\dx,>p, 1§ij§N,1§j§p, (188)

where fi, i, € C*®(RN), the coordinates are viewed as functions x; : RN — R in C®(R"), and the differentials dx;
are the generators of a Grassmann algebra. This means that the dx; are formal variables that are multiplied with the
anti-commuting wedge product:

dx; A d)Cj = —dxj Adx;. (189)

In particular, dx; A dx; = 0. Later, the A will often be omitted. By extending the wedge product to differential forms by
linearity, we obtain a unital associative algebra over C°>(R"). This is the exterior algebra of differential forms on RV,
which we denote Q(RY).

The form F), in (187) is the degree p part of F'. We say F has degree p oris a p-formif F = F,. Since dx; Adx; =0,
there are no forms of degree greater than N. A form F of degree N is said to be of top degree and such an F can be
written as

F(x)=fx)dxi A---ANdxn (190)

for some f € C*®°(R"), where we abbreviate x = (x1, ..., xy). The anticommutativity of the wedge product implies that
the order of the differentials determines an overall sign in (190). Keeping this in mind, the integral of a top degree form
F is defined by

/ FE/ f(x)dxy---dxy, (191)
RN RN

where the right-hand side is an ordinary integral with respect to Lebesgue measure. For p < N the integral of a p-form
F) is defined to be zero: fRN F, = 0. Having defined the integral on p-forms for all p, we extend the definition of the
integral to the entire algebra  (R") of differential forms by linearity.

Example A.1 (Change of variables). The differential notation and the use of the wedge product is consistent with, and
motivated by, the following change of variable formula. Let ® : R¥ — R be an orientation preserving diffeomorphism.
Then by the change of variables formula from calculus

/f(xl,...,xN)dxl/\--~Ade:/f(<I)1(x),...,<I>N(x))(detD<I>)dx1/\--~Ade

= / F(@1(x), ..., D)) dDi(x) A--- AdDy(x), (192)

where D® is the Jacobian matrix of ® and the second equality has made use of the definition

N

do;(x)=3" aq;;(f‘) dx;j, (193)
J

j=1
which leads, by a calculation, to the identity

dP1(x)N---ANdDPy(x) =(detDDP)dx1 A --- Adxy. (194)
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A.2. Odd and even forms

A differential form is even if it is a sum of p-forms with all p even and it is odd if it is a sum of p-forms with all p odd.
We say a form is homogeneous if it is either even or odd. We can decompose a general form F as

F = Feyen+ Fodd»  Q(RY) = Qeven (RY) ® Q0aa(RY), (195)

where Feyen 1S the sum of the degree p parts of F with p even, and similarly for Fqq. As the wedge product of a p-form
with a g-form is either 0 or a (p + ¢g)-form, the exterior algebra equipped with the wedge product is a Z,-graded algebra.
Z»-graded algebras are also called superalgebras. Formally, this means that if we define the parity of a homogeneous
form as

0€Zy, F = Feyen,
«(F) = € Lo even (196)
leZy, F=Fou,

then «(F A G) = a(F) + «(G) mod 2. A calculation shows that for homogeneous F, G
FAG=(-1)02OGAF, (197)
and in particular, even elements commute with all other elements by linearity.

A.3. Berezin integral

In this section we introduce Grassmann algebras and the Berezin integral. Integration of differential forms as introduced
in the previous sections constitute a special case.

A.3.1. Grassmann algebras
Let Q™ be a Grassmann algebra with generators £1, ..., £y; as the subscripts suggest we will always assume there is a

fixed (but arbitrary) order on the generators. Thus M is the unital associative algebra generated by the (E,-)l./‘i | subject to
the anticommutation relations
§&j+6;6=0, 1<i<j<M. (198)

Let QM (RV) be the algebra over C* [RM) generated by the (&;) I"i |- Elements of this algebra can be written as

Yo g, -, (199)
I1c{l,...M}
I={iy,..., ip}

where f; € C®°(RY) for each I C {1, ..., M}, and we have arranged the product of generators according to the given

fixed order: i} <iz <--- <1ip.

Example A.2. The differentials & = dx; are an instance of a Grassmann algebra, and the algebra of differential forms
on R¥ can be identified with QN (RY).

We continue to use the term form for elements of Q™ (RY) when N % M. The notion of the degree of a form and the
Z,-grading that we defined for differential forms extends to this more general context.

A.3.2. Integration

Fori e {1,2,..., M} the left-derivative a% QM 5 QM s the unique linear map determined by
9 EF)=F if§F #0 9 1=0 (200)
- . = 1 . s — 1 = 0.
& ’ 0&;

We sometimes write dg; = % Note that 0, is an anti-derivation: if F' is a homogeneous form, then

3, (FG) = (3 F)G + (—=1)* P F(3, G). (201)
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The left-derivative extends naturally to an anti-derivation on QM (RV) by defining
g (fO&, &) = [ () &, &) (202)

Example A.3. The left-derivative gives a convenient formulation of the integral of a differential form. Let F € Q" (RV)
be a differential form and write & = dx;. Then

/F:/ dxl'”deagN'-'aglF:/ dxogF, (203)
RN RN

where the left-hand side is the integral as a differential form in the sense of Section A.1, and the last equality made use of
the definition 0g = 0g), - - - 9, . Note that the order used in defining d¢ matters.

The notation on the right-hand side of (203) is called the Berezin integral. This is a useful notion because it is possible
to change variables in x and & separately, as will be discussed below in Section A.5. The Berezin integral generalises to
N # M as follows.

Definition A.4. For F € QY (RV), the Berezin integral of F is

[ = dxdmievgF = [ axr (204)
RV RN

where the last equality is by the definitions dx =dx; ---dxy and d; = 03z, - - - 0, . We say a form F is integrable if it can
be written as a finite sum of forms of the type f(x)&;, ---&;, with f integrable on RV,

The expression dx ¢ on the right-hand side of (204) is an example of a superintegration form. More generally a super-
integration form is given by dxdz F' for F' an even integrable form, and integration with respect to this superintegration
form is defined by [ G = [pv dx 3 FG.

A.3.3. Functions of forms

Suppose g € C*®(R¥). We will use a = (a1, . . ., &) to denote multiindices, and we will also use the notation
(o) — o _ 2] g
x)= e ——r8(x), xY=xyt e x
g (x) 5 ax,?kg( ) ] X

Definition A.5. Let g € C°(R¥) and F!, ... FK € Q¥ (RV) be even forms. Then g(F', ..., F¥) € Q¥ (RY) is defined
by the following formula, where the sum runs over all multiindices o:

g(F'....Fh)y =>" $g<a>(F(},..., F§)(F — Fp)*. (205)

o

Note that the product defining (F — Fp)* is the wedge product, i.e., this is shorthand for (F! — Fol)"‘1 Ao A(FF =
Fé‘ )%, and (F! — Fol)"‘1 is the o1-fold wedge product of this form with itself. There is no ambiguity in the ordering since
all forms are assumed even. The formal Taylor expansion in (205) is finite because forms of degree greater than N do not
exist. As a simple example of a function of a form, the reader may wish to verify that

—x?—§ & —x7
eI =1 - §182). (206)

A.4. Gaussian integrals and localisation

Let A € RVXN pe positive definite. The O (2)-invariant Gaussian measure on R2N associated to the matrix A has density

1 1 N dx; dy;
e—j(x,Ax)—j(Y»Ay)(detA) l_[ Al 207)
T

2

i=1
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Let&y,...,&én,1m1, ..., ny be generators of the Grassmann algebra Q2N and define

N
Op0g = Opy Ogy -+ - Oy Oy, (§»A77)EZAijEi77j- (208)

i=1

A computation shows that

N N
1
a,,age<f>f‘">=aﬂagﬁ<2A,~jg,-n,-) =detA. (209)

i=1

Remark A.6. The form e®A" = o2 AD=30.48) ¢ Q2N s called a Grassmann Gaussian. The corresponding Grass-
mann Gaussian expectation (F) = [F]/[1] where [F] = 0, 0; (e(E’A") F)eR for F e Q2N and hence [1] = det A by
(209), behaves in many ways like a Gaussian integral.

Using (209), the Gaussian density (207) can be written as
N

11 dxi dzyi i Og; 1 (e.A)— 4y A+ 3 (6. Am — 3 0.48) 210)
/g

i=1

The form given by (277) ™" times the exponential in (210) is called the super-Gaussian form. Thus the Gaussian density
is the coefficient of the top degree part of the super-Gaussian form.

To lighten the notation, we will now write u; = (x;, y;, &, n;) and call u; a supervector. For supervectors u; and u ;
define a form

wi-uj=xixj+yiyj —&nj+nig;. 21D

We unite the supervectors u; into u = (u;) lN: | and introduce the following shorthand notation for the form that occurs in
the exponent of (210):

N
(u, Au) = Z Ajjui-uj. (212)
ij=1

For a form F we define the superintegral of F by

1
F=— dxdyoyog F, 213
/(Rm)zv Qm)N /Rz}v YAy 213

where dx = dxy ---dx; and similarly for dy. Then, since the coefficient of the top degree part of (210) is the density of
a Gaussian,

/ e AW _ (214)
(]R2|2)N

The fact that this superintegral is one is a simple example of localisation for superintegrals of supersymmetric forms. The
rest of this section describes this phenomenon.
The supersymmetry generator Q : Q2N (R*N) — Q2N (R2?V) is defined as

Al 9 9 9 9
0= Qi, Oi=&§—+ni——xi—+yi . (215)
; O o Moy om0

Thus Q formally exchanges the even and odd generators of 2V (R?V):

Ox; =§;, Qyi =ni, Q& = —yi, oni =x;. (216)

A form F e Q2N (R*N) is defined to be supersymmetric if QF = 0. Note that Q is an anti-derivation, and hence
Q(F1 F>) =0if F1 and F; are both supersymmetric forms.
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Example A.7. The following forms are supersymmetric:
ui uj=x;x;+yiyj —&nj+ni&j. (217)
Much of the magic of supersymmetry is due to the fundamental localisation theorem:

Theorem A.8. Suppose F € Q*N (R?N) is supersymmetric and integrable. Then
[, F=pRoO. 218)
(R2|2)N
where the right-hand side is the degree-0 part of F evaluated at 0.
To keep this introduction to supersymmetry self-contained, we provide the beautiful and instructive proof of this
theorem in Appendix B.2. To prove an important corollary of the theorem we need the following chain rule, proven

in [40, p. 59] or [4, Solution to Exercise 11.4.3].

Lemma A.9. The supersymmetry generator Q obeys the chain rule for even forms, in the sense that if K = (K J')jj':l isa
finite collection of even forms, and if f : R’ — C is C*°, then

J
O(f(K))=Y_ fi(K)OK;, (219)

j=1
where f; denotes the partial derivative of f with respect to the jth coordinate.

Let uu” denote the collection (u; - uj)fvjzl of forms defined in (217).

Corollary A.10. For any smooth function f : RN*N — R with sufficient decay,
/ f(uu") = £(0). (220)
(R2|2)N

Proof. Let F = f(uu”). Then Fy(0) = f(0) and QF = Zij fij (wu)Qu; - u;) = 0 by the chain rule of Lemma A.9,
where f;; denotes the partial derivative of f with respect to the i j-th coordinate. The claim follows from Theorem A.8. [

A.5. Change of generators

Recall the general expression (199) for a form F € QM(RY). We will sometimes write F(x,&) or F(xy,...,xn,
&1, ..., &En) to denote a form written in this way.

Definition A.11. A collection of even elements (x;);_; and odd elements (§ j)ﬁ”: | 18 a set of generators for QM (RN)Y if
every F € QM (RY) can be written in the form (199).

Note that Example A.1 provided an example of a change of generators
N

0d;
yi=®i(x1, ..., xN), m:dyizzaxf(Xh.--,XN)de' (221)
j=t

along with a corresponding change of variables formula.

It is both possible and useful to change between sets of generators in the sense of Definition A.11 without the even and
odd generators changing together. Moreover, there is an extension of the usual change of variables formula that applies
in this setting. This formula relies on the notion of superdeterminant (or Berezinian) of a supermatrix M:

sdetM =det(A — BD™'C)detD™" for M = (é g) , (222)
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where the entries of M are elements of a Grassmann algebra, the entries of the blocks A and D are even, the entries of
the blocks B and C are odd, and D is invertible. Invertibility means invertibility in the (commutative) algebra of even
elements of the Grassmann algebra. The next result is [6, Theorem 2.1]. In the theorem rapid decay means each of the
coefficient functions of F have rapid decay.

Theorem A.12. Suppose y; = y;(x, &) and n; = n;(x, &) are a set of generators. Then for any F with sufficiently rapid
decay,

/dyB,,F(y,n)sdet(M):/deEF(x,g), (223)

where M is of the form in (222) with entries A;j = 3%, Bij = g%, Cij= g%, D;j = g%
J J J J

Implicit in Theorem A.12 is that a change of generators always results in an invertible D, so the superdeterminant is
well-defined.

Example A.13. Let x, &, £ be generators for 2(R). Then the set of forms {x + g(x)&1£,, &, &} is also a set of gener-
ators, and

/dxaglang(x,&,éz)=/dxf)slast(x+g(X)§152,$1,$2)(1+g/(X)§152)- (224)

It is instructive to verify the claims of the previous example by hand, and we briefly do so. To see the claim that these
forms are a set of generators, recall that by definition

F(x 4+ g)é162, 61, 6) = F(x,£1,6) + F'(x, 61, £2)g(0)E1 £ (225)

Letting y = g(x)&1&>, a general form of {x 4+ g(x)&1&>, &1, &2} is thus, for some functions a, b, ¢, d,

a(x +y) +b(x + y)é +c(x + Y& +d(x + y)§1& = a(x) +b(x)é1 + ()€ + (d(x) +d'(x)g(x))&1&2,

which clearly shows a general form in {x, &1, &>} can be expressed as a form in {x + g(x)&1&>, &1, &2}.
To verify (224) integrate (225). Integrating the term containing F’ by parts yields

/dxagl ang(x + g(x)&162, &1, %’2) = / dxagl 3§2F(X, &1, §2)(1 — g/(x)é‘l%'z). (226)

Since F(x + g(x)&152, &1, 62)8' (x)61& = F(x, &1, &)’ (x)&1&2, (224) follows. This can alternately be verified by com-
puting the superdeterminant of

1+ &6 & —§
M= 0 1 o0 |. (227
0 0 1

Appendix B: Further aspects of symmetries and supersymmetry

This appendix discusses some additional aspects of supersymmetry. First, we briefly introduce complex coordinates,
which have often been used in the literature (see, e.g., [13]). Second, we prove Theorem A.8. The remaining sections
discuss symmetries and Ward identities, and in particular, highlight how Theorem A.8 is an example of a Ward identity
arising from an infinitesimal supersymmetry.

B.1. Complex coordinates

In Appendix A we introduced Grassmann algebras over R and forms given by smooth functions with values in R. Some-
times it is convenient to work with Grassmann algebras over C and complex-valued functions, and many discussions of
supersymmetry do so, see [13] and references therein. To facilitate comparisons with the literature we briefly introduce
complex coordinates and relate them to the presentation of Appendix A.



The geometry of random walk isomorphism theorems 445

To introduce complex coordinates we set

1 1 1 - 1
r=—7=k+iy), z=—74k—iy), =—=E+in), =—=E—in. (228)
7 y NG y ¢ NG §+in ¢ NeTi §—in
Correspondingly, define
d 1 (0 d 0 1 /0 0
oo 0y (o0 (229)
dzi ﬁ<3Xi 3yi> 3z ﬁ(ax,' 3yi)
and define d; and 9;, to be the antiderivations on 2V such that
d J - J - 0
—¢j=—=1¢; =&, —¢j=—=¢;=0. (230)
R TR TR T

Up to an irrelevant factor of +/i (a constant factor plays no role in determining if a form is supersymmetric), the super-
symmetry generator can be written in complex coordinates as

N
ad d d ad
= i— +zi—. 231
; 3 +§z Z18Ci+Z18§i ( )

Hence it acts on the complex generators by

0zi =i, 07 =i, Q¢ =~z 0t =1z (232)
Writing u; = (z;, §;) fori =1,..., N, the following forms are supersymmetric:
wi i =2ziZj + ). (233)

Realisation by differential forms. Complex coordinates can be realised in terms of differential forms as follows. Denote
the coordinates of R? by x and y with differentials dx and dy, and set

1 1 1 1
=— [y), z=—(x—iy), dz=—=(dx +idy), dz=——=(dx —idy). 234
z ﬁ(erly) Z ﬁ(x iy) b4 Ti( x+idy) Z Ti( x—idy) (234)

B.2. Proof of Theorem A.8
The proof of Theorem A.8 will use the complex coordinates introduced in Appendix B.1, and will also make use of
the following terminology and facts. A form is called Q-closed (supersymmetric) if QF =0 and it is called Q-exact if

F = QG for some form G € Q2 (R?"). The Q-closed forms u; - u j from Example A.7 are also Q-exact, as can be
verified by checking

2%+ 2jZi + Gl — Gt = Ohij,  Mij =zl + 28 (235)

Proof of Theorem A.8. Any integrable form F can be written as K =), F*¢* with (i) £* a monomial in {¢;, Ei},N: h
and (ii) F“ an integrable function of {z;, Z,-}f.vzl. To emphasise this, we write K = K (z, Z, £, £). To simplify notation we
write [ in place of f(RZ\Z)N'
Step 1. Let S = ZlN: 1@izi + & Zi). We prove the following version of Laplace’s Principle:
lim [ e S F = Fy(0). (236)

t—00

Let t > 0. We make the change of generators z; = %z: and ¢ = %g‘i’. This transformation has unit Berezinian. Let

w=— Z,N: 18i Zi. After dropping the primes, we obtain

—18 3N zZitw i 1 1 i“) 2
Jon (e b e L)
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where %z = {% z,-}lN: |» and similarly for the other generators. To evaluate the right-hand side, we expand ¢“ and and
obtain

e ! o

We write K = K° 4 G, where K is the degree zero part of K. The contribution of K to (238) involves only the n = N
term and equals

/ —1S ;0 _ / ¥ 12,21_ NF0<%Z, f ) (239)

so by the continuity of Fj,

=00

=1
lim [ e™"$Fy = Fy(0) / e~ it % ﬁwN = Fy(0) / e S, (240)
By (214) with A the identity matrix, this proves that

lim [ e 'S Fy= Fy(0). (241)

—0o0

To complete the proof of (236), it remains to show that lim;_, f e~ 'SG = 0. As above,

Jrtomfs ol o o ) oo

Since G has no degree-zero part, the term with n = N is zero. Terms with smaller values of n require factors ¢;¢; for
some i from G, and these factors carry inverse powers of 7. They therefore vanish in the limit, and the proof of (236) is
complete.

Step 2. The Laplace approximation is exact:

/e_’SF is independent of ¢ > 0. (243)

To prove this, recall that § = Q. Also, Qe™5 = 0 by the chain rule of Lemma A.9, and QF = 0 by assumption.
Therefore,

% e—fSFz—/e—’SSFz—/e—IS(Q,\)Fz—/ Q(e™"SAF) =0, (244)

since the integral of any Q-exact form is zero, because it can be written as a sum of derivatives (whose integral vanishes
due to the assumption of rapid decay) and a form of degree lower than the top degree (whose integral vanishes by
definition).

Step 3. Finally, we combine Laplace’s Principle (236) and the exactness of the Laplace approximation (243), to obtain
the desired result

/ = lim [ e7'SF = Fy(0). 0

—>00

B.3. Symmetries

This appendix briefly reviews symmetries in the context of smooth manifolds, to prepare the way for a discussion of
symmetries of superalgebras.
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B.3.1. Infinitesimal symmetries
For a smooth manifold M, infinitesimal symmetries are described by the infinite-dimensional Lie algebra of smooth
vector fields, Vect(M). Vector fields act on functions through the Lie derivative, which associates to every vector field
X € Vect(M) a derivation Tx : C*°(M) — C°°(M). We recall that a derivation is a linear map that obeys the Leibniz
rule Tx(fg) = Tx(f)g + fTx(g). Concretely, if M is n-dimensional and X is represented in local coordinates as X =
S g, u") s, then Ty () = Y0 g, ... u") L.

In fact, every derivation on C°°(M) arises from a vector field, and hence there is an isomorphism Vect(M) =~
Der(C°°(M)). Thus we can replace geometric objects (vector fields) with algebraic objects (derivations). The perspective
will be useful for superspaces, as their definition is fundamentally algebraic rather than geometric.

B.3.2. Integral symmetries
Rather than examining the entire Lie algebra Der(C°°(M)), it is often useful to consider subalgebras that respect addi-
tional structures on the manifold. We will be interested in the following case where M carries a measure . Let | ult

denote the integral of a function f : M — R with respect to the measure p. We call |, y anintegral on M.

Definition B.1. Let f » be an integral on a smooth manifold M. A derivation T € Der(C*(M)) is an infinitesimal
symmetry of the integral if for all f € C°° (M) with rapid decay

/ Tf=0. (245)
M

Infinitesimal symmetries lead to integration by parts formulas, otherwise known as Ward identities: suppose T is a
symmetry of |, - and that f, g € C°°(M) have rapid decay. Then

/ T(fg) =0, (246)
M

since fg has rapid decay. Since T acts as a derivation, we obtain the Ward identity

/(Tf)g=—f f(Tg). (247)
M M

For spin systems, different infinitesimal symmetries are obtained depending on whether we examine the Gibbs measure
e 18 du or the underlying measure du. Ward identities for one lead to (anomalous) Ward identities for the other. For
instance, letting [ /g = [ ur [ e 15 du denote an unnormalised expectation, and letting 7' be an infinitesimal symmetry
of du,

/ T(fe ") =0, ie, / (Tf — f(THp))e " =0 (248)
MA MA
and hence

[Tflp=[f(THp)], (249)

B.3.3. Global symmetries
For spin system Gibbs measures [F]g = f ur F e M8 du, an important role is played by derivations T € Der(C*®(M™))
which can be written in the form

T = Z T, (250)

ieA

where each 7; is a copy of a single site derivation
e d
T,-=Zlfa<u,->w (251)
o=

with f, independent of i € A. We call these diagonal derivations. If a diagonal derivation is an infinitesimal symmetry
of the Gibbs measure, then we say that it is a global symmetry. The spin system Hamiltonians in this paper are of the
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form Hg(u) = JT Zi’jeA Bij(ui — uj)2 with (u; — uj)2 = (u; —u;) - (u; — u;) for some inner product. Hence the global
symmetries are equivalently those diagonal derivations which satisfy

T(ui —uj)*>=0 (252)

for all i, j € A. These correspond to the infinitesimal isometries of the target space, and form a representation of a finite
dimensional Lie algebra.
For the GFF on R”, the global symmetries are of the form

n n

a a

T = E Ti, Tl = E Raﬂu?7 + E Sym, (253)
ieA o, =1 i y=I i

where R is an n x n real skew-symmetric matrix and S is a real vector in R". The global symmetries of R” hence form
a representation of the Euclidean Lie algebra so(n) x R" under the Lie bracket of derivations. Global symmetries of
Minkowski space R™! are of the same form as (253), but R is now skew-symmetric with respect to the Minkowski inner
product, i.e.,

RTJ+JR=0, J=diag(—1,1,...,1). (254)

This gives a representation of the Poincare Lie algbera so(n, 1) x R™!.
Global symmetries of the H" and S*, spin models are induced from Lorentz/orthogonal symmetries of R”™! and R"*!
respectively, i.e., global symmetries have the form

3
TEZT,-, ]}:ZRaﬂu?—ﬁ. (255)
ieA o, du;

For the H" model these form a representation of the Lorentzian Lie algebra so(n, 1), and for the Sﬁ model these form a
representation of the orthogonal Lie algebra so(n 4 1). In coordinates, these symmetries can be written as

n n
d d
T=>"T. Ti=) Raﬂu?—ﬁ+ZSyzi8u—y, (256)
icA a =1 du; 5 i
where S, = Ro, and z = /1 + (u!)2 +--- + (u")? for H", while S, = R(y41), and z = /1 — (u!)2 —--- — (u")2 for

n
S
B.4. Symmetries of supersymmetric spaces

Infinitesimal symmetries of Berezin integrals and the global symmetries of supersymmetric spaces have descriptions
similar to those of the previous section. The primary difference is that all objects are graded.

B.4.1. Superderivations and supersymmetries
Let Abea Zz—graded algebra (or superalgebra) such as A = Q" (R™). Thus A = Ag @ A where elements in Ag are even
and elements in A; are odd. Using this decomposition, a linear map 7 : A — A can be written in blocks as

| Too Tor|| fo
Ir= |:T10 le |:f1i| ' 257

A linear map is even if To; = T10 = 0, and odd if Tog = T11 = 0. As for functions, a homogeneous linear map is one that
is even or odd. We extend the parity function to homogeneous maps by

Z Ti
(T) = {O € 7y, is even, (258)

1e€Z,, T isodd,

and for homogeneous f we have a(Tf) = «(T) + a(f). A homogeneous superderivation is then defined as a homoge-
neous linear map 7 : A — A that obeys the super-Leibniz rule

T(fg) = (Tf)g+ (—1)*D¥D) f(Tg). (259)
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Thus even and odd superderivations are derivations and antiderivations, respectively. A general superderivation is a
sum of an even and an odd superderivation. The collection of superderivations on A forms a Lie superalgebra SDer(A)
with the supercommutator defined on homogeneous superderivations by

[T1, ol =T1 0 T — (=)*T*P Ty 07y, (260)
and extended to all superderivations by linearity. If A = Q" (M) is a superalgebra of forms on an m-dimensional manifold
M, then every superderivation T € SDer(A) can be realised in coordinates (. xm, & L &) as

= 3 = 9
TZO;Faax—“ +;Ga@, (261)

where Fy, Gy € A. If T is an even/odd superderivation then F, are even/odd forms and G, are odd/even forms.

Berezin integral symmetries and global symmetries. 'We define a Berezin integral |, jy Oon a superalgebra Q" (M) to be a
linear map defined by integrating forms F against an even Berezin integral form dxdg o (x, §), i.e.,

/FE/ dxdgp(x, &)F (x, &). (262)
M Rmin

Definition B.2. Let |, ) be a Berezin integral on a superalgebra Q" (M). A superderivation T € SDer(2"(M)) is an
infinitesimal symmetry of |, y if forall F € Q" (M) with rapid decay

/ TF=0. (263)
M

This leads to Ward identities in the same manner as the non-supersymmetric case, the only difference coming from the
super-Leibniz rule: for homogeneous superderivations 7' € SDer(2"(M)) and forms F, G € Q" (M) we have

/TF:(—I)"‘(T)“(F)“/ TG. (264)
M M

Global symmetries of supersymmetric spin systems are infinitesimal symmetries of the form

T = Z T, (265)

ieA

i.e., they are diagonal infinitesimal symmetries. For the spin systems considered in this paper, which are defined in terms
of quadratic Hamiltonians % Zi, jeA Bij(ui —u j)z, global symmetries are those that annihilate the appropriate super-
Euclidean or super-Minkowski inner product

T(ui —uj)*>=0 (266)

for all i, j € A. Here we have written (u; — uj)2 for the form (u; — u;) - (u; — u;). The following subsections briefly
discuss this condition for the R212, H22, and Siu models.

B.A4.2. R*? model
The inner product associated to the SUSY GFF is

ui-uj=x;xj+yiyj —&nj+nikj, (267)

giving the global symmetries as diagonal superderivations T € SDer(Q2>* (R?)) satisfying

T(ui —up)®=T((i —x;)°+ i —y))> =26 — &) (i —nj)) =0 (268)
foralli, j € A.
Concretely, letting u; = (uil, e u?) = (x, i, &, ni), these are derivations of the form

4 4

d d

T=T. T=) Raﬁu?ﬁ+25ym, (269)
ieA o,f=1 i y=1 !
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where R is a real 4 x 4 matrix (independent of i € A) such that
RSTJ+JR=0, (270)

where RS, the supertranspose of R, and J are given by

st A BT [AT T B
R =lc p| =|-s7 pr|* 7=

and S is a real vector. With the supercommutator of superderivations, these form a representation of the super-Euclidean
Lie superalgebra 0sp(2|2) x R?? . In particular, the supersymmetry generator

1
0
5 @271)
0

0=Y"0i= Za i x'a%”"a% 272)

ieA ieA
and the infinitesimal global translation
T = T, = 273
Z E)x, (273)
ieA ieA

are global symmetries.
A short computation shows that the individual 7; and Q; are symmetries of the flat Berezin—Lebesgue measure
dx dyogdy. For instance, if F is a compactly supported form with top degree component F4 (x, y)&7,

d
/ (TiF) = / dx dyd oy (T; F) = / dxdy-"Fyp(x, y) =0, 274)
(R2|2)A R2A R2A 3x,'

where in the last step we have used the translation invariance of the usual Lebesgue measure. A particular case of this is
formula (117).

B.4.3. Super-Minkowski space R3
The inner product associated to the super-Minkowski model is the super-Minkowski inner product

uip-uj=—zizj +xixj +yiy; —&nj +ni&j, (275)

giving the global symmetries as diagonal superderivations T € SDer(2>* (R3%)) satisfying

T(ui —uj)* =T(=(i — 2" + (i —=x)* + (i = y)* = 2(& — &) (; —n;)) =0 (276)
forall i, j € A. Concretely, letting u; = (u ul , ulz, u;, u4) = (zi, xi, yi, &, ni), these are derivations of the form
4 5
r=Yn =Y R Z yay, @7
ieA a, =0 u; =1

where R is areal 5 x 5 matrix such that
RSTJ+JR=0 (278)

with J now the 5 x 5 matrix

-1 0 0l0 o0
0 1 0/0 0

J=|0 o0 10 0 |, (279)
0 0 00 —1
0 0 0[1 0
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and S a real vector. These global symmetries form a representation of the super-Poincare Lie superalgebra osp(2, 1]2) x
R3? with the supercommutator of superderivations. In particular, the supersymmetry generator

0 0 0 0
0=) 0= (E'—+n'——X'—+y'—> (280)
XA: XA: Yaxi oy Tom O
and the global Lorentz boost

T=>T= Z( ail“"a%) (281)

ieA ieA

are global symmetries of the super-Minkowski spin model. As for the R?> model, the individual 7; and Q; are symmetries
of the Berezin-Lebesgue measure dx dy dzdg dy.

B.4.4. Silz and H2? models

As for their standard counterparts, the global symmetries of the Si_lz and H?? models are induced from the ambient
super-Euclidean and super-Minkowski spaces. In both cases, the global symmetries in ambient coordinates are

4
T = Z Ti Z Ropu® — (282)
ieA a, =0 i

which form a representation of osp(2, 1|2) for the H22 model, and a representation of osp(3|2) for Silz

the 7; are written

. In coordinates,

4
9 9
L= Roputf —5 + > Syzisy (283)

with z; = \/1 +x7 + y? — 2&n for H? and z; = \/1 — x? — y? +2¢n for Siu and S, = R3, in both cases. As before,
the supersymmetry generator

0=Y 0= Za S x'a%.”"a% (284)

ieA ieA

is a global symmetry of both the H>? and Si‘z models, as is the global Lorentz boost/rotation
T = T; = 285
D Ti=) wiy— ax, (285)
ieA ieA
A short computation also shows that the individual 7; and Q; are symmetries of the Berezin—-Haar measure
dx dydg 0y —— 1

ieA <h

B.5. SUSY delta functions
We begin by defining Dirac delta functions to integrate against forms F in Q%(R?). We will assume F is given by a

smooth function of an even form. Let ug = (0, 0, 0, 0) € R22, and let G € Q2(R?) be a smooth compactly supported form
with [pop G = 1. For € > 0 define smooth forms

1 1
€ € € € € €

‘We then define

/ F ()8, = lim / F )8 (w). (287)
R212 e—0 JR212
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The change of generators that rescales each generator by € ! has unit Berezinian, and hence

/ F(u)8,, = lim F(eu)8()) (u) = Fo(0) / 8 () = Fy(0), (288)
R212 e—0 JR22 R212
where we recall Fy is the degree zero part of F. In the third equality we have used that the degree p parts of F for p > 1

carry factors of €, and hence vanish in the limit. The last equality follows since fRZ\Z 85,5) = me G=1.
Suppose 6 : (x,y,&,n) = (Bsx, 6y, 0,&,6n) is invertible with inverse 6_g, and that 6540 only has non-zero even
components. In this setting we define 8¢, (1) by 8,,(0—su). If the transformation 6, has unit Berezinian, then we obtain

/ F ()80, (4) = / F ()80 (6—yt) = / F(050)8uy () = Fo(6su). (289)
R212 R212 R22

It is often convenient to choose G as a supersymmetric form. For R??, this can be achieved by choosing any smooth
compactly supported function g : R — R with g(0) = 1, and setting G = g(|u|?).

The definition of delta functions on 2" (R*") is analogous, but now based on a smooth compact form G € Q2N (R*).

For H2?2 and S2”, we define delta functions by making using of the definition on R, Namely, for H??2 in the

coordinates @ = (x, y, &, n) with z(it) = /1 + x2 4 y2 — 2£1, we set

SEE ) = 28 (@), (290)

where ug = (1,0,0,0,0) € H212, 81(;? (1) is a delta function for R2Z as constructed above, and ip = (0,0,0,0) € R21Z,
Then

lim | F3S™D —lim | F(z(@), %, y.8, n)8sc) (i) = Fo(1,0,0), (291)
2

e—0 Jm2i2 e—=0 JR2l

i.e., the zero-degree part of F evaluated at the point (z, x, y) = (1,0,0) € H2. The construction for Silz is analogous.
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