Annales de I’Institut Henri Poincaré - Probabilités et Statistiques

ANNALES
2020, Vol. 56, No. 2, 13581390 S
https://doi.org/10.1214/19-AIHP1006 HENRI
© Association des Publications de I’Institut Henri Poincaré, 2020 POINCARE
PROBABILITES

ET STATISTIQUES

www.imstat.org/aihp

The sharp phase transition for level set percolation of smooth
planar Gaussian fields

Stephen Muirhead® and Hugo VanneuvilleP

ADepartment of Mathematics, King’s College London. Current address: School of Mathematical Sciences, Queen Mary University of London.
E-mail: s.muirhead @qmul.ac.uk
bUniv. Lyon 1, UMR5208, Institut Camille Jordan, 69100 Villeurbanne, France. E-mail: vanneuville @ math.univ-lyonl fr

Received 25 January 2019; accepted 27 May 2019

Abstract. We prove that the connectivity of the level sets of a wide class of smooth centred planar Gaussian fields exhibits a phase
transition at the zero level that is analogous to the phase transition in Bernoulli percolation. In addition to symmetry, positivity and
regularity conditions, we assume only that correlations decay polynomially with exponent larger than two — roughly equivalent to the
integrability of the covariance kernel — whereas previously the phase transition was only known in the case of the Bargmann—Fock
covariance kernel which decays super-exponentially. We also prove that the phase transition is sharp, demonstrating, without any
further assumption on the decay of correlations, that in the sub-critical regime crossing probabilities decay exponentially.

Key to our methods is the white-noise representation of a Gaussian field; we use this on the one hand to prove new quasi-
independence results, inspired by the notion of influence from Boolean functions, and on the other hand to establish sharp thresholds
via the OSSS inequality for i.i.d. random variables, following the recent approach of Duminil-Copin, Raoufi and Tassion.

Résumé. Nous démontrons 1’existence d’un phénomene de transition de phase pour les propriétés de connexion de lignes de niveau
d’une grande classe de champs gaussiens planaires. En plus d’hypotheses de symétrie, régularié et positivité des corrélations, nous
supposons que la covariance de ces champs décroit a vitesse polynomiale avec un exposant strictement plus grand que 2. Nous montrons
par ailleurs que la transition de phase est “nette” dans le sens que, dans la phase sous-critique, les probabilités de connexion convergent
vers 0 a vitesse exponentielle. Dans nos preuves, nous utilisons de fagon centrale I’écriture des champs gaussiens lisses a I’aide d’un
bruit blanc planaire. Nous utilisons cette représentation pour prouver de nouveaux résultats de quasi-indépendance spatiale, inspirés
par la notion d’influence en théorie des fonctions booléennes. Par ailleurs, la structure produit du buit blanc nous permet d’utiliser
I’inégalité d’OSSS, qui est une inégalité clef dans la récente approche d’étude des transitions de phase par Duminil-Copin, Raoufi et
Tassion.
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1. Introduction

In recent years the strong links between the geometry of smooth planar Gaussian fields and percolation have become
increasingly apparent, and it is now believed that the connectivity of the level sets of a wide class of smooth, stationary
planar Gaussian fields exhibits a sharp phase transition that is analogous to the phase transition in, for instance, Bernoulli
percolation.

To discuss these links more precisely, let us fix notation. Let f be a stationary, centred, continuous Gaussian field on
R? with covariance kernel

k() =E[fO) f(x)], xeR~.
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Fig. 1. A simulation of the excursion set £ of the Bargmann—Fock field restricted to a large square (in grey) at (i) the zero level £ = 0 (left figure), at
(ii) the level £ = 0.1 (right figure), with the connected component of greatest area distinguished (in black). The Bargmann—Fock field is the stationary,

2
centred Gaussian field with covariance kernel k (x) = e WI°/2_ Credit: Dmitry Beliaev.

The level sets and (upper-)excursion sets of f will be denoted
Lo={x:f(x)=—t} and & ={x:f(x)=—t}, CeR;

the use of —¢ instead of ¢ in these definitions is solely for convenience — in particular & is then increasing in both f and
¢ — and makes no difference to the content of our results.

In percolation theory, one is interested in the geometry of macroscopic components in random sets. A question of
major interest is the existence of an unbounded connected component (when such a component exists, one says that the
random set percolates). By analogy with other planar percolation models, it is natural to expect that the excursion sets
of planar Gaussian fields exhibit a phase transition at the critical level £, = 0 (since f is centred, £ = 0 is the ‘self-dual’
point). More precisely, if f is ergodic one expects the following phase transition at criticality:

e If £ <0, then almost surely the connected components of &, are bounded;
e If £ > 0, then almost surely & has a unique unbounded connected component.

A rough analogy is that of water flooding the infinite landscape formed by the graph of f: if £ < O then the landscape
consists of an infinite landmass that contains lakes, whereas if £ > O then instead it consists of islands surrounded by an
infinite ocean. See Figure 1 for a simulation of the excursion sets of a stationary planar Gaussian field at (i) the zero level,
and (ii) a level slightly above zero, illustrating the dramatic change in the connectivity.

The primary aim of this paper is to establish, under mild conditions on f, the existence of such a phase transition at
the zero level. This is the analogue, for smooth planar Gaussian fields, of the celebrated result of Kesten [26] establishing
the phase transition for (Bernoulli) bond percolation on the square lattice.

We further establish a quantitative description of the phase transition, demonstrating that it is sharp. More precisely, if
£ < 0 we show that crossing probabilities decay exponentially fast on large scales, and we also show that the ‘near-critical
window’ of levels £ for which crossing probabilities are bounded decays polynomially in the scale.

1.1. Gaussian fields and percolation

Early works to consider rigorously the connections between the geometry of planar Gaussian fields and percolation
focused mainly on (i) the zero level £ = 0, and (ii) very high levels £ > 1. To the best of our knowledge the first such
works were [30-32], in which it was shown that if « is sufficiently smooth and absolutely integrable then there exists
a £* € R such that almost surely there is an unbounded component in & at every level £ > £*. Later it was shown [3],
using very different techniques, that under the assumptions of ergodicity (implied by the absolute integrability of «) and
positive correlations (i.e. ¥ > 0) the level sets never percolate, i.e. almost surely there is no unbounded component in £,
for any £ € R.
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Given these results, and by analogy with Bernoulli percolation (see below), it was natural to expect that under mild
conditions (for instance if « is positive, integrable and sufficiently smooth) the connectivity of the level sets undergoes
a phase transition at the zero level as described above. In [41] this conjecture was established for the Bargmann—Fock
field, whose covariance kernel is a Gaussian function and in particular decays extremely rapidly. In this work the exact
form of the covariance kernel was crucial, since the proof required explicit Fourier-type calculations to be performed.!
As mentioned above, one of the main results of the present paper is to establish the conjecture under mild conditions
on the covariance kernel; indeed we use only slightly stronger conditions than those mentioned above (to be precise, we
require a ‘strong’ positivity assumption, sufficiently symmetry, polynomial decay of correlations with exponent 8 > 2,
and sufficient smoothness).

In classical percolation theory the phase transition is often described in a more quantitative manner. For example,
if the percolation model is critical then so-called Russo—Seymour—Welsh estimates (RSW) hold, which are bounds on
the probability that a domain is crossed that are uniform in the scale of the domain. On the other hand, if the model is
sub-critical then crossing probabilities decay exponentially in the scale of the domain — this is often referred to as the
sharpness of the phase transition.

Recently, such statements have been proven also for the level sets and excursion sets of smooth planar Gaussian fields.
The pioneering work was [5] in which it was shown that, assuming correlations decay polynomially with exponent at least
B ~ 325, both Ly and & satisfy equivalents of the RSW estimates. Although the necessary decay assumptions on « have
been progressively weakened [6,7,42], the state of the art still requires correlations to decay polynomially with exponent
B > 4, much faster than that implied by the mere integrability of the covariance kernel (which corresponds roughly to
B > 2). For sub-critical levels £ < 0, [41] established the exponential decay of crossing probabilities in the special case
of the Bargmann—Fock field.

A secondary aim of this paper is to establish quantitative descriptions of the phase transition. In particular, working
under the same mild conditions as mentioned above (in particular, under the assumption 8 > 2), we show that if £ <0
then domains are crossed by &, with probability decaying exponentially in the scale of the domain, whereas if £ = 0 then
RSW estimates hold. We remark that, although our results are inspired by the works mentioned above, our methods are
completely independent and quite distinct (except for the use of Tassion’s method [49]); see Section 2 for an overview of
our methods, and how they relate to previous work.

1.2. Statement of the main results

Recall that f denotes a stationary, centred continuous planar Gaussian field with covariance kernel « (we exclude the
degenerate case f = 0). To state the additional assumptions that we impose on f we introduce the spectral measure (1,
defined as the Fourier transform of the covariance kernel «:

K(X)=/62”i<x"‘)dM(S);

since f is continuous, such a measure exists by Bochner’s theorem, and satisfies u(—A) = u(A), for all Borel sets A,
and [ du =«(0).

Henceforth we shall always work under the assumption that p is absolutely continuous with respect to the Lebesgue
measure; we denote by p? the density of 1, and refer to this as the spectral density. Note that p € L%(R?) since | p|| 2=
[dp=x(0) € (0, 0).

The existence of the spectral density p> guarantees that f is ergodic [34, Appendix B], and also that x (x) — 0 as
|x| — oo (by the Riemann-Lebesgue lemma). On the other hand, in the context of previous results this assumption is
not so strong, being for instance weaker than the condition that the covariance kernel « is absolutely integrable (and so
also weaker than the condition that correlations decay polynomially with exponent 8 > 2), a key assumption in previous
works.

The existence of the spectral density is fundamental for our analysis because it is equivalent to the existence of the
white-noise representation of f,i.e. the fact that

FLgxw (1.1)

for ¢ € L*(R?) satisfying g(—x) = g(x), where * denotes convolution and W is a planar white-noise; we give more
details on this representation in Sections 2 and 3.2 below. To relate (1.1) to the existence of the spectral density pZ, note

'More precisely, in [41] the phase transition at the zero level was established for the continuous Bargmann—Fock field, as well as for discrete, stationary,
positively correlated Gaussian fields whose covariance decays polynomially with exponent 8 > 4.
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that we can define

q = Flpl, (1.2)

where F[-] denotes the Fourier transform; it is simple to check that ¢ possesses the required properties, namely that
q(—x) = Flpl(—x) = Flpl(x) = q(x), and lIgll 2 = llpll ;2 = [ 0*]I .1

Conversely, if g(—x) = g(x) and ¢ € L?, then we can define f = ¢ » W and p = F[q], which ensures that f is a
stationary, centred planar Gaussian field with spectral density p? and covariance kernel?

k =F[p*]=Flp-pl=Flpl« Fipl =q *q.

Henceforth it will be convenient to work with (1.1) as the definition of f and with p = F[q] as the definition of p. To
ensure f enjoys some additional properties, we need to impose certain regularity conditions on g, which we take to hold
throughout the paper:

Assumption 1.1 (Regularity). The function ¢ is in L2, and for every x € R?, ¢(—x) = g(x). Moreover, ¢ is C3 and
there exist €, ¢ > 0 such that, for every multi-index « such that |a| < 3, [0%g(x)| < c|x|~1*®). Finally, the support of
p = F[q] contains an open set.

We collect important consequences of Assumption 1.1 in Section 3.2. Here we simply mention that this assumption
ensures (by dominated convergence) that k = ¢ * ¢ is C® which permits us to define f as a continuous (in fact C2)
modification of g x W, rather than ¢ x W itself, and also guarantees that, for each £ € R, the level set £, almost surely
consists of a collection of simple curves.

Remark 1.2. In addition to f, we shall also consider in this paper uncountable families of Gaussian fields f,, £ and f°,
indexed by r > 1 and ¢ > 0, constructed using the white-noise W. Although the existence of simultaneous modifications
of these fields such that they are all continuous is not obvious, this is not essential for us since we will only ever consider
either: i) fixed parameters r and ¢; or ii) limits as » — 0o or ¢ — 0 in order to deduce a result for f, for which we can
always work with countable subsequences.

For our main results to hold, we shall need some or all of the following additional assumptions on g:

Assumption 1.3 (D4 Symmetry). The function ¢ is symmetric under both (i) reflection in the x-axis, and (ii) rotation
by 7 /2 about the origin.

Assumption 1.4 (Weak or strong positivity).

(1) (Weak positivity) k =g xq > 0;
(2) (Strong positivity) g > 0.

Assumption 1.5 (Polynomial decay of correlations; depends on a parameter 8 > 0). There exists a constant ¢ > 0
such that, for every |x| > 1 and multi-index « such that |o| <1,

0% (x)| < clx|7P. (1.3)

We emphasise that the decay condition (1.3) is a slightly stronger version of the assumption, appearing in previous
works, that k(x) = O(|x|™#). Moreover, g(x) = O(|x|~#) is equivalent to « (x) = O(Jx|~#) for B > 2 if ¢ > 0 is also
assumed. Observe also that Assumption 1.1 implies that (1.3) holds for some 8 > 1, and on the other hand, if (1.3) holds
for § > 2 and q is not identically equal to O, then the support of p = F[gq] contains an open set since it is continuous.

Although we have chosen to state Assumptions 1.3 and 1.4 in terms of ¢, they have natural analogues for the spectral
measure y. First, the weak positivity condition in Assumption 1.4 is equivalent to the spectral density p> being positive-
definite, whereas strong positivity is equivalent to p being positive-definite. Second, Assumption 1.3 is equivalent to any
of p, u, k or the law of f satisfying the same symmetries. We remark also that sufficient conditions for Assumptions 1.1
and 1.5 could be given in terms of the spectral density p” using classical results from Fourier analysis.

We are now ready to state our first theorem, establishing the phase transition at the zero level under the above condi-
tions:

’Indeed, we use the following definition of the planar white noise: W is a centred Gaussian field indexed by L2(R?%) such that
E[f q1()dW ) [ @20 dW 1= [ q1()g2() dy.
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Theorem 1.6 (The phase transition at the zero level). Suppose that Assumptions 1.1 and 1.3 hold, that the strong
positivity condition in Assumption 1.4 holds, and also that Assumption 1.5 holds for a given > 2. Then the following
are true:

e If ¢ <0, then almost surely the connected components of £ are bounded,
e [f ¢ >0, then almost surely E; has a unique unbounded connected component.

Since f = — f in law, the same result holds for £/, the complement of the excursion set. We can also state a version
of the result for ‘thickenings’ of the zero level set, i.e. £ = {x : |f(x)| < ¢&}:

Theorem 1.7 (The phase transition for thickened zero level sets). Under the same conditions as in Theorem 1.6:

e [f e =0, then almost surely the connected components of L are bounded,
e Ife >0, then almost surely L{ has a unique unbounded connected component.

Remark 1.8. Our assumptions are stronger than in the early works [3,30,31] described in Section 1.1, and so Theorem 1.6
was already known for £ < 0 and for ¢ sufficiently large. What is new is the statement that £, percolates at every positive
level € > 0, which was previously only known in the case of the Bargmann—Fock field [41].

This statement is the analogue, for smooth planar Gaussian fields, of Kesten’s celebrated result for (Bernoulli) bond
percolation on the square lattice, which we recall now. Fix p € [0, 1] and colour each edge of the square lattice Z> black
independently with probability p. Harris [23] showed that at the ‘self-dual’ point, p = 1/2, there are almost surely no
unbounded black clusters (i.e. unbounded components of the sub-graph of black edges). Much later, Kesten famously
proved [26] the existence of a phase transition at the ‘self-dual’ point, i.e. showed that if p > 1/2 then almost surely there
is a (unique) unbounded black cluster.

Remark 1.9. Theorems 1.6 and 1.7 require the strong positivity condition ¢ > 0, which can be contrasted with previous
works (see the discussion in Section 1.1) that assumed only weak positivity ¥ > 0. We do not believe strong (as opposed
to weak) positivity to be fundamental to the result, and in fact we suspect it could be removed (at the expense of the full
strength of Theorem 1.15 below), although we do not pursue this here. In fact, strong positivity is only used at a single
place in the proof (see the discussion in Section 5.2).

We also remark that an (apparently) even stronger positivity condition (often called fotal positivity) holds for the dis-
crete planar Gaussian free field (GFF), and was a crucial ingredient in recently obtained results that bear some similarities
to ours [43] (although in a very different setting).

Remark 1.10. Our techniques and results likely extend to the setting of sequences of smooth Gaussian fields on compact
manifolds such as the sphere or flat torus, as in [7], although additional technical difficulties may arise. Similar results
likely hold also for many classes of non-Gaussian fields (e.g. chi-squared fields, shot-noise etc.), which could have po-
tential applications in physics [50] and in the statistical testing of spatial noise [11]. However, many of our techniques are
tailored to the Gaussian setting, so would not immediately apply to other classes of fields.

We next turn to a quantitative description of the phase transition, and show in particular that it is sharp. For this we
need to introduce notation for crossing events. For each r > 0 and x € R?, let B, (x) = {y € R?: |x — y| <r} denote the
Euclidean ball with radius r centred at x, and abbreviate B, = B,(0). Define a quad Q to be a simply-connected piece-
wise smooth compact domain D C R? together with two disjoint boundary arcs y and y’. One can take, for instance, D
to be a rectangle and y and y’ to be opposite edges.

For each quad Q and level ¢, let Crossg(Q) denote the event that there is a connected component of & that crosses Q,
i.e., whose intersection with Q intersects both y and y’. Similarly, for 0 < r; < ry, let Army(ry, r2) denote the event that
there is a connected component of &, that intersects both d B,, and 9 B,,. Note that our assumptions on f and Q ensure
that each of these events is measurable.

Theorem 1.11 (Sharpness of the phase transition). Suppose that Assumptions 1.1 and 1.3 hold, that the weak positivity
condition in Assumption 1.4 holds, and that Assumption 1.5 holds for a given B > 2. Then for every quad Q,

inf P[ f € Crosso(RQ)] >0 and supP[f € Crosso(RQ)] <1,
R>0 R>0
and moreover there exist c1, ¢y > 0 such that, for each 0 <r < R,

r\“
IE”[f € Armg(r, R)] < (E) .
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Suppose in addition that the strong positivity condition in Assumption 1.4 holds. Then the following are true:

e [fl <0, then for every quad Q there exist c1, ca > 0 such that, forall R > 1,
P[f € Crossg (R Q)] <cre %, (1.4)
e If € >0, then for every quad Q there exist c1, ca > 0 such that, forall R > 1,

P[f € Crossg(RQ)] > 1 — cje™". (1.5)

Remark 1.12. The first statement of Theorem 1.11 gives analogues of the RSW estimates in critical percolation theory
(see for instance [14,22]), which have previously been established under stronger conditions on the decay of correla-
tions (roughly corresponding to 8 > 4) [5,6,42]. The statement about Armq(r, R) is the analogue of the one-arm decay
in percolation theory, and follows in a straightforward way from the RSW estimates (at least, if a preliminary ‘quasi-
independence’ property has been established; see Theorem 4.2). Notably, we need only the weak positivity condition
k > 0 for these statements.

Remark 1.13. The second and third statements of Theorem 1.11 give quantitative bounds on crossing probabilities in
‘non-critical’ regimes; previously such bounds had only been established for the Bargmann—Fock field [41].

In the case £ < 0, the statement is a bound on the decay of crossing probabilities in the sub-critical regime, showing in
particular that sub-critical crossing probabilities decay exponentially, just as for Bernoulli percolation [26].

In the case £ > 0, the second statement is a quantitative description of the claim in Theorem 1.6 that & percolates, and
in fact we use this statement to infer the percolation of &, via a simple Borel-Cantelli argument.

Remark 1.14. Similar results to those in Theorem 1.11 could also be deduced for the level sets £, — i.e. defining the
crossing events Crossg (R Q) relative to Ly rather than £ — but we have chosen to omit such results. A notable exception
is (1.5), which does not hold for L.

One consequence of Theorem 1.11 is that, for each £ > 0 and quad Q,
P[f € Crossg(RQ)] - 1 as R — 0. (1.6)

A natural question is to determine how slowly a positive sequence £{g — 0 must decay in order to ensure that (1.6) still
holds for £ = £g; in other words, to quantify the size of the near-critical window. Our next result shows that this window
is of polynomial size, as it is for Bernoulli percolation.

Theorem 1.15 (Polynomial bounds on the near-critical window). Suppose that Assumptions 1.1 and 1.3 hold, that the
weak positivity condition in Assumption 1.4 holds, and that Assumption 1.5 holds for a given 8 > 2. Then for each ¢ > 1
and every quad Q,

lim supIP’[f € Crossp— (RQ)] < 1.

R— o0
Suppose in addition that the strong positivity condition in Assumption 1.4 holds. Then there exists a ¢ > 0 such that, for
every quad Q,

lim P[f € Crossg-,(RQ)| =1.

R—o0

Remark 1.16. Again by analogy with Bernoulli percolation, it is natural to conjecture that the near-critical window is of
polynomial size with exponent exactly 3/4, i.e. the conclusion of Theorem 1.15 is true for every 0 < ¢ <3/4 < c1. Our
result shows that the exponent is strictly positive and at most 1. This is comparable to what is known for bond percolation

on the square lattice, for which the exponent has been shown to be strictly positive and strictly less than 1, see [27] (on
the other hand, for site percolation on the triangular lattice the conjecture is known in full [48]).

1.3. A family of examples

In this section we introduce a family of smooth planar Gaussian fields that illustrates the generality and scope of our
results.
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Consider the rational quadratic kernel (sometimes also called the Student-t kernel)
—8/2
RQs) = (1+1xP) " p>o,

which is continuous, isotropic and positive-definite on R?; this kernel is extensively used in the modelling of spatial data,
see, e.g., [40, Chapter 4].

Fix a value of the parameter 8 > 2 and let ¢ = RQg, which satisfies the necessary conditions for the white-noise
representation to be valid. The Fourier transform of ¢ is known [39, Chapter 17], and is given by

p(x) = Flgl(x) o< [x P> K g o1 (Ix1),

where K, (z) is the modified Bessel function of the second kind. Hence, f = g x W is a stationary planar Gaussian field
with spectral density

p2(0) = (Flq))* (o) o< 1x1P2K G 5 (1x]).

Observe that each of Assumptions 1.1 and 1.3, and the strong positivity condition in Assumption 1.4, are easily verified.
Moreover, one can check that the decay condition in Assumption 1.5 is satisfied for §.

Given the discussion above, we see that our results apply to this planar Gaussian field for each § > 2. On the other
hand, the covariance kernel of this field satisfies

K(x) ~c|x|*ﬂ, as |x| — oo,

and so none of the previous results in the literature (for instance in [5,42]) apply to this field unless 8 > 4, and even then
only the RSW estimates of Theorem 1.11 were known [42]. In particular, the results in Theorems 1.6 and 1.11 in the case
£ > 0, and the result in Theorem 1.15, were not previously known for any value of § > 2.

1.4. The percolation universality class

A major unresolved question raised by our work is to determine how rapidly correlations must decay in order for the
connectivity of the level sets of a smooth Gaussian field to be well-described on large scales by Bernoulli percolation, i.e.
to determine the boundary of the ‘percolation universality class’.

In the physics literature, the ‘Harris criterion’ (see, e.g., [51]) is a well-known heuristic that determines whether long-
range correlations influence large scale properties of discrete percolation models. Translated to our setting, the criterion
suggests that the percolation universality class is determined by the convergence of

|
— k(x —y)dxdy,
R5/2 xeBgr JyeBg

which is roughly equivalent to demanding that ¥ has polynomial decay with exponent 8 > 3/2 in the case ¥ > 0 (com-
pared to 8 > 2 that is required in our results). It is an interesting question whether the Harris criterion can be formalised
into a rigorous description of the universality class.

Further, the analogy with Bernoulli percolation should go beyond even the results in Theorems 1.6, 1.11 and 1.15.
For instance, one might expect that the zero level sets Lo should, on large scales, behave similarly to the so-called
SLE¢ process (or, more precisely, the CLEg loop ensemble [46]), which is conjectured to describe the scaling limit
of the boundaries of clusters in Bernoulli percolation; this conjecture is (only) proved for site percolation on the regular
triangular lattice [15,47]. This has been conjectured for the random plane wave (RPW) [12], which is a universal Gaussian
model for eigenfunctions of the Laplacian on generic (i.e. chaotic) smooth manifolds. The RPW has correlations that
decay extremely slowly — only at rate 1/+/R — but since the correlations are highly oscillatory, the Harris criterion is
nevertheless still satisfied [13].

There are also certain Gaussian fields for which the level sets are known not to resemble percolation clusters on large
scales. For example, it is known that the ‘level lines’ of the planar GFF are SLE4 processes [44], and so the planar GFF
lies in an entirely different universality class to percolation.

1.5. Overview of rest of the paper

In Section 2 we present an overview of our methods and give a general outline of the proof of the main results. In Section 3
we collect the arguments that are particular to the Gaussian setting of our work. In Section 4 we establish the crucial
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‘quasi-independence’ property for crossing events, and use it to deduce the RSW estimates for £ = 0 that comprise the
first statement of Theorem 1.11. We also deduce from the RSW estimates the first statement of Theorem 1.15. In Section 5
we begin our study of the sharp phase transition, establishing a qualitative description of the phase transition for crossings
of a fixed rectangle at large scales. Finally, in Section 6 we bootstrap the aforementioned result to complete the proof of
the main results.

2. Overview of our methods and outline of the proof

Compared to previous works on the links between Gaussian fields and percolation, our methods contain several new
techniques that we emphasise here:

e First, our overarching methodology is to work directly in the continuum, rather than restricting the Gaussian field to a
lattice as was done in all previous works on the topic (with the exception of [3]). This opens up new techniques, such
as our application of the Cameron—Martin theorem to control the effect of varying the level (this is inspired by similar
arguments in the analysis of Boolean functions, see Section 3.3). On the other hand, we do ‘discretise’ the field by
approximating it by a random variable taking values in finite dimensional subspaces of the set of continuous planar
functions.

e Second, we exploit heavily the white-noise representation of a Gaussian field in (1.1). Even though this representation
is well-known in other contexts (see, e.g., [24], or [16,29] for a closely-related representation), as far as we know it
has never been used to study the connectivity of level sets. We give more details on how we use this representation
immediately below.

e Third, we prove that there is a phase transition at level 0 by appealing to recent advances in the study of randomised
algorithms, and in particular the development of the OSSS inequality; this is inspired by recent applications of similar
ideas to various models [2,17—-19]. Again we give more details immediately below.

e Finally, we use a ‘sprinkled’ quasi-independence property (see Proposition 6.2) in order to bootstrap the results obtained
by using randomised algorithms and obtain sharpness results (i.e. exponential decay of connection probabilities in the
subcritical phase). Here ‘sprinkled’ means that instead of comparing P[ f € AJP[f € B] to P[ f € A N B], we compare
the first quantity to P[f — e € A N B]. This is in contrast to [41], in which the rapid decay of correlations in the
Bargmann—Fock field ensured that a classical notion of quasi-independence was sufficient.

In the rest of this section we (i) describe how we exploit the white-noise representation, (ii) explain the OSSS inequality
and how we apply it, and (iii) give a brief outline of the proof.

2.1. Truncation and discretisation

The white-noise representation is useful because of two operations — truncation and discretisation — that allow us to
couple f to other Gaussian fields which are close to f with high probability but have desirable properties.

Truncation
Recall that we take (1.1) to be the definition of f. Foreachr > 1, let x, : R? — [0, 1] be a smooth isotropic approximation
of the radial cut-off function 1. <,/2. More precisely, we ask that x, is smooth, isotropic, and satisfies

1, if|x|<r/2-—1/4,
xr(x) = .
0, if|x|>r/2,

and that the kth derivatives of y,, for all k > 1, are uniformly bounded in x € R2 and r > 1. Abbreviate qr = qxr, and
observe that, for all » > 1, either ¢, is identically equal to O or it satisfies Assumption 1.1 whenever ¢ does. Hence, for
each r > 1 we can define the stationary centred planar Gaussian field

frzqr*W.

We call this the r-truncation of f, and highlight the crucial fact that it is an r-dependent field, meaning that f.|p, and
fr1p, are independent for all subsets Dy, Dy C R2 such that d(Dy, D2) > r. Moreover, we have good control on the
difference f — f; since, by definition,

f=MO=(@—ag)*W)()= /(q — ) —u)dWu).

As we show in Section 3, under Assumptions 1.1 and 1.5 we can control this difference well in the sup-norm on compact
sets, which is what we shall need for our application to crossing events (see Section 2.3 for more detail on this application).
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Discretisation
Next, for each ¢ > 0 we couple the white-noise W to a discretised version W* at scale ¢ by setting

flv=8_1/ dW(x), veeZ?,
xev+[—e/2,e/2]%

and defining

-1
W) =" Y Mlcupioe/ne/op

veeZ?

Note that the 1, are distributed as i.i.d. standard Gaussian variables. As we show in Proposition 3.3, under suitable
assumptions on g each ¢ > 0 gives rise to a planar Gaussian field via

f‘E:q*WS.

We call this the e-discretisation of f, and note that it is stationary with respect to lattice shifts x — x + v, v € eZ>.

Similarly as for f;, in Section 3 we show how Assumption 1.1 allows us to control the sup-norm of f — f¢. To give
an idea how this is done, let us rewrite the map x — f°(x) in a slightly different form. For each continuous function
g:R?> = Randeach ¢ > 0 and x € R?, let g*¢ be defined by setting, for each v € ¢Z? and u € v + [—¢/2, /2],

g5 (x +u) =s—2/ g(x +w)dw 2.1)
wevt[—e/2,e/2]?

i.e. g¥¢ is a piece-wise constant function that takes its average value on each face of the shifted lattice x + (¢/2, ¢/2) +
e7?; we call g%¢ the piece-wise constant approximation of g. With this definition, we can express f¢(x) as

fr@=(g*«W )y =e" nu/ q(x —u)du
veel? uev+[—e/2,e/2)?

Z (/ dW(u)) (5—2/ q(x — u)du)
> \Juev+[—¢/2,8/2]? uev+[—e/2,e/21?

eells

g (x —u)dW(u)

fuev+[—s/2,8/2]2

veeZ?
=/qx’8(x —u)dWu) = (g% * W) (x).

The validity of the interchange of sum and integral is established by computing

(>

ve(eZ2)N[—n,

2
/ g (x —u)dW(u) — /q“(x - u)dW(u)> ]
P2 uev+[—e/2,e/2]?

which goes to 0 as n — oo by the definition of W and the fact that ¢**(x — -) € L? (which is a direct consequence of
Assumption 1.1). Hence, the point-wise difference between f and f* can be expressed as

(f =)@ =((g —g"°) > W) ().

To avoid confusion, we remark that the description of f¢ as discrete refers to the discrete white-noise W¢ and not the
field f¢ itself, which is a continuous random field. This distinguishes our discretisation procedure from the discretisation
procedures used in previous works on this topic, which consisted of restricting f to the vertices of a lattice [5,6,41,42].
On the other hand, the field f*¢ is approximately finite-dimensional. To explain this, observe that by combining the above
ideas we can define, for each r > 1 and ¢ > 0, the field

fii=qxWe.
This field is finite-dimensional on any compact domain D, meaning that we can write

fElp=G,....,nn)
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for a function G and N € N, where n; are standard i.i.d. Gaussian variables. This finite-dimensional approximation of f
is useful for applying the OSSS inequality, which we explain next.

2.2. The OSSS inequality

The OSSS inequality originated in [37] in the study of the complexity of algorithms; we refer to [19] and [20, Chapter 12]
for more about its origins. In the present paper we are solely interested in the recent applications of this inequality to
establish sharp phase transitions in many important models of statistical physics (e.g. FK-cluster, Voronoi percolation,
Poisson-Boolean percolation; see [2,17-19]).

Let us first recall the OSSS inequality. Let A be a finite set, let i be a probability measure on a measurable space
(E, ), and consider the product probability space (E*, 24, u®M). Given any A € £ of this product space and a
coordinate i € A, the influence Il.“ (A) of the ith coordinate on A is defined as the probability that resampling the ith
coordinate modifies 1 4, i.€.,

11(A) =P[1La(@) # 14@)],

where w ~ u®" and where @ = w except that w; is resampled independently.

Now, let A be a random algorithm that determines A; this means that A is a procedure that reveals step-by-step
the coordinates of w and stops once the value of 14 (w) is known, and for which the choice of the next coordinate to
be revealed depends only on (i) a random seed that is initialised once and for all at the start of the algorithm, (ii) the
coordinates that have already been revealed, (iii) the value of @ on these coordinates. The revealment (Sf‘ (A) of the ith
coordinate for the Algorithm A is the probability that w; is revealed by the algorithm.

The OSSS inequality (originally proven for E finite [37] but which also holds in the general® case [18, Remark 5]) can
be stated as follows:

Theorem 2.1 (OSSS inequality). For every A €& ®A and Algorithm A that determines A,

Var, (14(w)) < Z ST (A).

ieA

Let us explain briefly, in the setting of bond percolation on the square lattice, how the OSSS inequality can be used to
establish the existence of a phase transition. Let A be the set of edges of the lattice, and let E = {0, 1}, where 1 represents
the colour black. For each R > 0, let Cross(R) denote the event that there is a black crossing of a square of size R. By
duality properties, we know that P12 (Cross(R)) = 1/2 for each R > 0, where [P}, is the measure associated to the model
with probability p. Once this has been observed, the first step in the proof of the phase transition is Russo’s formula (see
for instance [14,22]) which implies that

i — 1 Hp
deP’,, [Cross(R)] = 5207 ; 1/'" (Cross(R)), (2.2)

where ), = pdy + (1 — p)d_;. Note that the factor 1/(2p(1 — p)) arises since the notion of influence that one would
usually use in order to write Russo’s formula in the Boolean case E = {0, 1} is

Pl14() # 14@)]

where @ = w except that we change (and not resample) the ith coordinate. Applying the OSSS inequality, we have

d 1 Var,, (Lcros
—Pp[Cross(R)] = le( Cross(R)) .
@ 2p(1 = p) sup; &; ¥ (Cross(R))

Hence, in order to demonstrate a phase transition, for instance to show that

d
EIP’I,,[Cross(R)“p:l/2 — 00, asR— oo,

3In both [37] and [18] the OSSS inequality is written without randomness on the initial seed but the case of a random seed is a direct consequence of
the deterministic case.
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it is sufficient to show that

supéfw2 (Cross(R)) - 0, as R — oc.
i

This latter step can be done by noting that, if the algorithm is suitably chosen, the revealments can be controlled by the
probability of the one-arm event, i.e. the event that there is a black path from 0 to distance > cR (see [8] and [45] where
such algorithms are used to study noise sensitivity questions). In turn, this is precisely what can be deduced from the
RSW estimates at the critical level p = 1/2.

In the above argument the OSSS inequality was applied to crossing events of squares, whereas the control of the
revealments §; was achieved by analysing one-arm events; this is roughly how we shall apply the OSSS inequality (see
also [2] where this argument is carried out for planar Voronoi percolation). In [17-19] the OSSS inequality is instead
applied to one-arm events directly, a powerful approach that ultimately yields the phase transition in all dimensions for
a wide class of models. In our setting there are obstacles to applying the OSSS inequality to the one-arm events directly
(explained in more detail in Remark 5.5), but if these could be overcome one might hope to be able to study also the phase
transition for smooth Gaussian fields in dimensions d > 3.

Let us now explain how we apply the OSSS inequality in our setting. Since the OSSS inequality as stated above
applies only to product measures, our strategy is to exploit the discrete approximation of the white-noise representation
introduced in the preceding section. More precisely, for suitably chosen r, € > 0 that depend on a scale R > 0, we study
crossing events on the scale R for the truncated and discretised field

1, rg =qrxW*®
by applying the OSSS inequality to the independent Gaussian variables (1,),,c.72 that define the discrete white-noise W*¢.
We then compare the truncated and discretised field f,° to our original field f via a ‘sprinkling’ procedure.

The next task is to link the OSSS inequality to a Russo-type formula. As explained in the preceding section, when
restricted to any compact domain f? is finite-dimension, and hence crossing events are measurable with respect to the
finite-dimensional i.i.d. Gaussian vector of relevant white-noise coordinates n,. In this setting there is a simple Russo-
type formula (see (5.1)) except, just as in the Boolean setting, the ‘influences’ that arise are not the same as those which
appear in the OSSS formula. Indeed, in the Gaussian setting these influences are only comparable for events A that are
increasing with respect to the variables n,. Since in general this is only true for crossing events if g > 0, this requires us
to impose the strong positivity condition (and is the only place this condition is used).

We end this discussion with an observation about a possible alternate, and in some sense more natural, way to apply
the OSSS inequality. In [19], the authors extend the OSSS inequality, in the Boolean setting, to monotonic measures
(here the correct notion of influences are covariances between coordinates and events, see [21] where similar influences
arise). This gives hope that the OSSS inequality could be applied directly to the field f, rather than to the white-noise
coordinates 7.

To do so, one would first discretise the field by restricting it to a lattice (as in [5] for instance), and view crossings
of quads as paths on this lattice. One might then hope to apply the non-product OSSS inequality directly to the (finite)
family of Gaussian variables f(v) that determine each crossing event. However, there are at least two sources of difficulty
in realising this approach:

e It is not clear that the resulting measures are monotonic in the appropriate sense under the assumption g > 0; indeed
we suspect that ‘monotonicity’ requires the Gaussian field to be fotally positive (also known as ‘MTP;’), which is true
in the case of the discrete GFF [43], but is a much stronger assumption than the condition g > 0.

o The influences that appear in Russo’s formula seem hard to compare to the covariances that appear in the monotonic
OSSS formula.

2.3. Outline of the proof

The overall structure of our proof is similar to that used in previous work [41], and consists of three main steps:

(1) (Quasi-independence) Show that crossing events on domains of scale R separated by a distance R are asymptotically
independent as R — 00;

(2) (RSW estimates) Apply Tassion’s general argument [49] to deduce the RSW estimates at the zero level £ = 0;

(3) (Sharpness) Combine quasi-independence, the RSW estimates, and the OSSS inequality to deduce the existence of
the sharp phase transition.
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However, we emphasise that our techniques in steps (1) and (3) are completely different from previous approaches,
and only the argument in step (2) is unchanged (and borrowed directly from [49]).

To show quasi-independence, we start from the fact that, for the truncated field fg, the crossing events on domains
separated by distance R are genuinely independent. Then we combine our control of the truncation difference f — fg with
an argument based on the Cameron—Martin theorem that bounds the effect of small perturbations on monotonic events,
to deduce the approximate independence of these events for f. This technique, inspired by the notion of influences (see
Section 3.3), ends up being much simpler than previous approaches to showing quasi-independence based on lattice
discretisation. We remark that our proof of quasi-independence requires only that p(0) > 0 (implied by « > 0) and that
Assumption 1.5 holds for a given 8 > 2, with B controlling how quickly the correlations between crossing events converge
to zero. This part of the argument also generalises immediately to higher dimensions.

To establish the sharp phase transition we use a three-step procedure. As mentioned above, we consider the truncated
discretised field f;° (for well-chosen r = r(R) and € = g(R) that are, respectively, growing and decaying polynomially
in R) and apply the OSSS inequality to the product space induced by the discrete white-noise variables 7,. The first step
is then to have RSW and one-arm event estimates for f°. While this could probably be done by suitably modifying the
argument from [49], since the law of f? is only translation invariant on a lattice (and since we want to have estimate
uniform in R), we instead use a sprinkling procedure to deduce these estimates for f° for small levels £ = £(R) > 0 from
the analogous RSW estimates for f. The second step is the application of the OSSS inequality to f, which is done by
revealing the white-noise coordinates 1, one-by-one following a classical algorithm that determines a crossing event (see,
e.g., [45] in the case of Bernoulli percolation). This yields a ‘qualitative’ description of the phase transition for a fixed
rectangle at large scales. The third and final step is rather standard, and consists in bootstrapping the initial ‘qualitative’
description of the phase transition to complete the proof of the main results. However, when the covariance of the field
decays less than exponentially fast, the standard bootstrap (i.e. as applies to Bernoulli percolation or the Bargmann—Fock
field) no longer works. We overcome this difficulty by making use of a ‘sprinkled’ version of quasi-independence.

3. Gaussian techniques

In this section we collect the arguments that rely on the Gaussian setting of our work. This includes our use of the
Cameron—Martin theorem to control the effect of varying the level, and our use of the white-noise representation (1.1) to
compare f to truncated and discretised versions (see Section 2 above).

We assume throughout this section (and the remainder of the paper) that Assumption 1.1 holds; whenever we need
Assumptions 1.3—1.5 in addition to this we will make this explicit.

3.1. Notation for sub-o-algebras
We begin by introducing notation for certain sub-o -algebras that we use in the remainder of the paper:

Definition 3.1. We write F for the classical o-algebra on the set C (R2) of continuous functions from R? to R, i.e. the
o -algebra generated by finite-dimensional projections. For any Borel set D C R2, we define the following sub-o-algebra
Fp of F generated by finite-dimensional projections on D (i.e. by u > u(x) for every x € D). We will use several
times the following important fact: if A € Fp and A is increasing, then for any u# € A and any continuous function v that
satisfies v|p > 0, we have u 4 v € A. Finally, for R > 0 we abbreviate Fr = Fp,.

3.2. Consequences of the assumptions

We next collect some important consequences of Assumptions 1.1 and 1.4 for the fields f and f°. Note that, for each
r > 1, either the function g, defined in Section 2.1 is identically equal to O or it satisfies Assumptions 1.1-1.5 whenever
q does. As aresult, either f; is identically equal to 0 or these consequences apply equally to the field f;..

We begin by stating some standard facts about Gaussian fields and their derivatives:

Lemma 3.2.

(1) Let g be a centred, almost surely continuous, planar Gaussian field with covariance* K € CK¥H1*+1(R2 x R?). Then,
g is almost surely ck, (g, 0%8)a:ja|<k is a centred Gaussian field, and for all multi-indices o1, ap such that |oy| < k

4The notation K € C"™ means that all partial derivatives of K which include at most m differentiations in the first variable and m differentiations in
the second variable exist and are continuous.
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and |as| < k and for every x, y € R?, we have
E[9%g(x)3*?g(y)] = 051032 K (x, y).

(2) If g is a centred planar Gaussian field with covariance K € C“1(R? x R?), then there exists a modification of g
which is continuous.

(3) Let g be a centred, almost surely continuous, planar Gaussian field with covariance K € C 2’Z(RZ, Rz), let h be a
centred planar L? field, and define f(x, y) = E[g(x)h(y)]. Then, for every multi-index o such that || < 1 and for
every x,y € R?, 0y K(x, y) exists and satisfies

E[8°g(x)h(y)] = 02K (x, ).

Proof. The first and second statements can be found in Appendices A.3 and A.9 of [34]. For the last statement, note that
the first statement implies that g is C'. Moreover, we have:

g(x1+a,x2)—gx)
a

E[0"Y¢(x)h(n] = E[lir% h(y)}

=IlimE

a—0

[g(m +a,;cz) —g(X)h(y)]

. K(x1+a,x2),y)—K(x,y)
= lim .
a—0 a

The second inequality comes from the fact that: i) the almost sure convergence of the Gaussian variables M

is equivalent to the L? convergence, and ii) /(y) is L>. This completes the proof in the case a = (1, 0), with the other
case identical. ]

We next use Lemma 3.2 to deduce some consequences of Assumption 1.1. Let us stress that, thanks to this assumption,
we can use dominated convergence in order to exchange derivatives and convolution of ¥k = g x g for derivatives of order
at most 3, a fact we use below without mentioning it explicitly.

For each quad Q = (D; y, y'), let O* denote the quad with domain D and boundary arcs v, v" defined so that v U V' =
dD \ y Uy’. For instance, if D is a rectangle and y and y’ are the ‘left’ and ‘right’ edges, then v and v’ consist of the
‘bottom” and ‘top” edges. Let Cross; (Q) denote the crossing event for the quad Q* and the set £, i.e. the event that there
is a connected component of £ whose intersection with Q* intersects both v and v’

Proposition 3.3.

(1) Fix & > 0. Then there exist continuous modifications of f =q W and f¢ = q x W¢. Moreover, f and [ are almost
surely C? and, for every multi-index o such that |o| <1,

3f=(0%)*«W and 3°f°=(3%)W°*. (3.1

(2) The field f is non-degenerate, meaning that, for each k € N and distinct points x1, ..., x; € R2, (f&xD)y .oy f(x1))
is a non-degenerate Gaussian vector.

(3) Foreach £ € R, the level set Ly almost surely consists of a collection of simple curves. Moreover, for each £ € R and
quad Q, almost surely

{f € Crossg(Q)} ={ f ¢ Cross;(Q)}.

Proof. (1) We first consider f =g+ W. Since ¢ € L?, and by the definition of the white-noise W, ¢ « W is a stationary
planar Gaussian field with covariance k = ¢ * ¢. Since Assumption 1.1 implies that « is C® (i.e. the covariance of f is
c33 ), the first two statements of Lemma 3.2 guarantee the existence of a continuous modification of f that is almost
surely C2. Concerning (3.1), Assumption 1.1 ensures that 3¢ € L?, and so (3%g) » W is well-defined. Then we use
dominated convergence (to exchange derivatives and convolution), the definition of W, and the first and third statements
of Lemma 3.2 to verify that E[(3% f — (3%g) » W)?] = 0. To be more precise, by the first statement of Lemma 3.2 and by
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the definition W,
E[(0°f (1) = ((6%9) » W) ()]
= 3%k (0) — 2E[* £ (x)((8%q) » W) ()] + (3%¢) * (9%¢) (0)
= (3%g) » (3¢)(0) — 2E[8* £ (x)((3%q) » W) (x)] + (3%¢) * (8% ¢)(0).
Moreover, by the third statement of Lemma 3.2,

E[8° f(x)(8%q) « W ()] = 8 (g * (8%q) (x = »)),,—, = (8"q) * (8%¢) (0.

As aresult, E[(0% f(x) — (0%q) W (x))?] =0 for every x. Hence, by considering a continuous modification of (d%g) W,
we have (3.1).

Turning to f¢ = g » W€, Assumption 1.1 ensures that both ¢ and 8%g, restricted to the lattice £Z?, are square-
summable, which ensures that f® =g x W¢ and 0%g x W¢ are well defined stationary Gaussian fields. The remainder
of the proof is essentially the same as in the first case.

(2) The non-degeneracy of f follows from the fact that the support of p (and hence also the support of the spectral
measure () contains an open set [52, Theorem 6.8].

(3) For this, we refer to [1] or to Lemma A.9 of [42]. O

To finish, we state some consequences of Assumption 1.4.

Proposition 3.4. The strong positivity condition in Assumption 1.4 implies the weak positivity condition k > 0. In turn,
the weak positivity condition is equivalent to the FKG inequality for finite-dimensional projections of the field f, i.e., for
every k e N, every {x1, ..., x¢} C R? and every increasing Borel sets A, B C R":

PUflxy i € ANBIZPLf x50 € AIP[f |xy,..ox € Bl (3.2)

Moreover, the weak positivity condition implies that p(0) > 0, and if we assume furthermore that Assumption 1.5 holds
for some B > 2, then there exists a neighbourhood V of 0 such that infy |p| > 0.

Proof. Clearly ¢ > 0 implies that k = g x g > 0. Moreover, (3.2) is well-known to be equivalent to ¥ > 0 by a result of
Pitt [38]. Finally, since p? = Fl[«] and « is non-negative and not identically zero, p%(0) > 0. If we assume furthermore
that 8 > 2, then p is continuous (by dominated convergence), which gives the last property. (]

Remark 3.5. By approximation arguments (see, e.g., Appendix A.2 of [42]), (3.2) implies the positive association of
each of the compactly-supported increasing events that we consider in this paper, i.e. for every compact D C R? and
every increasing A, B € Fp that is mentioned in this paper,

P[f e ANB]>P[f € AIP[f € B]. (3.3)

While we actually believe that (3.2) implies (3.3) for all compactly supported increasing events, we are unaware of any
such statement in the literature.

3.3. Varying the level via the Cameron—Martin theorem
In this section we show how to control the effect of varying the level on monotonic events, in particular giving a bound
in terms of the spectral density p contained in a small annulus centred at the origin. For each 0 < r; < rp, let Ann,, ,,

denote the Euclidean annulus centred at the origin with radii r; and r.

Proposition 3.6. There exist absolute constants cy, c3 > 0 such that, for each R > 0, monotonic event A € Fr,andt € R,

c1 Rt
P[feA]l—P[f —te A]|l <- .
[PLf ! | inf{|p(x)| : x € Annc, /R 2¢,/R}

In particular, if y > 0 is such that p(x) > c3|x|¥ for a constant c3 > 0 and sufficiently small |x|, then there exist ¢, Ry > 0
such that, for every R > Ry, monotonic event A € Fg,andt € R,

IPLf € Al —P[f —1 € Al| <cR"*7J1].
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Let us note that, if we follow the proof of Proposition 3.6 and if we assume that |¢| < M for some M > 0, then we
even have

ct(M)Rt|VPLf € Al

inf{|p(x)| : x € Anne, /R 2¢,/R}

|Plf € Al-P[f —t€All <

for some c1 (M) > 0. For simplicity, and since we do not need this sharper estimate, we have stated the above for every ¢
and without the term /IP[ f € A]. However, we believe that this sharper estimate could be useful to study events A with
very small probability.

Proposition 3.6 has an easy corollary when the infimum of |p| on some neighbourhood of 0 is positive, which is what
we apply in the sequel.

Corollary 3.7. Suppose that there exists a neighbourhood V of O such that infy |p| > 0. Then, there exist ¢, Ry > 0 such
that, for every R > R, monotonic event A € Fg, constants €,8 > 0, and continuous planar random field g such that
Pl f — gllco,Bg = €] <6,

P[{f € A} A {g € A})] <cRe +35.

Remark 3.8. Proposition 3.6 can be viewed as the analogue, in the Gaussian setting, of well-known inequalities that hold
for Boolean functions. Let n € N and consider the product space €2, = {—1, 1}"* equipped with the product probability
measure ]P’;’, = (p81 + (1 — p)8_1)®". Then for every € > () there is a ¢ > O such that forevery A C Q, ande < p <g <
1—e¢,

|P,[A] — Py[A]| <clp —qlv/n. (3.4)

The proof of (3.4) goes as follows. Define the functions

I—p [ p
Xip RORS Qn = _]]-a)i:l - —]]-w,-:—la
p l—p

which from an orthonormal set of centred variables of the L? space L2(£2,,, PZ)‘ Applying a differential formula, whose
proof is similar to the classical Russo’s formula (2.2), we obtain

d n
EPP[A] (@)14].

1 n
=—— ) E'y?
2r(1_p)§ bl

By the Cauchy—Schwarz inequality, we deduce that

" 1/2
<n (Z E)[x! (wm]2> : (3:5)
i=1

> B[] (@)14]
i=1

Since the functions Xl.p form an orthonormal set, Parseval’s formula gives that

n
Y By @1a] <Ep[13] =1,
i=1

which ends the proof. Note that, when A is increasing, E;[ Xl.p 14] is a constant (that depends on p) times the influence
of A (see Section 2.2 for the notion of influence of Boolean events). Hence, one interpretation of (3.5) is that the total
influence (i.e. the sum of all influences) is of order at most /n; this idea guides us also in establishing Proposition 3.6.
One can also find this idea in the work of Benjamini—Schramm [9] on the conformal invariance of Voronoi percolation,
in which they use an analogous control of the influences in order to bound the ‘number of defects’ (see their Section 8.1).

With a very similar proof (more precisely, by noting that, if X1, ..., X,, are i.i.d. standard Gaussian variables with
mean ¢, then the random variables (X| — ¢, ..., X, — £) form an orthonormal set of the underlying L? space), we obtain
the following. Let vZ’ denote the law of 7 i.i.d. Gaussian variables of mean £ and let A be a Borel subset of R”. Then, for
each 01,4, e R,

|V}, (A) =V (A)] <Vl — o).
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Proposition 3.6 can be viewed as a generalisation of this statement to continuous Gaussian fields, taking area(Bpg) as the
analogue of the n.

To prove Proposition 3.6 we shall need to introduce some of the standard theory of Gaussian fields, and in particular
the Cameron—Martin theorem; for this we refer to [25, Chapters VIII and XIV].

Recall that to our Gaussian field f we can associate a Hilbert space of functions H C C(R?) known as the Cameron—
Martin space, defined in the following way. First, let G denote the Hilbert space of centred Gaussian random variables
that is the closure in L? of the linear span of { f(x)},cg2, i.e. the set

Zaif(x,-), X; eRz,ai eR,ZaiajK(xi,xj) < 00.
ieN i

Then define the (injective) linear map P : G — C(R?) by
£ PEC)=(§ fO))g =E[Ef0)].

The function space H = P(G) C C(R?), equipped with the inner product
(h1.ha) g = (P~ (h1), P! (ho)); = B[P~ (h) P~ (hy)].

is a Hilbert space known as the Cameron—Martin space; by construction, P defines an isometry between G and H.
An equivalent description of H is as the completion of the space of finite linear combinations of the covariance kernel
K

Z a;K(si,"), a; €R,s; €R?,

1<i<n
equipped with the inner product
< Z a; K(s;, "), Z al(K(sl-', )> = Z aia}K(si, s;) 3.6)
I<i<n I<i<n H <ij<n

This latter construction emphases the role of the covariance kernel K in the construction of H; indeed one sees that H is
the (unique) reproducing kernel Hilbert space associated to K, i.e., for any # € H and x € R?,

(), K (x, )y = h(x). (3.7

Let us now state the well-known Cameron—Martin theorem, which describes how the law of f changes under transla-
tion by an element of H.

Theorem 3.9 (Cameron-Martin; see [25, Theorems 14.1 and 3.33]). Suppose h € H. Then the law of f + h equals
the law of f with Radon—Nikodym derivative

1
exp{P_l(h) - EE[P‘l(h)z]}.
In particular, for each A € F,

Plf+heAl=E|exp{ P! ~Lprpiny
= p (h) 2IE[P ()] t1rea |-

Note that the map P~!(-) plays the central role in the Cameron—Martin theorem; this is often called the Paley—Weiner
map and one of its key properties is that, since P is an isometry, its image P! (k) is a random variable with distribution
N, [171%).

We next state a corollary of the Cameron—Martin theorem that is all that we shall need to prove Proposition 3.6; since
we were unable to find this statement in the literature, we give a short proof.
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Corollary 3.10. Foreveryh € H and A € F:

171l
Jiog2’

Proof. Abbreviate X = P! (h). By Theorem 3.9, and the linearity of E,

|P[f € A1-P[f+heAll <

Plf e Al—P[f +he Al =IE[<1 — exp{X - %]E[XZ]})nfeA}, (3.8)

which, by the Cauchy—Schwarz inequality, is in absolute value at most

<E[<1 - exp{X - %IE[XZ]})Q}IP’[f € A])l/z;

this bound is analogous those holding in the context of Boolean functions (see Remark 3.8 above). Since X is distributed
as N(O, |k II%,), and by standard properties of the normal distribution,

1 2 1
[ (1-eof e stz o
=1 — 24 BXH — Il

and hence we have shown that

IPLf € Al —PLf +h € Al| <min{y/ !’ —1,1}.

To conclude we use the fact that

min{y/e** — 1,1} <x/,/log2
for all x > 0, which is simple to verify (by the convexity of v/¢** — 1 for instance). (]

To complete the proof of Proposition 3.6, we need one additional element of the theory of Cameron—Martin spaces
that is specific to the setting of stationary Gaussian fields (see, e.g., [10, Eq. (2.4), p. 67] or [28, Lemma 3.1]). Recall the
spectral density p2, and let S = supp(p). An alternative description of the Cameron—Martin space H is as the set

H="Flgpl. g€Lin(S), (3.9)

sym

2 where L2, (S) denotes the set of complex Hermitian L? functions

equipped with the inner product inherited from Lg,,, Sym

supported on S. To see why this is true, observe that the map g — F[gp] defines an isometry between Lfym(S) and H,

and so the latter is a Hilbert space. By the uniqueness of the RKHS [25, Theorem F.7], it remains to verify the reproducing
kernel property (3.7), i.e. for every F[gp] € H and x € R? we verify that

(Flgol(), k(= 0} = (Flgpl(), F[p?]¢ = x)) g =g, pe™2™ 04, = Flgpl ),

where in the second equality we used the translation identity for the Fourier transform.
One consequence of the representation in (3.9) is the identity

||h||%,=/ )P/ 0 (x) dx
xeR2

valid for any & € H such that h=F [#] is defined. In particular, if supp( |ﬁ |) has finite area we have the bound

sup{|(x)|? : x € supp(|i])} Area(supp(|]))

A= — -
inf{p?(x) : x € supp(lf|)}

(3.10)
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Proof of Proposition 3.6. Without loss of generality we take A increasing and ¢ < 0. Since A is increasing and belongs
to Fg,

0<P[feAl—P[f+tecAl<P[feAl—P[f+the Al

for each / that satisfies g, > 1. In light of Corollary 3.10, it remains only to show that

c1R
inf  hlly < - :
heH:hpp>1 inf{|o(x)] : x EAnnCZ/R,ZCQ/R}

for suitable c1, ¢p > 0. For this fix ¢ > 0 sufficient small so that the Fourier transform of the (normalised) identify function
on the annulus Ann, ». is larger than 1 on By, i.e.

Fle1amn.] =1 on By;
such a ¢ > 0 is easily checked to exist. Then define
h = f[R2C_2]]'Annc/R‘2c/R]’
which by the scaling of the Fourier transform satisfies /5, > 1 for all R > 0. By (3.10),

R%c2

2113 < - :
A= inf{p2(x) : x € Ann./g 2c/R)

which completes the proof. ([
3.4. Comparison to truncated and discretised versions of the field

We now show how to compare the field f to its truncated and discretised versions f, and f* introduced in Section 2.
Our comparison is in terms of the sup-norm, since this is enough for our application to crossing events, but stronger
comparisons would be easy to prove using similar methods (strengthening the assumptions as appropriate).

Proposition 3.11. Suppose that (1.3) holds for B > 1. Then there exist c1, ¢y > 0 such that, for all ¢ > 0 and R,r > 1
andt > 1log R,

)
PIILf = F oo + 1+ = £ e, Z cr16] = 1677
Moreover, there exist c1, c2 > 0 such that, for all R,r > 1 andt > logR,
LIS = frlloosp = c1tr' ] < cre™r”,
The proof of Proposition 3.11 will be a straight-forward combination of the following lemmas:

Lemma 3.12. There exists an absolute constant ¢ > 0 such that, for every C' planar Gaussian field g, and for all Ry > ¢
and R, > log R,

_R2/e

Plliglloc. g, = mRy] < e 2/°,

where

12
m= (sup sup E[(a"‘g)z(x)]) . (3.11)

xeR? |a|<1
Lemma 3.13. Suppose G : Rt — R* is such that, for all x € R* and || < 1,
|0%g (x)| < G(Ix]). (3.12)

Suppose also that fs>l sG(s)2 ds < 00. Then there exists a ¢ > 0 such that, for all r > 1,

sup sup E[(a“(f - fr))z(x)] < cf sG(s)?ds.

xeR? Ja|<1
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Lemma 3.14. There exists a ¢ > 0 such that, forall e > 0 andr > 1,

sup sup E[(9%(f — fg))z(x)] +E[(8*(fr — ff))z(x)] < ce?.

xeR? |a|<1
Before proving these lemmas, let us complete the proof of Proposition 3.11.

Proof of Proposition 3.11. We prove only the second statement; the first is proven similarly. By assumption there are
c1, ¢z > 0 such that (3.12) holds with

G(x) =clx_ﬂ, B>1.

Evaluating the integral fs>r sG(s)2ds < o0, by Lemma 3.13 there are c3, ¢4 > 0 such that, for r > 1,

sup sup E[(a"‘(f - f,))z(x)] < c3r21=P),

xeR? o<1

Applying Lemma 3.12 we have the result as long as R is sufficiently large. We deduce the result for all R > 1 by replacing
c1 with a suitably large constant. ([

We now turn to the proof of Lemmas 3.12-3.14. The proof of Lemma 3.12 is an easy consequence of two classical
results: Kolmogorov’s theorem [34, A.9] and the Borell-TIS inequality (see [4, Theorem 2.9] and [1]).

Proof of Lemma 3.12. By stationarity and Kolmogorov’s theorem, there is an absolute constant ¢y > 0 such that
E[lIglloo.5,] < c1m,

where m is the constant defined in (3.11). Moreover, by definition we have sup, .5, Elg (x)?] < m?. An application of the
Borell-TIS inequality to the field g|p, yields that, for each u > 0,
P[”g”oo,Bl >cim +u] < e—u2/(26%m2).

Setting u = m(Ry — c1) and tiling Bg, with < R% disjoint boxes of size 1 (since we can assume that R; > 1) yields, by
stationarity and the union bound, that there exists ¢ > 0 such that

RV /(02
P[”g”oo,BRl szz]SQR%e (Ro=c1)?/(2¢q)

Setting c3 > 0 to be sufficiently large such that for all Ry > ¢; and for all Ry > log Ry,

(Ry—c1)? n. R
————— —log(caR7) > —=%,
2c12 g( 2 1) 4c%
we have the result for ¢ the maximum of 4cf and c;. U

Proof of Lemma 3.13. By stationarity, it is sufficient to prove the result for x = 0. Recall from Section 2 and Proposi-
tion 3.3 that f — f, = (¢ — gr) * W, where g, = g x,, and also that

(f = fr)=(3"(g —gr)* W = /(a"‘(q — ) —w)dW (). (3.13)
By standard properties of white-noise, the second moment of the integral in (3.13) is
« 2
[ @@= a)c - wau.

Since G is defined to satisfy, for all x € R2,

sup [3%¢ (x)| < G(|x]).

lee| <1
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and since the function (1 — x;-) and all its derivatives are equal to zero on B, and uniformly bound elsewhere, this integral
1s at most

c/ G(|u|)2du
|u|>r

for a certain constant ¢ > 0. After switching to polar coordinates, we have the result. ]
Finally, for the proof of the Lemma 3.14 we shall need the following auxiliary lemma:

Lemma 3.15 (Piece-wise constant approximation). Let g : R?> — R be a C! function that is also in the Sobolev space
H! (i.e. for every multi-index o such that |a| <1, 0%g € Lz). Recall, for each x € R? and & > 0, the piece-wise constant
approximation g*°¢ defined in (2.1). Then there exists a constant ¢ > 0, depending only on ||g || g1, such that, for all ¢ > 0,

sup ||g — gt ||§ < cg?.

xeR?

Proof. Fix x € R? and ¢ > 0. For each v € £Z? define the lattice box D, = x + v + [—¢&/2, ¢/2]>. Since g**¢ is the mean
of g on D,, the Poincaré—Wirtinger inequality implies the existence of an absolute constant ¢’ > 0 such that

/ (g— g”)zdu < c’82/ |Vg|*du. (3.14)
ueD, ueD,
Summing (3.14) over v € £ Z? yields the result, since g € H'. ([

Proof of Lemma 3.14. Recall from Section 2 that we can express

(f=r)= /(q —q")(x —uw)dW (u).

Moreover, by Proposition 3.3 we have
(8“]‘ - B“fg)(x) = / 0% (x —u)dW(u) — / 0%g(x —u)dW? (u)

= /((a“q) —(3%)"")(x —w)dW (w),

where (0%¢)*? denotes the piece-wise constant approximation of the function d%g defined in (2.1). The second moment
of this quantity is equal to

L& 12
9% — (8%q)"[>-

Since 3%g € H', applying Lemma 3.15 yields the result. Moreover, since the constant in Lemma 3.15 depends only on
Il - Il 1, and since [|0%g, || ;1 is uniformly bounded over r > 1 and || < 1 by the assumptions on ., the same proof works
also for f, — fF. O

4. Quasi-independence and RSW estimates

In this section we show how the white-noise representation for the field, combined with the Gaussian estimates in the
previous section, provide a simple route to establishing quasi-independence for monotonic events. Using the approach of
Tassion [49], we then deduce RSW estimates at the zero level, i.e. the first statement of Theorem 1.11. These estimates are
also already enough to prove the first statement of Theorem 1.15. Recall that we assume throughout that Assumption 1.1
holds, which guarantees in particular that (1.3) holds for a given 8 > 1.

We begin by stating a general comparison result that is a simple combination of Corollary 3.7 and Proposition 3.11
(see Definition 3.1 for the notation for sub-o -algebras):
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Proposition 4.1. Suppose that (1.3) holds for 8 > 1, and suppose that there exists a neighbourhood V of 0 such that
infy |p| > 0. Then there exist c1,cz > 0 and Ry > 0 such that, for every R > Ry, r > 1 and t > log R, every Borel set
D C R? of diameter at most R, and every monotonic event A € Fp,

[PLf € A1 = PLf; € Al| < ¢ Rir'=F 4 e, @.1)
Proof. By Proposition 3.11, there exist ¢, c; > 0 such that,

2
P{If — filloo.pe = c1tr' ] < e,

and applying Corollary 3.7 we have result. (]
We now state our main quasi-independence result:

Theorem 4.2 (Quasi-independence). Suppose that (1.3) holds for > 1, and suppose that there exists a neighbourhood
V of 0 such that infy |p| > 0. Then there exist ¢y, ca > 0 and Ry > 0 such that, for every R{Ry > Ry, r > 1, 1] > log R
and ty > log Ry, every pair of Borel sets D1 C R? (resp. D,) of diameter at most Ry (resp. R») and such that r =
dist(D1, Dy), and every pair of monotonic events A € Fp, and B € Fp,,

IPLf € AN Bl —PLf € AIPLf € Bl| < ciRitir' P + c1e +¢; Ratar ' 4 ¢1e725. (4.2)

Remark 4.3. In the special case that Ry, Ry and r are all of the same order ®(R), equation (4.2) (with the setting
t1 =log R and r, = log R») yields a simple bound on

|P[f € AN B]—P[f € AIP[f € B]| 4.3)
of order
R*7P log R.

In particular, if (1.3) holds for a given § > 2, then (4.3) tends to zero as R — oo; hence our description of (4.2) as
verifying ‘asymptotic independence’.

Remark 4.4. Theorem 4.2 can be compared to other similar quasi-independence results that have appeared previously,
both in the study of the components of the zero level set of Gaussian entire functions [33,35,36], and also in the study of
crossing events for smooth Gaussian fields [5-7,42].

Whereas the approaches to quasi-independence from [5—7,42] have proceeded by restricting the field to a lattice and
deducing quasi-independence for this discrete field, our approach is to work directly in the continuum, first approximating
by a field with exact independence, and then studying of the effect of the approximation on the probability of the events
we are interested in. This two step approximation procedure can also be found in [33,35,36], but the approach and the
events considered therein are very different.

Moreover, whereas the previous best known sufficient condition for quasi-independence was polynomial decay with
exponent 8 > 4 [42], we deduce asymptotic independence as long as correlations decay (roughly speaking) polynomially
with exponent 8 > 2. More precisely (in the case » = R; = R» = R), [42] roughly implies that (4.2) holds for crossing
events with the right-hand-side replaced by cR~# x (Total influence)? where the term ‘Total influence’ is the sum of
R? influences defined in the spirit of the influences from Section 2.2. In [42], this sum of influences was bound by R2,
although heuristics as in Remark 3.8 of the present paper suggest that this sum might be bounded by R. In fact, this is the
idea that has guided us, even if we have followed a completely different approach to in [42].

Theorem 4.2 is a direct consequence of the following more general proposition:

Proposition 4.5. Suppose that (1.3) holds for B > 1, and suppose that there exists a neighbourhood V of 0 such that
infy |p| > 0. Then, there exist c1, c2 > 0 and Ro > 0 such that, for every R1, Ry > Ry, r > 1,11 > log Ry and t; > log R»,
every pair of Borel sets D1 C R? (resp. Dy) of diameter at most Ry (resp. R2) and such that r = dist(Dy, D5), every
ni,ny €N, all sets of monotonic events Ay, ..., Ay, € Fp, and By, ..., By, € Fp,, and every event A (resp. B) in the
Boolean algebra generated by Ay, ..., Ay, (resp. By, ..., By,),

|P[f € AN B]—P[f € AIP[f € B]|

<cini(Rinr' = + e_cz’lz) +cina(Rotor ' =P + e‘”z’zz). (4.4)



The sharp phase transition for smooth planar Gaussian fields 1379

Remark 4.6. Although in the present paper we do not need Proposition 4.5 in full generality, we believe it to be of
independent interest, for instance it could be useful if one needs quasi-independence for non-monotonic events which are
measurable with respect to a moderate number of monotonic events.

Proof of Proposition 4.5. Consider the truncated field f;, for which { f € A} is independent of { f; € B} by the definition
of the events A and B, i.e.,

P[f, € AN B]=P[f, € AIP[f, € B].
Then
|P[f € ANB]—P[f € AIP[f € B]|
=|P[f € AN B]—P[f, € AN B+ P[f, € AIP[f, € Bl — P[f € AIP[f € B]|
<|P[f € ANB]—P[f, € AN B]|+|PLf; € Al —P[f € Al| + |P[f, € B1—P[f € B]|
(indeed, if a, b,a’, b’ € [0, 1] then |aa’ — bb'| < |a — a’| + |b — b'|). Now, note that
{(feANBYA{f,eANBYC({f€A)A{fr € A)U({f € BYA (S, €B)),
and so
|P[f e ANB]—P[f € AIP[f € B]| <2P[f € AA f, € A]+2P[f € BA f; € B.
Similarly, note that

PIfeAA feAl<) PIfeAih feAl

i=1
and analogously for P[ f € B A f, € B]. As aresult
nj na
IPLf e ANBI—PLf € AIP[f € B]| <2) "PIf € Ai A fr € Ail+2) PLf € Bj A fy € Bj].
i=1 j=1
Applying Proposition 4.1, and since A, B are monotonic, we have
PLf € Ai A fy € Ail <ciRinr! =P e,
and similarly for P[ f € B; A f, € B;], which completes the proof. (]

To finish the section we use Theorem 4.2 to deduce RSW estimates at the zero level £ = 0 in the case that, additionally,
Assumption 1.3 and the weak positivity condition in Assumption 1.4 holds. For this we rely on the strategy of [49] (see
Section 4 of [42] for more detail). These estimates constitute the first statement of Theorem 1.11.

Theorem 4.7 (RSW estimates). Suppose that Assumption 1.3 holds, that the weak positivity condition in Assumption 1.4
holds, and that Assumption 1.5 holds for a given B > 2. Then for each quad Q,

inf ]P[f € Crosso(RQ)] >0 and sup IP[f € Crosso(RQ)] <1,
R>0 R>0

and moreover there exist ¢, d > 0 such that, for each 1 <r <R,

\¢
]P’[f € Armg(r, R)] < C(E) .

Proof. Given that quasi-independence holds by Theorem 4.2 (recall that the fact that there exists a neighbourhood V
of 0 such that infy |p| > 0 is implied by weak positivity and B8 > 2; see Proposition 3.4), this follows directly from the
arguments in [49]. More precisely, Tassion’s argument relies on three conditions being satisfied (see [42, Section 4] and
[5, Section 4.2] for details):
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(1) The FKG inequality for crossing-type events (that holds since « > 0);

(2) Sufficient symmetry, which is guaranteed by Assumption 1.3; and

(3) At only one place in the proof, the following quasi-independence property (see [42, Lemma 4.3]): For every § > 0
and C > 0 there exists Ry > 0 such that, for every R > Ry, every pair D; and D, of Borel subsets of the plane of
diameter at most CR and at distance at least R from each other, and every pair of monotonic events A € Fp, and
B e Fp,,

|P[f € ANB]—P[f € AIP[f € B]| <. (4.5)

Since (4.5) is implied by Theorem 4.2 (recall that we assume B > 2), these conditions are satisfied and Tassion’s argu-
ments are valid. (|

Remark 4.8. As shown in [5, Section 4.2], in light of Theorem 4.7 and the quasi-independence in Theorem 4.2, the zero
level set Ly also satisfies equivalents of the RSW estimates.

We finish this section by showing how to deduce the first statement of Theorem 1.15 from the RSW estimates and our
analysis in Section 3.

Proof of the first statement of Theorem 1.15. Let c¢; > 1 be given. By Corollary 3.7, for each quad Q there exists a
constant ¢y > 0 such that for each R > 0,

0 < P[Crossg(RQ)] — P« [Cross(RQ)] < c2R'™,
and so, in particular, as R — o0,
|P[Crosso(RQ)] — P[Crossg—c (RQ)]| — 0.

Combining with the RSW estimates in Theorem 4.7, we have the result. O

5. A first description of the phase transition

In this section we begin our study of the sharp phase transition, establishing a first description of the phase transition
for a single rectangle at levels £ > 0 which are polynomially small in the scale of the rectangle; in the final section we
will bootstrap this to complete the main results. Throughout this section we suppose that Assumptions 1.1 and 1.3 hold,
that the strong positivity condition in Assumption 1.4 holds, and that Assumption 1.5 holds for a given 8 > 2 that is
henceforth fixed.

Let us begin by introducing streamlined notation for crossing events involving rectangles. For p1, p2 > 0, let
Cross¢(p1, p2) denote the crossing event Crossg(Q) in the case that Q = (D;y,y’), where D is the rectangle
[0, p1] x [0, p2] and y and y’ are respectively the left and right sides {0} x [0, p2] and {p1} x [0, p2]. We also define
Crossy(p1, p2) for the crossing event Cross; (Q) introduced in Section 3 that corresponds to this quad.

In this section we will identify f = f, for the setting r = oo. The main result of the section is the following:

Theorem 5.1. There exists a constant 6 > O such that, as R — 00,

inf IP’[f; € Crossp-0 (2R, R)] — 1.

FE[R?,00]

As described in Section 2, we prove Theorem 5.1 by applying the OSSS inequality to (the white-noise representation
of) the truncated discretised field f, and the complement of the event Cross}‘ (2R, R), where r = R" and ¢ = RV
for h,y > 0 well-chosen constants. While it would have been more natural to work with the event Crossg(2R, R), and
although we expect that the events {f;° ¢ Cross; (2R, R)} and {f? € Cross¢(2R, R)} are equal almost surely (as is the
case for f and f, for instance; see Proposition 3.3), since we lack a proof of this (the field f;° is degenerate and is not
stationary, so standard arguments do not apply), we must take care to distinguish these events.
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5.1. Sprinkling

We begin the proof of Theorem 5.1 with a ‘sprinkling’ procedure that yields RSW-type estimates for the excursion set &
of ff at polynomially-small levels.

ForeachO < p; < ppand x € R2, let Army(x; p1, p2) (resp. Arm}‘ (x; p1, p2)) denote the event that there is a connected
component of & (resp. &) that intersects both d B, (x) and 9 B, (x).

Proposition 5.2. We have the following two ‘sprinkling’ properties:

(i) Let d be the constant appearing in Theorem 4.77. There exist constants c1, ¢y > 0 such that, for each h,y > 0 and
each 6 € (0, min{y, (8 — 1)h}], there is a constant Ry > 1 such that the following holds: For every R > Ry, 1 < p1 <
m<R,x eR% and > R?,

d
P[flfhfy ¢ Cross;(2R, R)] > ¢; and P[flfhfy € Armj (x; p1, p2)] < cz<ﬂ> )
02
(i) Moreover, for each h,y > 0 and each 0 € (0, min{y, (8 — 1)h}],

sup  sup P[{fghfy ¢ Cross; (2R, R)} \ {ff € Crossy¢ (2R, R)}] — 0.

£>R-Y Fe[R",00] R—o00

Proof. The proof is based on the simple fact that, if A is an increasing event that depends only on Bg, and if f and g are
random fields satisfying

PlfeAl>c and P[llf —gllocBr >¢] <$

for some constants ¢, £, > 0, then P[g + £ € A] > ¢ — §, and similarly for A decreasing.
Now let /2, y > 0 be given. By Proposition 3.11 there exist c3, c4 > 0 such that, for each R > 1,

sup ]P’[” fi— fg;:y ||OO‘BR > c3(log R)(R—(ﬂ—l)h + R—y)] < C3e—C4(logR)2'

Fe[R", 0]
Since 8 < min{y, (8 — 1)A}, this implies that, for all £ > R,

sup HD[” ff - fghiy ||OO B > Z] < CSe*Cé(]OgR)Z
Fe[R",00] ’

for constants cs, cg > 0. Since the right-hand side of the above tends to zero as R — oo faster than any polynomial, and
since Crossj (o1, p2) and Armj (x; p1, p2) are decreasing events, combining with the RSW estimates in Theorem 4.7 gives
the first two results as well as the third result with { f7 € Crossy¢ (2R, R)} replaced by { f7 ¢ Cross& (2R, R)}. In light of
the third statement of Proposition 3.3 we are done. (]

5.2. Connecting Russo’s formula to the OSSS influences

The next step is to give a Russo-type formula that is applicable in our setting, and then to show that the ‘influences’
that appear in this formula are comparable to the influences that appear in the OSSS inequality (see Section 2 where we
introduce this inequality).

We begin by considering the case of a standard n-dimensional Gaussian vector X, for which we have the following
Russo-type formula: For every Borel set A C R” and £ € R,

d n
ﬁIP’[(Xl +4,...,.X,+40) GA]:ZE[Xi]]-(X]—M ’’’’’ X,+0)eAl- 5.1
i=1
By analogy with the Boolean Russo formula (2.2), the summands E[X;14] can be considered as the ‘influence’ of each
coordinate i on the event A; in the case that A is increasing, these are always positive.
We next connect the above notion of influence to the ‘resampling’ influences /; that appear in the OSSS inequality,
defined in Section 5. For each increasing Borel set A CR" andi € {1, ..., n}, let YiA € [—o00, o0] be the random variable,

depending on all coordinates except the ith, such that, for every x < YiA, X1,..., Xi—1,x, X5, ..., X,) ¢ A and, for
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every x > YiA, (X1,...,Xi—1,x,X;,..., X,) € A; in other words, YZ.A is the threshold for the event A with respect to the
ith coordinate. Then, by symmetry,

E[Xi1xeal =E[Xilyya]l = E[Xilyo yal

Now, let X = X except that the ith coordinate is resampled independently. Then we can define the influence of each
ie{l,...,n}on A asin Section 2.2, i.e.,

I (A) = IOV (4) = P[14(X) # 14(X)],

N(,1)

(we shall use the abbreviation /; := I; throughout Section 5). Note that we have

I;(A) =2P[X; <Y/ < Xi]
<2P[X; = |v/]]
< cRusBIXi Ty, o]
= crusE[Xilxeal, (5.2)
where crys > 0 denotes the absolute constant

cRrus = SUPpP[Z > a]/E[Z1z>4] < o0, (5.3)

a>0

for Z a standard normal random variable. In other words, the ‘influences’ in Russo’s formula are comparable to the
resampling influences, just as they are in the Boolean setting of percolation (as discussed in Section 2). Note that the fact
that A was increasing was crucial in attaining (5.2).

We now return to the setting of smooth Gaussian fields. Fix ¢ > 0 and consider the discretised field f¢ = g+ W¥¢, where
for the purposes of this discussion we assume only that Assumption 1.5 holds for 8 > 1 rather than 8 > 2 (we also do
not need Assumption 1.3 here). Let r > 1, let D be a bounded Borel subset of R2andlet D = {x e 72 dist(x, D) <r},
where dist ~is the Euclidean distance. Also, let A € Fp (see Definition 3.1 for the notations of o -algebras) and, for each
£ € R, let Ay be the Borel subset of R such that

[fE+ee A} ={()vep € Ar}.

Observe that, if A is increasing and g > 0, Ay is increasing with respect to (1),),ep- This observation allows us to deduce
a Russo-type formula in terms of the ‘resampling’ influences that appear in the OSSS inequality:

Proposition 5.3 (Russo’s formula in terms of the OSSS influences). Fix ¢ > 0, let D be a bounded Borel subset of R?
and let A € Fp be increasing. Define D and Ay as above. Then, for each £ € R,

3 Elnulpeseeal = % 37 1, (A, (54
veD

[ rnL = gl

d
ﬁIP[f”"—i—EeA]

where cgys > 0 is the absolute constant defined in (5.3).

Proof. First recall that

[y =- vaf qr(x — u)du,

veD cv+[—e/2,8/2]%

and that g, € L!. Hence, for every x € R2,
&

1
o) +€=— <77 +5—)/ qr(x —u)du
' € Z ’ Jrearx —wdu ) Jucoii—eppepop

veD

= - qr(x —u)du.
Z( ||61r 1 ) /u€v+[—£/2,8/2]2 '
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As a result, we have

& ~
{ff+zeA}={<nv+z ) er},
lgrlizt /vep

and so, by (5.1), we have the equality in (5.4). The inequality then follows from (5.2) (and the bound [|g, |1 < llgll11)-
Indeed, the fact that A is increasing and that ¢ > 0 imply that A, is increasing for every £. Note that this is the only part
of the paper where the strong positivity condition g > 0 is required. (]

5.3. Applying the OSSS inequality
We are now in a position to apply the OSSS inequality, and complete the proof of Theorem 5.1.

Proof of Theorem 5.1. Let d > 0 denote the constant appearing in Proposition 5.2; we can and will assume that d < 1.
Fix y,h € (0, 1) such that y <d(1 — h), and fix a & > 0 such that

6 <min{y, (B — Dh,d(1—h) -y},

which satisfies in particular the restriction on 6 in the statement of Proposition 5.2. For the remainder of the proof we
abbreviate e = (R) = R~ and r = r(R) = R".
In the sequel we let 2(1) and O (1) denote constants, that may depend on the parameters, but with the properties that
(1) 2(1) is bounded away from zero in R, and O(1) is bounded above in R, and (ii) 2(1) and O(1) are independent of £.
Define the (finite) set of vertices

Dr=¢Z>N[—r,2R+r] x [=r, R+7].
Forevery £ e Rand R > 1, let C/:I_‘:)_S/S@ (2R, R) be the increasing Borel subset of RPr such that
(£ ¢ Cross; 2R, R)} = {(nu)vepy, € Cross; 2R, R)}.

Our strategy will be to apply OSSS to the event { f;° ¢ Cross; (2R, R)}; this part of the argument is valid for all R > 1 and
£ € R. By the discussion in Section 5.1, we have the following differential formula in terms of the resampling influences
1:

Claim 5.4. Forevery l € R,

%}P’[ff ¢ Cross; (2R, R)] = (1)e Y I,(Cross¢2R. R)). (5.5)

UEDR

Proof. Since g, > 0and ||g,/[|;1 <llgll;1 < oo (since Assumption 1.5 holds for 8 > 2), this is an application of Proposi-
tion 5.3 to the field f° and the event A = Crosso(2R, R). U

Let us now apply the OSSS inequality to the right-hand side of (5.5). For this we define an Algorithm A that reveals
sequentially the values of (1,),ep, such that (i) A determines the event { f° ¢ Cross}f (2R, R)}, and (ii) the revealment
8y (A) for every vertex v € Dpg is small. Our algorithm is adapted from [2] (using ideas that take their root in [8] and
[45]); the basic idea is to explore each of the connected components of £ that intersects a (randomly chosen) horizontal
line-segment L across the rectangle [0, 2R] x [0, R], and determine whether any of these components join the top and
bottom sides of the rectangle, and hence validate the event { f° € Crossj (2R, R)} (see Figure 2 for an illustration).

Abbreviate D = [0, 2R] x [0, R]. We call a point x € D safe if every vertex v € Dg within a distance r of x has been
revealed (of course, this set will change during the running of the algorithm, but it is always non-decreasing), and let
S C D denote the set of safe points. We call a path in D a safe blocking path if it lies in S N £;; note that since f is
an r-dependent field, the value of the field f° is known precisely on the set of safe points S, so the existence of a safe
blocking path is measurable with respect to the revealed 7, .

The Algorithm A is defined as follows:

Algorithm A.

(1) Initialise a random seed k € {0, 1, ..., | R/r]}, selected uniformly at random.
(2) Reveal (in arbitrary order) the value of 7, for every v € Dg at distance at most 2r from the horizontal line segment
L :=10,2R] x {kr}.
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Fig. 2. An illustration of a run of Algorithm .4 showing (i) the horizontal line L, (ii) the white-noise coordinates 7, that were revealed by the run, and
(iii) the ‘safe’ set S at the end of the run, which consists of (a) the ‘safe’ subset of £ (in light grey), and (b) the ‘safe’ subset of Sg (in black and dark
grey). For this run A terminated with output 0, indicating that { f¢ € Crosszk (2R, R)} occurred, since there is ‘safe blocking path’ (in black) between v
and v'. Credit: Dmitry Beliaev.

(3) Iterate the following steps:
(a) If there is a safe blocking path between the ‘bottom’ side v := [0, 2R] x {0} and the ‘top’ side v" := [0, 2R] x {R},
terminate with output 0.
(b) Identify the subset i/ C 98 such that there is a safe blocking path between L and S \ (v Uv’). If the subset I/ is
empty, terminate with output 1.
(c) Reveal (in arbitrary order) the value of n, for every v € Dy at distance at most 2r from each point in ¢/ that has
not yet been revealed.

Observe that Algorithm A determines the event {f ¢ Cross;(2R, R)} (i.e. it terminates with output value
1 fe¢Crosst (2R, R) ), since either (i) A reveals a safe blocking path in £ N D which connects the ‘bottom’ side v and the ‘top’
side v', in which case the output value is 0 and { f, € Crossj (2R, R)} occurs, or else (ii) .A terminates with output value
1 and reveals there to be no path in & N D which connects v and V'; in this case we deduce that { f;° ¢ Cross; (2R, R)}
occurs.

Next observe that the revealments under this algorithm are bounded above by

LR/r]
max &, (A) < O |R/r|™! (1 + Y PLff € Armj(v; 2r, kr)]), (5.6)
vEER k=1

since a vertex v is revealed if and only if either (i) dist(v, L) < 2r, or (ii) there is a connected component of &; that
intersects both L and B, (2r), which implies the existence of the one-arm event ArmZ’f (v; 2r, dist(v, L)) (here dist(v, L)
is the vertical distance between v and the line L).

Combining Claim 5.4, the OSSS inequality in Theorem 2.1 and the bound on the revealments in (5.6), we obtain

Q(1)e Var(ff ¢ Cross; (2R, R))

¢ ¢ Cross; (2R, R)] > '
[f7 ¢ Crossi @R R)] LR/rI=1 (1 + S8 PLfE € Armi(v; 2r, k)]

(5.7)

—P
dl

At this point we restrict the analysis to R sufficiently large and levels £ > R~ With the bound on arm events given in
Proposition 5.2, there exists Ry > 0 such that, if R > Ry and £ > R,

& LR/r)
LR/r)7! <1 + Z P[f? € Armj (v; 2r, kr)]) <OW)|R/r]™! (1 + Z kd>
k=1 k=1

<O)|R/r)™ <0)R™IM, (5.8)
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Since ¢ = R™7, equations (5.7) and (5.8) imply that

d
E]P’[ff ¢ Cross; (2R, R)] = QDRI Var(ff ¢ Cross; 2R, R)).

Now, let § > 0 and let us show that, if R is sufficiently large, then
P[ff ¢ Cross; (2R, R)]| =1 6. (5.9)

Note that combined with the final statement of Proposition 5.2, this is enough to conclude the proof of Theorem 5.1 (with
4R~ instead of R~ but then one can replace 6 by 6 + a for any a > 0).

We prove (5.9) as follows. First we note that, thanks to the first statement of Proposition 5.2, if R is sufficiently large
and £ > R~Y then

Var(ff ¢ Cross; (2R, R)) = Q(1)(1 — P[ ¢ ¢ Cross; (2R, R)]).

Now, assume that R is such that P[ f? ¢ Crosszk (2R, R)] < 1 — 4. It is then sufficient to prove that this implies that R
cannot be too large. For this purpose, we note that this implies that

Var(frg ¢ Cross; (2R, R)) > Q(1)s.

Hence
d
< PLf ¢ Cross 2R, R)] > Q(1SRIIMr,

Integrating from R~ to 2R~?, we obtain that
P[ff ¢ Cross; (2R, R)] > Q(1)s R~ —v =0,

Since P[ f? ¢ Cross; (2R, R)] < 1 and since d(1 — h) — y — 6 > 0, this implies that R cannot be too large and we have
proved (5.9). O

Remark 5.5. In [17-19] the OSSS inequality was applied to one-arm events rather than to crossing events as we do
here; for many discrete models, this yields a differential inequality that implies the sharpness of phase transition in any
dimension. While it is possible such an approach would also work in our setting, it seems likely that it would require new
ideas to implement. The main difficulty comes from the fact that, if we want the Algorithm A to determine the value of
£ (x) for some x, then A must reveal all of the white-noise coordinates in the ball B, (x) of growing radius r > 1, which
results in a differential inequality that is not strong enough to deduce the phase transition.

6. Proof of the main results

The remainder of our results can all be deduced from Theorem 5.1 via classical gluing and bootstrapping techniques.
Since some of the arguments in this section are rather standard, we skip many of the details and instead refer to relevant
literature. As in Section 5, for every pi1, p2 > 0, we write Crossg(p1, p2) for the crossing event Crossy(Q) in the case
that Q = (D;y,y’), where D is the rectangle [0, p1] x [0, p2] and y and y’ are respectively the left and right sides
{0} x [0, p2] and {p1} x [0, p2].

The proof of the second statement of Theorem 1.15 is straightforward:

Proof of the second statement of Theorem 1.15. For the events Cross;(2R, R), the required statement is a direct
consequence of Theorem 5.1. Standard gluing arguments (see [5, Section 4.2] for details) allow the conclusion to be
extended to every quad. (]

The main technical novelty in this section is to deduce from Theorem 5.1 a version of the third statement of Theo-
rem 1.11 for the rectangle [0, 2] x [0, 1]:

Theorem 6.1. Suppose that Assumptions 1.1-1.3 hold, that the strong positivity condition in Assumption 1.4 holds, and
that Assumption 1.5 holds for a given B > 2. Then for every £ > O there exist c1, co > 0 such that, forall R > 1,

P[f € Cross;2R, R)] > 1 — cje™2k.
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Before proving Theorem 6.1 we state two auxiliary result. The first result is a kind of ‘sprinkled’ quasi-independence
statement that we deduce directly from Proposition 3.11.

Proposition 6.2. Suppose that Assumption 1.5 holds for a given B > 2, and suppose that there exists a neighbourhood
V of O such that infy |p| > 0. Then, there exist c1, co > 0 such that, for every R > 1, every pair of Borel sets D1 C R2
(resp. Dy) of diameter at most SR and such that dist(Dy, D2) > ~/R, and every pair of decreasing events A € Fp, and
BeF Dy»

P[f +ciR'"P? e ANB] <PIf € AIP[f € B] +cie” 2k,

Proof. Set r = +/R. Similarly to in the proof of Proposition 4.5, for any £ > 0,
Pf+2¢c ANB]—P[f e AIP[f € B]
=P[f+2€ ANB]-PIf, + L€ ANB]+PIf + ¢ AIP[f, + €€ B] - P[f € AIP[f € B].

By using that, for any a, b, c,d € [0, 1], we have ab — cd < (a — ¢)+ + (b — d)+ and that, for any events E, F, we
have (P[E] — P[F])+ <P[E \ F], we obtain that the above is at most three times the maximum, over all decreasing
C € Fp,up,, of

P[f+£eC\ fr eCl 6.1)
By Proposition 3.11 applied to t = +/R, there exist c, c; > 0 such that, outside an event of probability

cre~ R
the fields f and f, differ, on D{ U Dy, by at most

clﬁrl_ﬁ = clRl_ﬂ/z.

—cR

Hence with the setting £ = c; R'~#/2 and by using that C is decreasing, (6.1) is at most cje , completing the proof. [

The second auxiliary result bounds the decay of real functions that satisfy a certain functional inequality; we defer its
proof until the end of the section.

Lemma 6.3. Let (ar)r>0 be a positive function such that ar — 0 and for which there exist c1, c2, Ry > 0 such that, for
all R > Ry,

2 —c3R
a2R+ﬁ§claR+e .

Then there exist c3, c4 > 0 and a positive sequence (my),>1 such that, foralln > 1,

2" <my <c32" and  ay, <e M.

Proof of Theorem 6.1. Fix 8’ € (2, 8), so that 1 — 8/2 <1 — 8'/2 < 0. Let the level £ > 0 be given, and introduce the
increasing sequence of levels £z = £ — R'=#/2 which satisfy in particular, for every c¢; > 0,

bopiyg — R > lar —tr= (12" PRI/ > | R1F/2 (6.2)

eventually for large enough R > 1.
Since Cross¢ (2R, R) is increasing in £ and since £g < £, defining

ag =P[ f ¢ Crossg, (2R, R)],
it is sufficient to prove the existence of a ¢; > 0 such that, for sufficiently large R > 1,

ag <e 1R, (6.3)
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S
SR |

5R>2x (2R+vR)

Fig. 3. The events MultiCross, (R) (along the bottom) and MultiCross%(R) (along the top).

We deduce (6.3) from the following functional inequality for ag, proved immediately below: There exists a ¢; > 0 such
that, for sufficiently large R > 1,

aypy 5 <49k +e K. (6.4)

Recalling that Theorem 5.1 implies that ag — 0, an application of Lemma 6.3 then yields the existence of constants
¢2, ¢3 > 0 and a positive subsequence (m,),>1 such that, forall n > 1,

2" <my < 2" and  ay, <e M.

This implies (6.3) for R € {m,},>1, which can be extended to all R > 0 by standard gluing arguments.
To prove (6.4) we introduce two ‘multiple crossing’ events:

e MultiCrossg(R), which is the union of the following seven events: (i)—(iv) Cross;(2R, R), and copies of this event
translated by (R, 0), (2R,0) and (3R, 0), and (v)—(vii) Cross¢(R, R) translated by (R, 0) and rotated by /2, and
copies of this event translated by (R, 0) and (2R, 0). This event is depicted at the bottom of Figure 3.

° MultiCrossQ(R), which is the event MultiCrossg (R) translated by (0, R + \/E). This event is depicted at the top of
Figure 3.

We also introduce the scales
bgr =P[ f ¢ MultiCross¢, (R)]
and

b =P[f ¢ MultiCross, . - (R) U MultiCrosssz (R)].

R
Now observe the following three facts:

(1) By stationarity and the union bound, br < 7ap;
(2) By stationarity and the ‘sprinkled’ quasi-independence statement in Proposition 6.2 (applicable in light of (6.2)),
there exists ¢; > 0 such that, for sufficiently large R > 1,

bl < b%‘e +e 1R
(3) For sufficiently large R > 1,
MultiCross, (R) U MultiCross; (R) € Cross (2(2R + vR),2R + \/ﬁ)),

(see Figure 3) and so a, ., /5 < Dg.

Putting these together yields (6.4). (]

We deduce the remainder of our results from Theorem 6.1, namely Theorem 1.6, Theorem 1.7, and the second and
third statements of Theorem 1.11 (the first statement of this theorem is given by Theorem 4.7).

Proof of the second and third statements of Theorem 1.11. The result in the case £ > 0 is a consequence of Theo-
rem 6.1 by standard gluing techniques, and the result in the case £ < 0 then follows since f is equal to — f in law. ([
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Proof of Theorem 1.6. The result in the case £ < 0 follows from the fact that P[ f € Armg(1, R)] decays to 0 as R goes
to oo (see the first statement of Theorem 1.11). The result in the case £ > 0 is a consequence of the second statement of
Theorem 1.11 by standard gluing techniques (see [41, Lemma 2.8] for details). Indeed, we have

Z IP’[—1 Crossy (2k+1, 2")] < 00,
keN

and we conclude, by the Borel-Cantelli lemma, that there exists an unbounded connected component (with uniqueness
following easily from these arguments as well). (]

Proof of Theorem 1.7. The result in the case ¢ = 0 is immediate since, by Theorem 1.6, & does not percolate. In the
case & > 0, we first deduce that, for every quad Q, the probability of the crossing RQ by the set L tends to one at the
same rate (given in Theorem 1.11) as for the event Cross_. (R Q). This is since a crossing of RQ by ES can only not occur
if the complementary crossing event for the quad R Q* occurs for either the set £_, or the set £ (which have the same
probability). As in the proof of Theorem 1.6, standard gluing techniques then give the result (in particular, these gluing
arguments do not rely on the FKG inequality in (3.3), which is important since L does not enjoy positive associations). [

To finish the section, we prove the auxiliary lemma used in the proof of Theorem 6.1:

Proof of Lemma 6.3. Without loss of generality we assume that ¢; > 1. Define a}e =ci(ag + e~ (@/MRY: we prove the
result for a,, which is sufficient since ag < aj.
We claim that there exists an R; > 2 such that a;el < 1 and, for each R > Ry,

Wpi vE S (ax)” (6.5)

Such an R exists since ag — 0 and since, for sufficiently large R > 1,

/ _ —(c2/42R+R)
UpiyR = 1%L R T C1€ @/

< 3k + c1e™ R 4 e~ (2/DR~(2/HVR
= (1ap)” +er(e” IR e IR (1 — V)

< (c1ap)® +e1 (7 /PR < (af)

Now define m| = Ry and m,, | = 2m,, + ./m,,. By (6.5) we have, foreachn > 1, a,/nn < (a;el 2" . Moreover, we claim that
there exists ¢s > 0 such that 2" < m, < ¢52". This is easily seen by first establishing the lower bound, and then noting

that
Mp+1 mp\ 1 1 1
log< s ) —10g<2—n> _1og<1 + 2\/”Tn) < log(l + W) < a7z
which is summable over n. Combining these we have the result. (I
Acknowledgements

The authors are grateful to Dmitry Beliaev and Alejandro Rivera for many fruitful discussions, and to Dmitry Beliaev in
particular for suggesting Kolmogorov’s theorem as a way to prove Lemma 3.12, and also for kindly allowing the use of
his simulations in Figures 1 and 2. Additionally the first author would like to thank Jeremiah Buckley, Naomi Feldheim,
Michael McAuley and Mihail Poplavskyi, and the second author would like to thank Vincent Beffara, Charles-Edouart
Bréhier, Hugo Duminil-Copin, Thibault Espinasse, Christophe Garban, Damien Gayet, Thomas Letendre, Aran Raoufi,
Avelio Sepiilveda and Vincent Tassion, who all assisted with helpful discussions.

References

[1] R. Adler and J. Taylor. Random Fields and Geometry. Springer, New York, 2007. MR2319516
[2] D. Ahlberg and R. Baldasso. Noise sensitivity and Voronoi percolation. Electron. J. Probab. 23 (2018) 108.


http://www.ams.org/mathscinet-getitem?mr=2319516

[3]
[4]
[3]
[6]
[7]
[8]
[9]
[10]
[11]
[12]
[13]

[14]
[15]

[16]
[17]
[18]
[19]
[20]
(21]
(22]
(23]
[24]
[25]
[26]
(27]
(28]
(29]
(30]
(31]
[32]
(33]
[34]
[35]
(36]
(37]
(38]
(39]
[40]
[41]

[42]

The sharp phase transition for smooth planar Gaussian fields 1389

K. Alexander. Boundedness of level lines for two-dimensional random fields. Ann. Probab. 24 (4) (1996) 1653-1674. MR1415224
https://doi.org/10.1214/a0p/1041903201

J. Azais and M. Wschebor. Level Sets and Extrema of Random Processes and Fields. John Wiley & Sons, Inc., Hoboken, NJ, 2009. MR2478201
https://doi.org/10.1002/9780470434642

V. Beffara and D. Gayet. Percolation of random nodal lines. Publ. Math. 126 (2017) 131-176. MR3735866 https://doi.org/10.1007/
$10240-017-0093-0

D. Beliaev and S. Muirhead. Discretisation schemes for level sets of planar Gaussian fields. Comm. Math. Phys. 359 (2018) 869-913. MR3784534
https://doi.org/10.1007/s00220-018-3084- 1

D. Beliaev, S. Muirhead and I. Wigman. Russo—Seymour—Welsh estimates for the Kostlan ensemble of random polynomials. Preprint, 2017.
Available at arXiv:1709.08961.

I. Benjamini, G. Kalai and O. Schramm. Noise sensitivity of Boolean functions and applications to percolation. Publ. Math. 90 (1) (1999) 5-43.
MR1813223

I. Benjamini and O. Schramm. Conformal invariance of Voronoi percolation. Comm. Math. Phys. 197 (1) (1998) 75-107. MR1646475
https://doi.org/10.1007/5002200050443

A. Berlinet and C. Thomas-Agnan. Reproducing Kernel Hilbert Spaces in Probability and Statistics. Springer, 2004. MR2239907
https://doi.org/10.1007/978-1-4419-9096-9

E. D. Bernardino, A. Estrade and J. Le6n. A test of gaussianity based on the Euler characteristic of excursion sets. Electron. J. Stat. 11 (1) (2017)
843-890. MR3629017 https://doi.org/10.1214/17-EJS1248

E. Bogomolny, R. Dubertrand and C. Schmit. SLE description of the nodal lines of random wavefunctions. J. Phys. A: Math. Theor. 40 (2007)
381-395. MR2304899 https://doi.org/10.1088/1751-8113/40/3/003

E. Bogomolny and C. Schmit. Random wavefunctions and percolation. J. Phys. A: Math. Theor. 40 (2007) 14033-14043. MR2438110
https://doi.org/10.1088/1751-8113/40/47/001

B. Bollobds, O. Riordan. Percolation. Cambridge University Press, Cambridge, 2006. MR2283880 https://doi.org/10.1017/CBO9781139167383
F. Camia and C. M. Newman. Critical percolation exploration path and SLEg: A proof of convergence. Probab. Theory Related Fields 139 (3—4)
(2007) 473-519. MR2322705 https://doi.org/10.1007/s00440-006-0049-7

J. Cuzick. A central limit theorem for the number of zeros of a stationary Gaussian process. Ann. Probab. 4 (1976) 547-556. MR0420809
https://doi.org/10.1214/a0p/1176996026

H. Duminil-Copin, A. Raoufi and V. Tassion Subcritical phase of d-dimensional Poisson—Boolean percolation and its vacant set. Preprint, 2018.
Available at arXiv:1805.00695.

H. Duminil-Copin, A. Raoufi and V. Tassion. Exponential decay of connection probabilities for subcritical Voronoi percolation in RY. Probab.
Theory Related Fields 173 (1-2) (2019) 479-490. MR3916112 https://doi.org/10.1007/s00440-018-0838-9

H. Duminil-Copin, A. Raoufi and V. Tassion. Sharp phase transition for the random-cluster and Potts models via decision trees. Ann. of Math. 189
(1) (2019) 75-99. MR3898174 https://doi.org/10.4007/annals.2019.189.1.2

C. Garban and J. Steif. Noise Sensitivity of Boolean Functions and Percolation. Cambridge University Press, Cambridge, 2014. MR3468568
https://doi.org/10.1017/CB0O9781139924160

B. Graham and G. Grimmett. Influence and sharp-threshold theorems for monotonic measures. Ann. Probab. 34 (2006) 1726-1745. MR2271479
https://doi.org/10.1214/009117906000000278

G. Grimmett. Percolation. Springer, Berlin, Germany, 1999. MR1707339 https://doi.org/10.1007/978-3-662-03981-6

T. Harris. A lower bound for the critical probability in a certain percolation process. Proc. Camb. Philos. Soc. 56 (1960) 13-20. MR0115221

D. Higdon. Space and space-time modeling using process convolutions. In Quantitative Methods for Current Environmental Issues, C. Anderson,
V. Barnett, P. Chatwin and A. El-Shaarawi (Eds). Spring, London, 2002. MR2059819

S. Janson. Gaussian Hilbert Spaces. Cambridge University Press, Cambridge, 1997. MR1474726 https://doi.org/10.1017/CB0O9780511526169
H. Kesten. The critical probability of bond percolation on the square lattice equals 1/2. Comm. Math. Phys. 74 (1980) 41-59. MR0575895

H. Kesten. Scaling relations for 2d-percolation. Comm. Math. Phys. 109 (1) (1987) 109-156. MR0879034

G. Kimeldorf and G. Wahba. A correspondence between Bayesian estimation on stochastic processes and smoothing by splines. Ann. Math. Stat.
41 (2) (1970) 495-502. MR0254999 https://doi.org/10.1214/a0ms/1177697089

T. Malevich. Asymptotic normality of the number of crossing of level zero by a Gaussian process. Theory Probab. Appl. 14 (2) (1969) 287-295.
MR0268952

S. Molchanov and A. Stepanov. Percolation in random fields. I. Theoret. Math. Phys. 55 (2) (1983) 478-484. MR0734878

S. Molchanov and A. Stepanov. Percolation in random fields. II. Theoret. Math. Phys. 55 (3) (1983) 592-599. MR0734878

S. Molchanov and A. Stepanov. Percolation in random fields. III. Theoret. Math. Phys. 67 (2) (1986) 434-439. MR0851557

F. Nazarov and M. Sodin. Fluctuations in random complex zeroes: Asymptotic normality revisited. Int. Math. Res. Not. 2011 (24) (2011) 5720-
5759. MR2863379 https://doi.org/10.1093/imrn/rnr007

F. Nazarov and M. Sodin. Asymptotic laws for the spatial distribution and the number of connected components of zero sets of Gaussian random
functions. Math. Phys. Anal. Geom. 12 (3) (2016) 205-278. MR3522141 https://doi.org/10.15407/mag12.03.205

F. Nazarov, M. Sodin and A. Volberg. Transportation to random zeroes by the gradient flow. Geom. Funct. Anal. 17 (3) (2007) 887-935.
MR2346279 https://doi.org/10.1007/s00039-007-0613-z

F. Nazarov, M. Sodin and A. Volberg. The Jancovici-Lebowitz—Manificat law for large fluctuations of random complex zeroes. Comm. Math.
Phys. 284 (3) (2008) 833-865. MR2452596 https://doi.org/10.1007/s00220-008-0646-7

R. O’Donnell, M. Saks, O. Schramm and R. Servedio. Every decision tree has an influential variable. In 46th Annual IEEE Symposium on
Foundations of Computer Science (FOCS’05) 31-39, 2005.

L. Pitt. Positively correlated normal variables are associated. Ann. Probab. 10 (2) (1982) 496-499. MR0665603

A. Poularikas. The Handbook of Formulas and Tables for Signal Processing. CRC Press, Boca Raton, 1999.

C. Rasmussen and C. Williams. Gaussian Processes for Machine Learning. MIT Press, Cambridge, 2006. MR2514435

A. Rivera and H. Vanneuville. The critical threshold for Bargmann—Fock percolation. Ann. H. Lebesgue To appear, 2019. Available at
arXiv:1711.05012.

A. Rivera and H. Vanneuville. Quasi-independence for nodal lines. Ann. Inst. H. Poincaré Probab. Statist. To appear, 2019. Available at
arXiv:1711.05009. MR4010948 https://doi.org/10.1214/18-aihp931


http://www.ams.org/mathscinet-getitem?mr=1415224
https://doi.org/10.1214/aop/1041903201
http://www.ams.org/mathscinet-getitem?mr=2478201
https://doi.org/10.1002/9780470434642
http://www.ams.org/mathscinet-getitem?mr=3735866
https://doi.org/10.1007/s10240-017-0093-0
http://www.ams.org/mathscinet-getitem?mr=3784534
https://doi.org/10.1007/s00220-018-3084-1
http://arxiv.org/abs/arXiv:1709.08961
http://www.ams.org/mathscinet-getitem?mr=1813223
http://www.ams.org/mathscinet-getitem?mr=1646475
https://doi.org/10.1007/s002200050443
http://www.ams.org/mathscinet-getitem?mr=2239907
https://doi.org/10.1007/978-1-4419-9096-9
http://www.ams.org/mathscinet-getitem?mr=3629017
https://doi.org/10.1214/17-EJS1248
http://www.ams.org/mathscinet-getitem?mr=2304899
https://doi.org/10.1088/1751-8113/40/3/003
http://www.ams.org/mathscinet-getitem?mr=2438110
https://doi.org/10.1088/1751-8113/40/47/001
http://www.ams.org/mathscinet-getitem?mr=2283880
https://doi.org/10.1017/CBO9781139167383
http://www.ams.org/mathscinet-getitem?mr=2322705
https://doi.org/10.1007/s00440-006-0049-7
http://www.ams.org/mathscinet-getitem?mr=0420809
https://doi.org/10.1214/aop/1176996026
http://arxiv.org/abs/arXiv:1805.00695
http://www.ams.org/mathscinet-getitem?mr=3916112
https://doi.org/10.1007/s00440-018-0838-9
http://www.ams.org/mathscinet-getitem?mr=3898174
https://doi.org/10.4007/annals.2019.189.1.2
http://www.ams.org/mathscinet-getitem?mr=3468568
https://doi.org/10.1017/CBO9781139924160
http://www.ams.org/mathscinet-getitem?mr=2271479
https://doi.org/10.1214/009117906000000278
http://www.ams.org/mathscinet-getitem?mr=1707339
https://doi.org/10.1007/978-3-662-03981-6
http://www.ams.org/mathscinet-getitem?mr=0115221
http://www.ams.org/mathscinet-getitem?mr=2059819
http://www.ams.org/mathscinet-getitem?mr=1474726
https://doi.org/10.1017/CBO9780511526169
http://www.ams.org/mathscinet-getitem?mr=0575895
http://www.ams.org/mathscinet-getitem?mr=0879034
http://www.ams.org/mathscinet-getitem?mr=0254999
https://doi.org/10.1214/aoms/1177697089
http://www.ams.org/mathscinet-getitem?mr=0268952
http://www.ams.org/mathscinet-getitem?mr=0734878
http://www.ams.org/mathscinet-getitem?mr=0734878
http://www.ams.org/mathscinet-getitem?mr=0851557
http://www.ams.org/mathscinet-getitem?mr=2863379
https://doi.org/10.1093/imrn/rnr007
http://www.ams.org/mathscinet-getitem?mr=3522141
https://doi.org/10.15407/mag12.03.205
http://www.ams.org/mathscinet-getitem?mr=2346279
https://doi.org/10.1007/s00039-007-0613-z
http://www.ams.org/mathscinet-getitem?mr=2452596
https://doi.org/10.1007/s00220-008-0646-7
http://www.ams.org/mathscinet-getitem?mr=0665603
http://www.ams.org/mathscinet-getitem?mr=2514435
http://arxiv.org/abs/arXiv:1711.05012
http://arxiv.org/abs/arXiv:1711.05009
http://www.ams.org/mathscinet-getitem?mr=4010948
https://doi.org/10.1214/18-aihp931
https://doi.org/10.1007/s10240-017-0093-0

1390

[43]
[44]
(45]
(46]

(47]
[48]

[49]
[50]

[51]
(52]

S. Muirhead and H. Vanneuville

P. Rodriguez. A 0-1 law for the massive Gaussian free field. Probab. Theory Related Fields 169 (2017) 901-930. MR3719059 https://doi.org/10.
1007/s00440-016-0743-z

0. Schramm and S. Sheffield. Contour lines of the two-dimensional discrete Gaussian free field. Acta Math. 202 (1) (2009) 21-137. MR2486487
https://doi.org/10.1007/s11511-009-0034-y

0. Schramm and J. Steif. Quantitative noise sensitivity and exceptional times for percolation. Ann. of Math. 171 (2) (2010) 619-672. MR2630053
https://doi.org/10.4007/annals.2010.171.619

S. Sheffield. Exploration trees and conformal loop ensembles. Duke Math. J. 147 (1) (2009) 79-129. MR2494457 https://doi.org/10.1215/
00127094-2009-007

S. Smirnov. Towards conformal invariance of 2d lattice models. In Proceedings of the ICM, 2007. MR2275653

S. Smirnov and W. Werner. Critical exponents for two-dimensional percolation. Math. Res. Lett. 8 (5-6) (2001) 729-744. MR1879816
https://doi.org/10.4310/MRL.2001.v8.n6.a4

V. Tassion. Crossing probabilities for Voronoi percolation. Ann. Probab. 44 (5) (2016) 3385-3398. MR3551200 https://doi.org/10.1214/
15-A0OP1052

A. Weinrib. Percolation threshold of a two-dimensional continuum system. Phys. Rev. B 26 (3) (1982) 1352—-1361. MR0667953 https://doi.org/10.
1103/physrevb.26.1352

A. Weinrib. Long-range correlated percolation. Phys. Rev. B 29 (1) (1984) 387-395. MR0729982 https://doi.org/10.1103/physrevb.29.387

H. Wendland. Scattered Data Approximation. Cambridge Monographs on Applied and Computational Mathematics. Cambridge University Press,
Cambridge, 2005. MR2131724


http://www.ams.org/mathscinet-getitem?mr=3719059
https://doi.org/10.1007/s00440-016-0743-z
http://www.ams.org/mathscinet-getitem?mr=2486487
https://doi.org/10.1007/s11511-009-0034-y
http://www.ams.org/mathscinet-getitem?mr=2630053
https://doi.org/10.4007/annals.2010.171.619
http://www.ams.org/mathscinet-getitem?mr=2494457
https://doi.org/10.1215/00127094-2009-007
http://www.ams.org/mathscinet-getitem?mr=2275653
http://www.ams.org/mathscinet-getitem?mr=1879816
https://doi.org/10.4310/MRL.2001.v8.n6.a4
http://www.ams.org/mathscinet-getitem?mr=3551200
https://doi.org/10.1214/15-AOP1052
http://www.ams.org/mathscinet-getitem?mr=0667953
https://doi.org/10.1103/physrevb.26.1352
http://www.ams.org/mathscinet-getitem?mr=0729982
https://doi.org/10.1103/physrevb.29.387
http://www.ams.org/mathscinet-getitem?mr=2131724
https://doi.org/10.1007/s00440-016-0743-z
https://doi.org/10.1215/00127094-2009-007
https://doi.org/10.1214/15-AOP1052
https://doi.org/10.1103/physrevb.26.1352

	Introduction
	Gaussian ﬁelds and percolation
	Statement of the main results
	A family of examples
	The percolation universality class
	Overview of rest of the paper

	Overview of our methods and outline of the proof
	Truncation and discretisation
	Truncation
	Discretisation

	The OSSS inequality
	Outline of the proof

	Gaussian techniques
	Notation for sub-sigma-algebras
	Consequences of the assumptions
	Varying the level via the Cameron-Martin theorem
	Comparison to truncated and discretised versions of the ﬁeld

	Quasi-independence and RSW estimates
	A ﬁrst description of the phase transition
	Sprinkling
	Connecting Russo's formula to the OSSS inﬂuences
	Applying the OSSS inequality

	Proof of the main results
	Acknowledgements
	References

