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Let $f$ and $g$ be two modular forms which are nonordinary at $p$. The theory of Beilinson-Flach elements gives rise to four rank-one nonintegral Euler systems for the Rankin-Selberg convolution $f \otimes g$, one for each choice of $p$-stabilisations of $f$ and $g$. We prove (modulo a hypothesis on nonvanishing of $p$-adic $L$ functions) that the $p$-parts of these four objects arise as the images under appropriate projection maps of a single class in the wedge square of Iwasawa cohomology, confirming a conjecture of Lei-Loeffler-Zerbes.

Furthermore, we define an explicit logarithmic matrix using the theory of Wach modules, and show that this describes the growth of the Euler systems and $p$-adic $L$-functions associated to $f \otimes g$ in the cyclotomic tower. This allows us to formulate "signed" Iwasawa main conjectures for $f \otimes g$ in the spirit of Kobayashi's $\pm$-Iwasawa theory for supersingular elliptic curves; and we prove one inclusion in these conjectures under our running hypotheses.

1. Introduction ..... 901
2. Review on $p$-adic power series ..... 905
3. Euler systems of rank 2 for Rankin-Selberg products (Conjectures) ..... 907
4. Logarithmic matrix and factorisations ..... 918
5. Equivariant Perrin-Riou maps and (\#, b)-splitting ..... 924
6. Signed main conjectures ..... 928
7. Analytic main conjectures ..... 934
Appendix: Images of Coleman maps ..... 938
Acknowledgement ..... 939
References ..... 939

## 1. Introduction

1.1. The setting. Throughout this article, we fix an odd prime $p$ and embeddings $l_{\infty}: \overline{\mathbb{Q}} \hookrightarrow \mathbb{C}$ and $\iota_{p}: \overline{\mathbb{Q}} \hookrightarrow \mathbb{C}_{p}$. Let $f$ and $g$ be two normalised, new cuspidal modular eigenforms, of weights $k_{f}+2$, $k_{g}+2$, levels $N_{f}, N_{g}$, and characters $\epsilon_{f}, \epsilon_{g}$ respectively. We assume that $k_{f}, k_{g} \geq 0$, that $p \nmid N_{f} N_{g}$, and that $f$ and $g$ are both nonordinary at $p$ (with respect to the embeddings we fixed).

[^0]Let $E / \mathbb{Q}_{p}$ be a finite extension containing the coefficients of $f$ and $g$, as well as the roots of the Hecke polynomials of $f$ and $g$ at $p$. We shall write $\alpha_{f}, \beta_{f}, \alpha_{g}$ and $\beta_{g}$ for these roots; we assume throughout that $\alpha_{f} \neq \beta_{f}$ and $\alpha_{g} \neq \beta_{g}$.

Let $\mathcal{O}$ denote the ring of integers of $E$. For each $h \in\{f, g\}$, we fix a Galois-stable $\mathcal{O}$-lattice $R_{h}$ inside Deligne's $E$-linear representation of $G_{\mathbb{Q}}$. The goal of this article is to study the Iwasawa theory of $T:=R_{f}^{*} \otimes R_{g}^{*}=\operatorname{Hom}\left(R_{f} \otimes R_{g}, \mathcal{O}\right)$ over $\mathbb{Q}\left(\mu_{p^{\infty}}\right)$.

### 1.2. Main results.

Beilinson-Flach elements. For each of the four choices of pairs $(\lambda, \mu)$, where $\lambda \in\left\{\alpha_{f}, \beta_{f}\right\}$ and $\mu \in$ $\left\{\alpha_{g}, \beta_{g}\right\}$, and each integer $m \geq 1$ coprime to $p$, there exists a Beilinson-Flach class

$$
\mathrm{BF}_{\lambda, \mu, m} \in \mathcal{H} \otimes H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), T\right),
$$

as constructed in [Loeffler and Zerbes 2016b]. For the definition of $\mathcal{H}$ and $H_{\mathrm{Iw}}^{1}$, see Section 2 below. The classes $\mathrm{BF}_{\lambda, \mu, m}$ satisfy Euler-system norm relations as $m$ varies. However, they are not integral; that is, they do not lie $H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), T\right)$. This is the chief difficulty in using these elements to study the Iwasawa theory of $T$.

In Section 3.4 below, we recall the relevant properties of these classes, focussing on their dependence on the choice of the $p$-stabilisation data $(\lambda, \mu)$. We also recall the explicit reciprocity law relating the Beilinson-Flach classes for $m=1$ to $p$-adic Rankin-Selberg $L$-functions: applying the Perrin-Riou regulator map to the four classes $\mathrm{BF}_{\lambda, \mu, 1}$ and projecting to suitable eigenspaces, we obtain the four unbounded $p$-adic $L$-functions associated to $f$ and $g$ studied in [Loeffler and Zerbes 2016b].

As a by-product of this analysis we also obtain four new $p$-adic $L$-functions, which are defined and studied in Section 3.7. We conjecture that these fall into two pairs, with each pair differing only by a sign. This gives a total of $6 p$-adic $L$-functions for $f$ and $g$, which is consistent with a conjecture of Perrin-Riou, predicting one $p$-adic $L$-function for every $\varphi$-eigenspace in the 6-dimensional space $\bigwedge_{E}^{2} \mathbb{D}_{\text {cris }}(V)$.

A "rank 2" Beilinson-Flach element. In [Lei et al. 2014], it was conjectured that the four Beilinson-Flach elements associated to $f$ and $g$ can be seen as the images, under suitable linear functionals, of a single element in the wedge square of Iwasawa cohomology. We recall this conjecture (in a slightly strengthened form) as Conjecture 3.5.1 below. Our first main result gives a partial confirmation of this conjecture, assuming $m=1$ and some technical hypotheses:

Theorem A. Suppose that all four p-adic Rankin-Selberg L-functions given as in (3.6.1) are non-zerodivisors in $\mathcal{H}$, and that the following "big image" hypotheses hold:

- The representation $V$ is absolutely irreducible.
- There exists an element $\tau \in \operatorname{Gal}\left(\overline{\mathbb{Q}} / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)$ such that the $E$-vector space $V /(\tau-1) V$ is 1 dimensional.

Then there exists a class $\mathrm{BF}_{1} \in \operatorname{Frac} \mathcal{H} \otimes_{\Lambda} \bigwedge^{2} H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right), T\right)$ whose image under the appropriate choice of Perrin-Riou functional (corresponding to the choice $\lambda \in\left\{\alpha_{f}, \beta_{f}\right\}$ and $\mu \in\left\{\alpha_{g}, \beta_{g}\right\}$ ) equals $\mathrm{BF}_{\lambda, \mu, 1}$.

See Theorem 3.9.1 below for a more precise formulation of Theorem A.
Decompositions using matrices of logarithms. By analogy with earlier work on Iwasawa theory of psupersingular motives (such as [Kobayashi 2003; Lei 2011; Lei et al. 2010; 2011; Büyükboduk and Lei 2016]), one naturally expects the growth of the denominators of the Beilinson-Flach elements and $p$-adic $L$-functions for $f \otimes g$ to be governed by a suitable "matrix of logarithms", depending only on the restriction of $T$ to the decomposition group at $p$.

In this paper, we construct such a logarithmic matrix for the representation $T$. More precisely, we show that there exists a $4 \times 4$ matrix $M$ defined over $\mathcal{H}$ allowing us to decompose Perrin-Riou's regulator map $\mathcal{L}: H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}_{p}, T\right) \rightarrow \mathcal{H} \otimes \mathbb{D}_{\text {cris }}(T)$. That is, there exist four bounded Coleman maps

$$
\operatorname{Col}_{\bullet, \circ}: H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}_{p}, T\right) \rightarrow \mathcal{O} \llbracket \operatorname{Gal}\left(\mathbb{Q}_{p}\left(\mu_{p^{\infty}}\right) / \mathbb{Q}_{p}\right) \rrbracket, \quad \bullet, \circ \in\{\#, b\}
$$

such that

$$
\mathcal{L}=\left(\begin{array}{llll}
v_{1} & v_{2} & v_{3} & v_{4}
\end{array}\right) \cdot M \cdot\left(\begin{array}{c}
\mathrm{Col}_{\#, \#} \\
\operatorname{Col}_{\#, \mathrm{~b}} \\
\operatorname{Col}_{\mathrm{b}, \#} \\
\operatorname{Col}_{\mathrm{b}, \mathrm{~b}}
\end{array}\right)
$$

for some basis $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ of $\mathbb{D}_{\text {cris }}(T)$.
We conjecture that this logarithmic matrix can be used to decompose the unbounded Beilinson-Flach elements $\mathrm{BF}_{\lambda, \mu, m}$ into bounded classes. The precise formulation (Conjecture 5.3.1 below) is that there should exist elements $\mathrm{BF}_{\bullet, \circ, m} \in H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), T\right)$ for $\bullet, \circ \in\{\#, b\}$ such that

$$
\left(\begin{array}{l}
\mathrm{BF}_{\alpha, \alpha, m} \\
\mathrm{BF}_{\alpha, \beta, m} \\
\mathrm{BF}_{\beta, \alpha, m} \\
\mathrm{BF}_{\beta, \beta, m}
\end{array}\right)=M \cdot\left(\begin{array}{l}
\mathrm{BF}_{\#, \#, m} \\
\mathrm{BF}_{\#, b, m} \\
\mathrm{BF}_{b, b, m} \\
\mathrm{BF}_{\mathrm{b}, \mathrm{~b}, m}
\end{array}\right) .
$$

We refer to these conjectural $\mathrm{BF}_{\bullet, \circ, m}$ as doubly signed Beilinson-Flach elements, since they depend on the two choices of symbols $(\bullet, \circ)$.

While we are currently unable to prove such a decomposition, we show a partial result in this direction in Section 5.4, where we consider the images of the unbounded Beilinson-Flach elements at locally algebraic characters in a certain range. We also show that if our Conjecture 3.5.1 on the existence of integral rank-two classes $\left\{\mathrm{BF}_{m}\right\}$ holds for some $m$, then Conjecture 5.3.1 follows as a consequence.

Bounded p-adic L-functions and Iwasawa main conjectures. On assuming that integral classes $\mathrm{BF}_{\bullet, 0,1}$ exist satisfying $(\dagger)$ for $m=1$, we may define bounded $p$-adic $L$-functions by applying the integral Coleman maps $\operatorname{Col}_{\Delta, \square}$ to these elements. Here $(\Delta, \square) \in\{\#, b\}^{2}$ is a second pair of symbols; we refer to these $p$-adic $L$-functions as quadruply signed. This gives a factorisation of the unbounded $p$-adic
$L$-functions into bounded ones. We formulate an Iwasawa main conjecture (Conjecture 6.2.1 below) relating these $p$-adic $L$-functions to the characteristic ideals of the Selmer groups defined using the intersection of the kernels of $\mathrm{Col}_{\bullet, \circ}$ and $\mathrm{Col}_{\Delta, \square}$. Using the classical Euler system machine, we are able to show that one inclusion of this main conjecture holds under various technical hypotheses:

Theorem B. Suppose that $\left|k_{f}-k_{g}\right| \geq 3$ and $p>k_{f}+k_{g}+2$. Assume the validity of Conjecture 5.3.1, and of the hypotheses (A-Sym), (H.nA), (BI0) and at least one of (BI1)-(BI2) stated in Section 6.2 below. For any integer $j$ with $1+\left(k_{f}+k_{g}\right) / 2<j \leq \max \left(k_{f}, k_{g}\right)$, there exists at least one choice of symbols $\mathfrak{S}=\{(\Delta, \square),(\bullet, \circ)\}$ with $(\Delta, \square),(\bullet, \circ) \in\{\#, b\}^{2}$ such that the $\omega^{j}$-isotypic component of the quadruply signed Selmer group $\operatorname{Sel}_{\mathfrak{S}}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)$ is $\mathcal{O} \llbracket \Gamma_{1} \rrbracket$-cotorsion and

$$
e_{\omega^{j}} \mathfrak{L}_{\mathfrak{S}} \in \operatorname{char}_{\mathcal{O} \| \Gamma_{1} \rrbracket}\left(e_{\omega^{j}} \operatorname{Sel}_{\mathfrak{S}}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)^{\vee}\right)
$$

as ideals of $\mathcal{O} \llbracket \Gamma_{1} \rrbracket \otimes \mathbb{Q}_{p}$.
See Definition 6.1.2 below where we define the quadruply signed Selmer group $\operatorname{Sel}_{\mathfrak{S}}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p} \infty\right)\right)$ and the quadruply signed $p$-adic $L$-function $\mathfrak{L}_{\mathfrak{S}}$. See also Theorem 6.2 .4 for a more precise formulation of Theorem B as well as Proposition 5.3.4 where we give a sufficient condition for the validity of the condition (A-Sym).

Triangulordinary Selmer groups. An alternative approach to Iwasawa theory for supersingular motives is given by Pottharst's theory of triangulordinary Selmer groups. This allows us to associate a Selmer group to each of the six $\varphi$-eigenspaces in $\mathbb{D}_{\text {cris }}(V)$; these Selmer groups are finitely generated over the distribution algebra $\mathcal{H}$, rather than the Iwasawa algebra, and one expects their characteristic ideals to be generated by the associated unbounded $p$-adic $L$-functions. As a consequence of our results on the Iwasawa main conjectures for the bounded, quadruply signed $p$-adic $L$-functions, we obtain one inclusion in the Pottharst-style main conjectures, under our running hypotheses:
Theorem C (Corollary 7.4.9 below). Suppose that all hypotheses in Theorem B hold true and choose $\mathfrak{S}=\{(\Delta, \square),(\bullet, \circ)\}$ that ensures the validity of the conclusions of Theorem $B$. Then for each $\lambda \in\left\{\alpha_{f}, \beta_{f}\right\}$ we have the divisibility

$$
\operatorname{char}\left(H^{2}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}_{\lambda}\right)\right) \mid \operatorname{char}\left(\operatorname{coker} \operatorname{Col}_{\bullet, \circ}\right) L_{p}\left(f_{\lambda}, g\right)
$$

taking place in the ring $\mathcal{H}$. Here, $H^{2}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}_{\lambda}\right)$ is the Pottharst-style Selmer group defined in Section 7.2 below and $L_{p}\left(f_{\lambda}, g\right)$ is the Rankin-Selberg $p$-adic L-function associated to the $p$-stabilisation $f_{\lambda}$ of $f$.

Forthcoming work. We shall study the special case when $f=g$ with $a_{p}=0$ in the subsequent article [Büyükboduk et al. 2018]. In that case, the rank-four module $T$ decomposes into the direct sum of the symmetric square of $R_{f}^{*}$ and a rank-one representation, and we use the results in the present paper to study the Iwasawa theory of the symmetric square of $f$ (which is complementary to the work of Loeffler and Zerbes [2016a] in the ordinary case). In this special case, we are able to verify the nonvanishing condition that is the key hypothesis in Theorem A, allowing us to prove unconditional versions of Theorems B and C for the symmetric square.

## 2. Review on $\boldsymbol{p}$-adic power series

We recall the definitions and basic properties of the rings appearing in nonordinary Iwasawa theory, following [Lei et al. 2017, §2]. We fix a finite extension $E / \mathbb{Q}_{p}$ with ring of integers $\mathcal{O}$, which will be the coefficient field for all the representations we shall consider.
2.1. Iwasawa algebras and distribution algebras. Let $\Gamma=\operatorname{Gal}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right) / \mathbb{Q}\right)$. This group is isomorphic to a direct product $\Delta \times \Gamma_{1}$, where $\Delta$ is a finite group of order $p-1$ and $\Gamma_{1}=\operatorname{Gal}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right) / \mathbb{Q}\left(\mu_{p}\right)\right)$. We choose a topological generator $\gamma$ of $\Gamma_{1}$, which determines an isomorphism $\Gamma_{1} \cong \mathbb{Z}_{p}$.

We write $\Lambda=\mathcal{O} \llbracket \Gamma \rrbracket$, the Iwasawa algebra of $\Gamma$. The subalgebra $\mathcal{O} \llbracket \Gamma_{1} \rrbracket$ can be identified with the formal power series ring $\mathcal{O} \llbracket X \rrbracket$, via the isomorphism sending $\gamma$ to $1+X$; this extends to an isomorphism

$$
\begin{equation*}
\Lambda=\mathcal{O}[\Delta] \llbracket X \rrbracket \tag{2.1.1}
\end{equation*}
$$

We may consider $\Lambda$ as a subring of the ring $\mathcal{H}$ of locally analytic $E$-valued distributions on $\Gamma$. The isomorphism (2.1.1) extends to an identification between $\mathcal{H}$ and the subring of power series $F \in E[\Delta] \llbracket X \rrbracket$ which converge on the open unit disc $|X|<1$.

For $n \geq 0$, we write $\omega_{n}(X)$ for the polynomial $(1+X)^{p^{n}}-1$. We set $\Phi_{0}(X)=X$, and $\Phi_{n}(X)=$ $\omega_{n}(X) / \omega_{n-1}(X)$ for $n \geq 1$. We write Tw for the ring automorphism of $\mathcal{H}$ defined by $\sigma \mapsto \chi(\sigma) \sigma$ for $\sigma \in \Gamma$. Let $u=\chi(\gamma)$ be the image of our topological generator $\gamma$ under the cyclotomic character, so that Tw maps $X$ to $u(1+X)-1$. If $m \geq 1$ is an integer, we define

$$
\omega_{n, m}(X)=\prod_{i=0}^{m-1} \mathrm{Tw}^{-i}\left(\omega_{n}(X)\right) ; \quad \Phi_{n, m}(X)=\prod_{i=0}^{m-1} \mathrm{Tw}^{-i}\left(\Phi_{n}(X)\right)
$$

Let $\log _{p}$ be the $p$-adic logarithm in $\mathcal{H}$. We define similarly

$$
\log _{p, m}=\prod_{i=0}^{m-1} \mathrm{Tw}^{-i}\left(\log _{p}\right)
$$

Finally, we define

$$
\mathfrak{n}_{m}=\prod_{i=0}^{m-1} \mathrm{Tw}^{-i}\left(\frac{\log _{p}(1+X)}{X}\right)
$$

2.2. Power series rings. Let $\mathbb{A}_{\mathbb{Q}_{p}}^{+}=\mathcal{O} \llbracket \pi \rrbracket$, where $\pi$ is a formal variable. We equip this ring with a $\mathcal{O}$-linear Frobenius endomorphism $\varphi$, defined by $\pi \mapsto(1+\pi)^{p}-1$, and with an $\mathcal{O}$-linear action of $\Gamma$ defined by $\pi \mapsto(1+\pi)^{\chi(\sigma)}-1$ for $\sigma \in \Gamma$, where $\chi$ denotes the $p$-adic cyclotomic character.

The Frobenius $\varphi$ has a left inverse $\psi$, satisfying

$$
(\varphi \circ \psi)(F)(\pi)=\frac{1}{p} \sum_{\zeta: \zeta^{p}=1} F(\zeta(1+\pi)-1)
$$

The map $\psi$ is not a morphism of rings, but it is $\mathcal{O}$-linear, and commutes with the action of $\Gamma$.

We regard $\mathbb{A}_{\mathbb{Q}_{p}}^{+}$as a subring of the larger ring

$$
\mathbb{B}_{\text {rig }, \mathbb{Q}_{p}}^{+}=\{F(\pi) \in E \llbracket \pi \rrbracket: F \text { converges on the open unit disc }\} .
$$

The actions of $\varphi, \psi$, and $\Gamma$ extend to $\mathbb{B}_{\text {rig, } \mathbb{Q}_{p}}^{+}$, via the same formulae as before. We shall write $q=$ $\varphi(\pi) / \pi \in \mathbb{A}_{\mathbb{Q}_{p}}^{+}$, and $t=\log _{p}(1+\pi) \in \mathbb{B}_{\text {rig }, \mathbb{Q}_{p}}^{+}$.
2.3. The Mellin transform. The action of $\Gamma$ on $1+\pi \in\left(\mathbb{A}_{\mathbb{Q}_{p}}^{+}\right)^{\psi=0}$ extends to an isomorphism of $\Lambda$ modules

$$
\mathfrak{M}: \Lambda \xrightarrow{\cong}\left(\mathbb{A}_{\mathbb{Q}_{p}}^{+}\right)^{\psi=0}, \quad 1 \longmapsto 1+\pi
$$

called the Mellin transform. This can be further extended to an isomorphism of $\mathcal{H}$-modules

$$
\mathcal{H} \xrightarrow{\cong}\left(\mathbb{B}_{\mathrm{rig}, \mathbb{Q}_{p}}^{+}\right)^{\psi=0}
$$

which we denote by the same symbol.
Theorem 2.3.1. For all integers $m, n \geq 1$, the Mellin transform induces an isomorphism of $\Lambda$-modules

$$
\Phi_{n, m}(X) \Lambda \cong \varphi^{n}\left(q^{m}\right)\left(\mathbb{A}_{\mathbb{Q}_{p}}^{+}\right)^{\psi=0}
$$

Proof. See [Lei et al. 2017, Theorem 2.1 and Equation (2.2)].
2.4. Classical and analytic Iwasawa cohomology. Let $\mathcal{T}$ be a finite-rank free $\mathcal{O}$-module with a continuous action of $G_{F}$, where $F$ is a finite unramified extension of $\mathbb{Q}_{p}$. Then the Iwasawa cohomology groups of $\mathcal{T}$ are classically defined by

$$
H_{\mathrm{IW}}^{i}\left(F\left(\mu_{p^{\infty}}\right), \mathcal{T}\right):=\lim _{n} H^{i}\left(F\left(\mu_{p^{n}}\right), \mathcal{T}\right)
$$

Alternatively, these can be defined using a version of Shapiro's lemma: set $\mathbb{T}=\mathcal{T} \otimes \Lambda^{\iota}$, where $\Lambda^{\iota}$ denotes the free rank $1 \Lambda$-module on which $G_{F}$ acts via the inverse of the canonical character $G_{F} \rightarrow \Gamma \hookrightarrow \Lambda^{\times}$. Then one has

$$
H_{\mathrm{Iw}}^{i}\left(F\left(\mu_{p^{\infty}}\right), \mathcal{T}\right) \cong H^{1}(F, \mathbb{T})
$$

If $F$ is a number field, and $\Sigma$ a finite set of places of $F$ containing all $v \mid p \infty$ and all primes where $\mathcal{T}$ is ramified, then we can define similarly

$$
H_{\mathrm{IW}, \Sigma}^{i}\left(F\left(\mu_{p^{\infty}}\right), \mathcal{T}\right):={\underset{\check{n}}{ }}_{\lim _{n}} H^{i}\left(F_{\Sigma} / F\left(\mu_{p^{n}}\right), \mathcal{T}\right) \cong H^{i}\left(F_{\Sigma} / F, \mathbb{T}\right)
$$

where $F_{\Sigma}$ is the maximal extension unramified outside $\Sigma$. In both local and global settings, the Iwasawa cohomology groups are finitely generated as $\Lambda$-modules, and zero unless $i \in\{1,2\}$. We define Iwasawa cohomology of $\mathcal{V}=\mathcal{T}[1 / p]$ by tensoring the above groups with $\mathbb{Q}_{p}$.

Remark 2.4.1. The group $H_{\mathrm{Iw}, \Sigma}^{1}\left(F\left(\mu_{\left.p^{\infty}\right)}\right), \mathcal{T}\right)$ is actually independent of the choice of $\Sigma$, and we will frequently drop $\Sigma$ from the notation. This is not the case for $H_{\mathrm{Iw}, \Sigma}^{2}$.

The "analytic" variants of these modules, which play a key role in Pottharst's approach [2013], to cyclotomic Iwasawa theory of nonordinary motives are obtained by systematically replacing $\Lambda$ with the larger ring $\mathcal{H}$. We define $\mathbb{V}^{\dagger}=\mathcal{V} \otimes \mathcal{H}^{\prime}$; then for $F$ a $p$-adic field we have

$$
H_{\mathrm{an}}^{i}\left(F\left(\mu_{p^{\infty}}\right), \mathcal{V}\right):=H^{i}\left(F, \mathbb{V}^{\dagger}\right) \cong \mathcal{H} \otimes_{\Lambda[1 / p]} H_{\mathrm{IW}}^{i}\left(F\left(\mu_{p^{\infty}}\right), \mathcal{V}\right)
$$

and similarly for the global setting. The importance of the analytic Iwasawa cohomology groups is that for $F$ a $p$-adic field, the analytic Iwasawa cohomology of $\mathcal{V}$ is encoded in its Robba-ring $(\varphi, \Gamma)$-module; see Section 7.1 below.
2.5. The Perrin-Riou regulator map. Let $F$ be an unramified extension of $\mathbb{Q}_{p}$, and $\mathcal{T}$ an $\mathcal{O}$-representation of $G_{F}$ as before; and assume that $\mathcal{V}=\mathcal{T}[1 / p]$ is crystalline, with all Hodge-Tate weights ${ }^{1} \geq 0$, and with no quotient isomorphic to the trivial representation. We also fix a choice of $p$-power roots of unity $\zeta_{p^{n}} \in \overline{\mathbb{Q}}_{p}$, for $n \geq 1$.

Then there is a canonical homomorphism of $\mathcal{H}$-modules, the Perrin-Riou regulator,

$$
\mathcal{L}_{F, \mathcal{V}}: H_{\mathrm{Iw}}^{1}\left(F\left(\mu_{\left.p^{\infty}\right)}\right), \mathcal{V}\right) \rightarrow \mathcal{H} \otimes \mathbb{D}_{\mathrm{cris}}(F, \mathcal{V})
$$

which interpolates the values of the Bloch-Kato logarithm and dual-exponential maps for twists of $\mathcal{V}$ by locally algebraic characters of $\Gamma$.

It will be important to us later to consider how these maps interact with change of the field $F$. If $K / F$ is an unramified extension with Galois group $U$, then $\mathbb{D}_{\text {cris }}(K, \mathcal{V})=K \otimes_{F} \mathbb{D}_{\text {cris }}(F, \mathcal{V})$; so the source and target of the regulator map $\mathcal{L}_{K, \mathcal{V}}$ are naturally modules over the larger group $K\left(\mu_{p^{\infty}}\right) / F \cong \Gamma \times U$, and it follows easily from the construction that $\mathcal{L}_{K, \mathcal{V}}$ commutes with the action of this group.

Moreover, we have an interaction with restriction and corestriction maps which can be summarised by the following diagram:


## 3. Euler systems of rank 2 for Rankin-Selberg products (Conjectures)

We expect that the Beilinson-Flach Euler system may be obtained by applying a suitable "rank-lowering operator" to a rank-2 Euler system. Our goal in this section is to present a precise account of this expectation and formulate a conjecture. Even though we are currently unable to verify this conjecture in general, it serves as a signpost for the signed-splitting procedure for the $p$-stabilised Beilinson-Flach elements that we will develop in the later sections.

[^1]3.1. Review of Perrin-Riou's theory. Let $\mathcal{T}$ be a free $\mathcal{O}$-module of finite rank with a continuous action of the absolute Galois group $G_{\mathbb{Q}}$, which is unramified outside a finite set of primes $\Sigma \ni p$. Let $\mathcal{V}=\mathcal{T} \otimes_{\mathcal{O}} E$.

Let $\mathcal{P}$ denote a set of primes disjoint from $\Sigma$, and let $\mathcal{N}(\mathcal{P})$ denote the set of square-free integers whose prime divisors are in $\mathcal{P}$. For an integer $m \in \mathcal{N}(\mathcal{P})$, we set $\Delta_{m}=\operatorname{Gal}\left(\mathbb{Q}\left(\mu_{m}\right) / \mathbb{Q}\right)$ and $\Lambda_{m}:=$ $\mathcal{O} \llbracket \operatorname{Gal}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right) / \mathbb{Q}\right) \rrbracket \cong \Lambda \otimes_{\mathbb{Z}_{p}} \mathbb{Z}_{p}\left[\Delta_{m}\right]$.

Definition 3.1.1. An Euler system of rank $r \geq 0$ is a collection of classes

$$
c_{m} \in \bigwedge_{\Lambda_{m}}^{r} H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), \mathcal{T}\right)
$$

for each $m \in \mathcal{N}(\mathcal{P})$, such that if $\ell$ is a prime with $\ell, m \ell \in \mathcal{N}(\mathcal{P})$, then

$$
\operatorname{cor}_{\mathbb{Q}\left(\mu_{m \ell p} \infty\right) / \mathbb{Q}\left(\mu_{m p} \infty\right)}\left(c_{m \ell}\right)= \begin{cases}P_{\ell}\left(\sigma_{\ell}^{-1}\right) c_{m} & \text { if } \ell \nmid m  \tag{3.1.1}\\ c_{m} & \text { if } \ell \mid m\end{cases}
$$

Here $P_{\ell}(X):=\operatorname{det}_{E}\left(1-\operatorname{Frob}_{\ell}^{-1} X \mid V^{*}(1)\right) \in \mathcal{O}[X]$, and $\sigma_{\ell}$ denotes the image in $\operatorname{Gal}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right) / \mathbb{Q}\right)$ of $\mathrm{Frob}_{\ell}$, the arithmetic Frobenius at $\ell$.

Remark 3.1.2. Perrin-Riou in fact requires $r \geq 1$, but we feel that the case $r=0$ should not be neglected. For $r=0$ we have $\bigwedge_{\Lambda_{m}}^{r} H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), \mathcal{T}\right)=\Lambda_{m}$, and a rank 0 Euler system is therefore a collection of elements $c_{m} \in \Lambda_{m}$ for $m \in \mathcal{N}(\mathcal{P})$, satisfying the compatibilities (3.1.1) under the projection maps $\Lambda_{m \ell} \rightarrow \Lambda_{m}$. Such collections of elements arise naturally in the theory of $p$-adic $L$-functions: for instance, both the Stickelberger elements for an odd Dirichlet character, and the Mazur-Tate elements for a $p$-ordinary modular form, can be viewed as rank 0 Euler systems in this sense.

Given an Euler system of rank $r>1$, one can construct a multitude of Euler systems of rank 1 with the aid of auxiliary choices of functionals on the Iwasawa cohomology, following a recipe originally set out by Rubin [1996] and later formalised by Perrin-Riou [1998].

Definition 3.1.3. A Perrin-Riou functional of rank $s \geq 1$ is a collection of linear functionals

$$
\left\{\Phi_{m}: m \in \mathcal{N}(\mathcal{P})\right\}
$$

where

$$
\Phi_{m} \in \bigwedge_{\Lambda_{m}}^{s} \operatorname{Hom}_{\Lambda_{m}}\left(H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), \mathcal{T}\right), \Lambda_{m}\right)
$$

such that if $\ell$ is a prime with $\ell, m \ell \in \mathcal{N}(\mathcal{P})$, we have

$$
\begin{equation*}
\Phi_{m \ell} \circ \operatorname{res}_{\mathbb{Q}\left(\mu_{m \ell p} \infty\right) / \mathbb{Q}\left(\mu_{m p} \infty\right)}=\iota_{m \ell / m} \circ \Phi_{m}, \tag{3.1.2}
\end{equation*}
$$

where $\iota_{m l / m}$ denotes the isomorphism $\Lambda_{m} \cong\left(\Lambda_{m \ell}\right)^{\Delta_{\ell}}$ sending 1 to $\sum_{\sigma \in \Delta_{\ell}}[\sigma]$.

As in [Rubin 1996, Corollary 1.3], one may interpret a rank $r-1$ Perrin-Riou functional $\Phi=\left\{\Phi_{m}\right\}$ as a collection of maps

$$
\Phi_{m}: \bigwedge_{\Lambda_{m}}^{r} H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), \mathcal{T}\right) \rightarrow H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), \mathcal{T}\right)
$$

Proposition 3.1.4 (Perrin-Riou). If $\left\{c_{m}\right\}_{m \in N(\mathcal{P})}$ is an Euler system of rank $r$ and $\left\{\Phi_{m}\right\}$ is a Perrin-Riou functional of rank $r-1$, then

$$
\Phi_{m}\left(c_{m}\right) \in H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), \mathcal{T}\right)
$$

is a rank one Euler system.
Proof. See [Perrin-Riou 1998, Lemma 1.2.3; Rubin 1996, §6].
Remark 3.1.5. More generally, one may interpret a rank $s$ Perrin-Riou functional as a "rank-lowering operator" sending rank $r$ Euler systems to rank $r-s$ Euler systems. This includes the case $r=s$, where we understand rank 0 Euler systems as in Remark 3.1.2 above.
3.2. Analytic Euler systems. For the applications below, we will need to consider compatible families of classes not lying in Iwasawa cohomology, but in the larger "analytic" cohomology modules of Pottharst. For simplicity, we shall only describe this construction in rank 1 .

We recall that $\mathcal{H}$ can be written as an inverse limit $\lim _{n} \mathcal{H}[n]$, where $\mathcal{H}[n]$ are reduced affinoid algebras, and for each $n$ we have

$$
\mathcal{H}[n] \otimes_{\mathcal{H}} H_{\mathrm{an}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), \mathcal{V}\right)=H^{1}\left(\mathbb{Q}\left(\mu_{m}\right), \mathcal{H}_{n} \otimes_{E} \mathcal{V}\right)
$$

by [Pottharst 2013, Theorem 1.7]. Each $\mathcal{H}[n]$ has a canonical supremum norm; if $\mathcal{H}[n]^{\circ}$ denotes the unit ball for this norm, then there is a seminorm $\|\cdot\|_{n}$ on $H^{1}\left(\mathbb{Q}\left(\mu_{m}\right), \mathcal{H}[n] \otimes_{E} \mathcal{V}\right)$ for which the unit ball is the image of $H^{1}\left(\mathbb{Q}\left(\mu_{m}\right), \mathcal{H}[n]^{\circ} \otimes_{\mathcal{O}} \mathcal{T}\right)$. (In fact this is a norm, by [Loeffler and Zerbes 2016b, Proposition 2.1.2(1)], but we do not need this.)
Definition 3.2.1. An analytic Euler system (of rank 1) for $\mathcal{V}$ is a collection of classes $c_{m} \in H_{\mathrm{an}}^{1}\left(\mathbb{Q}\left(\mu_{m p}\right), \mathcal{V}\right)$, for each $m \in \mathcal{N}(\mathcal{P})$, satisfying the following two conditions:
(1) if $\ell$ is prime and $m, m \ell \in \mathcal{N}(\mathcal{P})$, then the norm-compatibility condition (3.1.1) holds;
(2) for each $n$, there is a constant $C_{n}$ (independent of $m$ ) such that $\left\|c_{m}\right\|_{n} \leq C_{n}$ for all $m \in \mathcal{N}(\mathcal{P})$.

Remark 3.2.2. Condition (1), asserting that there is no "growth in the tame direction", is technical to state but absolutely vital in order to obtain an interesting theory; it is trivial that any class in $H_{\mathrm{an}}^{1}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right), \mathcal{V}\right)$ can be extended to a compatible family of classes satisfying (2) alone.
3.3. Unbounded Perrin-Riou functionals. In this section, building on [Otsuki 2009; Lei et al. 2014], we will construct canonical Perrin-Riou functionals using another construction of Perrin-Riou, namely the $p$-adic regulator map. The price we pay for this canonicity is that our functionals are no longer bounded in general.

We now assume $\mathcal{V}$ is crystalline, with all Hodge-Tate weights $\geq 0$, and that $\left.\mathcal{V}\right|_{G_{\mathbb{Q}_{p}}}$ has no quotient isomorphic to the trivial representation. We have already chosen a compatible family of $p$-power roots of unity $\zeta_{p^{r}}$. For $\mathcal{P}$ as above, let us also choose a primitive $n$-th root of unity $\zeta_{\ell}$ for each $\ell \in \mathcal{P}$. One checks easily that if $m \in \mathcal{N}(\mathcal{P})$, then $\xi_{m}=\prod_{\ell \mid m}\left(-\zeta_{\ell}\right)$ is a basis vector of the ring of integers $\mathbb{Z}\left[\mu_{m}\right]$ as a free rank 1 module over the group ring $\mathbb{Z}\left[\Delta_{m}\right]$; and we have the trace-compatibility

$$
\operatorname{trace}_{m \ell / m}\left(\xi_{m \ell}\right)=\xi_{m}
$$

Definition 3.3.1. For $m \in \mathcal{N}(\mathcal{P})$, let $v_{m}: \mathbb{Z}\left[\zeta_{m}\right] \rightarrow \mathbb{Z}\left[\Delta_{m}\right]$ denote the unique $\mathbb{Z}\left[\Delta_{m}\right]$-linear map sending $\xi_{m}$ to 1 .

Let us now set $\mathcal{H}_{m}=\mathbb{Z}_{p}\left[\Delta_{m}\right] \otimes \mathcal{H}$, which we regard as an "analytification" of $\Lambda_{m}$. For $\mathcal{V}$ as above, the sum of the Perrin-Riou regulators at the primes of $\mathbb{Q}\left(\mu_{m}\right)$ above $p$ gives a map

$$
H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right) \otimes \mathbb{Q}_{p}, \mathcal{V}\right) \rightarrow \mathbb{Q}\left(\mu_{m}\right) \otimes_{\mathbb{Q}} \mathcal{H} \otimes_{E} \mathbb{D}_{\text {cris }}\left(\mathbb{Q}_{p}, \mathcal{V}\right)
$$

and composing this with $v_{m}$ we obtain a morphism of $\mathcal{H}_{m}$-modules

$$
\begin{equation*}
\mathcal{L}_{m, \mathcal{V}}: H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right) \otimes \mathbb{Q}_{p}, \mathcal{V}\right) \rightarrow \mathcal{H}_{m} \otimes \mathbb{D}_{\text {cris }}\left(\mathbb{Q}_{p}, \mathcal{V}\right) \tag{3.3.1}
\end{equation*}
$$

(We shall abbreviate $\mathcal{L}_{1, \mathcal{V}}$ by $\mathcal{L}_{V}$.)
Definition 3.3.2. If $t \in \mathbb{D}_{\text {cris }}\left(\mathbb{Q}_{p}, \mathcal{V}^{*}(1)\right)$, and $m \in \mathcal{N}(\mathcal{P})$, then we define a map

$$
\Phi_{m}^{(t)}: H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), \mathcal{V}\right) \rightarrow \mathcal{H}_{m}, \quad \Phi_{m}^{(t)}(z):=\left\langle\mathcal{L}_{m, \mathcal{V}}\left(\operatorname{loc}_{p} z\right), t\right\rangle
$$

One sees easily that, for any fixed $t$, the collection $\Phi^{(t)}=\left\{\Phi_{m}^{(t)}: m \in \mathcal{N}(\mathcal{P})\right\}$ satisfies the compatibility condition (3.1.2), and thus may be regarded as a (rank 1) unbounded Perrin-Riou functional. Pairing with $\Phi^{(t)}$ therefore defines a homomorphism from Euler systems of rank 2 to (possibly unbounded) analytic Euler systems of rank 1 .

Remark 3.3.3. Via exactly the same construction, for any $s \geq 1$ we may use elements of the wedge power $\bigwedge_{E}^{s} \mathbb{D}_{\text {cris }}\left(\mathbb{Q}_{p}, \mathcal{V}^{*}(1)\right)$ to define unbounded Perrin-Riou functionals of rank $s$.
3.4. The Beilinson-Flach Euler systems. We now focus on the particular case which interests us: the Rankin-Selberg convolution of two modular forms. As in the introduction, $f$ and $g$ denote two normalised, new cuspidal modular eigenforms, of weights $k_{f}+2, k_{g}+2$, levels $N_{f}, N_{g}$, and characters $\epsilon_{f}, \epsilon_{g}$ respectively. We assume that $p \nmid N_{f} N_{g}$. We let $T$ denote the rank 4 representation $R_{f}^{*} \otimes R_{g}^{*}$ over $\mathcal{O}$ and write $V=T \otimes_{\mathbb{Z}_{p}} \mathbb{Q}_{p}$.

We take $\Sigma$ to be the set of primes dividing $p N_{f} N_{g}$, and for $\ell \notin \Sigma$, we write

$$
P_{\ell}(X)=\operatorname{det}\left(1-\operatorname{Frob}_{\ell}^{-1} X \mid T^{*}(1)\right)=1-\frac{a_{\ell}(f) a_{\ell}(g)}{\ell} X+\cdots \in \mathcal{O}[X]
$$

We now review the construction of Beilinson-Flach elements from [Loeffler and Zerbes 2016b]. For $\lambda \in\{\alpha, \beta\}$ and $h \in\{f, g\}$, we write $h^{\lambda}$ for the $p$-stabilisation of $h$ at $\lambda_{h}$. We shall identify $R_{h}^{*}$
with $R_{h^{\lambda}}^{*}$ following [op. cit., §3.5]. More specifically, let $\mathrm{pr}_{1}$ and $\mathrm{pr}_{2}$ be the two degeneracy maps on the modular curves $Y_{1}\left(p N_{h}\right) \rightarrow Y_{1}\left(N_{h}\right)$ as defined in [Kings et al. 2017, Definition 2.4.1] and write $\operatorname{Pr}^{\lambda}=\operatorname{pr}_{1}-\left(\lambda^{\prime} / p^{k_{h}+1}\right) \operatorname{pr}_{2}$, where $\lambda^{\prime}$ denotes the unique element of $\{\alpha, \beta\} \backslash\{\lambda\}$. Realising $R_{h^{\lambda}}^{*}$ and $R_{h}^{*}$ as quotients of the étale cohomology of $Y_{1}\left(p N_{h}\right)$ and $Y_{1}\left(N_{h}\right)$ respectively, $\operatorname{Pr}_{*}^{\lambda}$ gives an isomorphism between these two Galois representations.

Definition 3.4.1. For $\lambda, \mu \in\{\alpha, \beta\}, c>1$ coprime to $6 p N_{f} N_{g}, m \geq 1$ coprime to $p c$, and $a \in$ $\left(\mathbb{Z} / m p^{\infty} \mathbb{Z}\right)^{\times}$, let

$$
{ }_{c} \mathcal{B} \mathcal{F}_{m, a}^{\lambda, \mu} \in D_{\operatorname{ord}_{p}\left(\lambda_{f} \mu_{g}\right)}(\Gamma) \otimes_{\Lambda} H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), T\right)
$$

be the Beilinson-Flach element as constructed in [Loeffler and Zerbes 2016b, Theorem 5.4.2].
Here $D_{\operatorname{ord}_{p}\left(\lambda_{f} \mu_{g}\right)}(\Gamma, E)$ denotes the $\Lambda$-submodule of $\mathcal{H}$ consisting of tempered distributions of order $\operatorname{ord}_{p}\left(\lambda_{f} \mu_{g}\right)$. We shall take $a=1$ throughout, and restrict to integers $m \in \mathcal{N}(\mathcal{P})$, where $\mathcal{P}$ is the set of primes not dividing $p c N_{f} N_{g}$.
Remark 3.4.2. If $\epsilon_{f} \epsilon_{g}$ is nontrivial, then we may remove the dependence on the auxiliary integer $c$, but this will not greatly concern us here: we shall simply fix a value of $c$ and drop it from the notation.

These elements satisfy a norm-compatibility relation which is close, but not identical, to Equation (3.1.1). As explained in [Lei et al. 2014, Lemma 7.3.2], we can modify these elements to "correct" the norm relation: there exists a collection of elements $\mathrm{BF}_{\lambda, \mu, m}$ for $m \in \mathcal{N}(\mathcal{P})$ such that

- the $\mathrm{BF}_{\lambda, \mu, m}$ for $m$ varying satisfy Equation (3.1.1) exactly,
- $\mathrm{BF}_{\lambda, \mu, 1}={ }_{c} \mathcal{B} \mathcal{F}_{1,1}^{\lambda, \mu}$,
- each $\mathrm{BF}_{\lambda, \mu, m}$ is an $\mathcal{O}\left[\Delta_{m}\right]$-linear combination of the elements ${ }_{c} \mathcal{B} \mathcal{F}_{m^{\prime}, 1}^{\lambda, \mu}$ for $m^{\prime} \mid m$.

As in [Loeffler and Zerbes 2016b, Theorem 8.1.4(ii)], if $H^{0}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right), V\right)=0$, the collection of elements $\mathrm{BF}_{\lambda, \mu, m}$ for varying $m \in \mathcal{N}(\mathcal{P})$ form an analytic Euler system in the sense of Definition 3.2.1. We thus obtain four rank 1 analytic Euler systems for $T$, one for each of the possible choices of $p$-stabilisations $\lambda, \mu$.

One of the key themes in the present paper will be to understand the relations among these Euler systems, for a fixed $f$ and $g$ and different choices of $p$-stabilisations. Our first result in this direction is the following straightforward compatibility. For $\chi$ any continuous character of $\Gamma$, and $z \in \mathcal{H} \otimes H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), V\right)$, let us write $z(\chi)$ for the image of $z$ in $H^{1}\left(\mathbb{Q}\left(\mu_{m}\right), V\left(\chi^{-1}\right)\right)$.
Lemma 3.4.3. Let $m \in \mathcal{N}(\mathcal{P})$, and let $\chi$ be a character of $\Gamma$ of the form $z \mapsto z^{j} \theta(z)$, where $j \in \mathbb{Z}$ and $\theta$ is a finite-order character of conductor $p^{r}$.
(i) If $0 \leq j \leq \min \left(k_{f}, k_{g}\right)$, then

$$
\left(\lambda_{f} \mu_{g}\right)^{r} \cdot \mathrm{BF}_{\lambda, \mu, m}(\chi)
$$

is independent of the choice of $\lambda$ and $\mu$.
(ii) If $k_{g}<j \leq k_{f}$ then this class is independent of $\lambda$ (but may depend on $\mu$ ); and similarly if $k_{f}<j \leq k_{g}$ it is independent of $\mu$.

If $\chi$ is the character $z \mapsto z^{j}$, the same conclusions hold for the class

$$
\left(1-\frac{\lambda \mu}{p^{1+j} \sigma_{p}}\right)\left(1-\frac{p^{j} \sigma_{p}}{\lambda \mu}\right)^{-1} \mathrm{BF}_{\lambda, \mu, m}(\chi)
$$

Proof. Part (i) follows from the same proof as [Büyükboduk and Lei 2016, Proposition 3.3 and Corollary 3.4] since the infinite part of $\chi$ (the character $z \mapsto z^{j}$ ) has the effect of sending the Beilinson-Flach element for the representation $T$ to that for the Tate twist $T(-j)$. For part (ii), we assume $k_{g}<j \leq k_{f}$ without loss of generality, and deform $g_{\mu}$ in a Coleman family $\mathcal{G}$ (while keeping $f$ and $\theta$ fixed). By Theorem A of [Loeffler and Zerbes 2016b], we obtain two families of cohomology classes $\mathrm{BF}_{\alpha, \mathcal{G}, m}(\chi)$ and $\mathrm{BF}_{\beta, \mathcal{G}, m}(\chi)$, and by part (i) the specialisations of these at integer points $r^{\prime} \geq j$ are equal. Hence the two families of classes are equal identically, and we obtain (ii) by specialising back to $g_{\mu}$.
3.5. A conjectural rank 2 Euler system. Recall that $T$ is a free $\mathcal{O}$-module of rank 4 and observe that both -1 and +1 -eigenspaces for the action of complex conjugation on $T$ have rank 2 . In this situation, we expect to have an Euler system of rank $r=2$.

We are now ready to state our conjecture on the relation of $p$-stabilised Beilinson-Flach classes and rank-2 Euler systems. Let $\mathcal{L}_{m, V}: H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), V\right) \rightarrow \mathcal{H}_{m} \otimes \mathbb{D}_{\text {cris }}(V)$ be the equivariant Perrin-Riou regulator as in Equation (3.3.1), and let $\left\{v_{\lambda \mu}\right\}_{\lambda, \mu \in\{\alpha, \beta\}}$ be an eigenvector basis of $\mathbb{D}_{\text {cris }}(V)$ in which the matrix of $\varphi$ is given by

$$
D:=\left(\begin{array}{cccc}
\frac{1}{\alpha_{f} \alpha_{g}} & & & \\
& \frac{1}{\alpha_{f} \beta_{g}} & & \\
& & \frac{1}{\beta_{f} \alpha_{g}} & \\
& & & \frac{1}{\beta_{f} \beta_{g}}
\end{array}\right)
$$

Further, let $\left\{v_{\lambda \mu}^{*}\right\}$ be the dual basis to $\left\{v_{\lambda \mu}\right\}$.
These vectors are a priori only determined up to scaling; we may normalise them canonically as follows. The 1-dimensional space $\mathbb{D}_{\text {cris }}\left(V_{f}\right) /$ Fil $^{1}$ has a canonical basis vector $\eta_{f}^{\prime}$, as defined in [Kings et al. 2015, $\S 6.1]$. Since we are assuming $f$ to be nonordinary, the two eigenspaces are both complementary to $\mathrm{Fil}^{1}$, and we can thus define $v_{f, \alpha}$ and $v_{f, \beta}$ to be the unique vectors in the $\varphi$-eigenspaces satisfying

$$
v_{f, \alpha}=v_{f, \beta}=\eta_{f}^{\prime} \quad \bmod \mathrm{Fil}^{1}
$$

Defining $v_{g, \mu}$ analogously, we can choose our eigenvector basis of $\mathbb{D}_{\text {cris }}\left(V^{*}\right)=\mathbb{D}_{\text {cris }}\left(V_{f}\right) \otimes \mathbb{D}_{\text {cris }}\left(V_{g}\right)$ by setting $v_{\lambda \mu}^{*}=v_{f, \lambda} \otimes v_{g, \mu}$.

Conjecture 3.5.1. There exists a collection of classes $\mathrm{BF}_{m} \in \bigwedge^{2} H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}\left(\mu_{m}\right), T\right)$, for all $m \in \mathcal{N}(\mathcal{P})$, which form a rank 2 Euler system, and are such that for all $\lambda, \mu \in\{\alpha, \beta\}$, we have

$$
\left\langle\mathcal{L}_{m, V}\left(\mathrm{BF}_{m}\right), v_{\lambda, \mu}^{*}\right\rangle=\mathrm{BF}_{\lambda, \mu, m}
$$

Equivalently, the four rank 1 analytic Euler systems $\left(\mathrm{BF}_{\lambda, \mu, m}\right)_{m \in \mathcal{N}(\mathcal{P})}$, for different choices of $\lambda$ and $\mu$, are all obtained from the single rank 2 Euler system $\left(\mathrm{BF}_{m}\right)$ via the Perrin-Riou functionals associated to the four eigenvectors $v_{\lambda, \mu}^{*}$.
Remark 3.5.2. This conjecture is an extension to higher-weight modular forms of the conjectures formulated in [Lei et al. 2014, §8] for pairs of weight 2 modular forms. At the time, this conjecture was somewhat tentative since the methods of [op. cit.] only suffice to construct the classes $\mathrm{BF}_{\lambda, \mu, m}$ when $v_{p}(\lambda \mu)<1$, which is satisfied for at most two of the four possible choices, and sometimes for none at all. However, this restriction has since been removed in [Loeffler and Zerbes 2016b] via the use of Coleman families.
3.6. p-adic L-functions and explicit reciprocity laws. For $\lambda \in\left\{\alpha_{f}, \beta_{f}\right\}$ and $\mu \in\left\{\alpha_{g}, \beta_{g}\right\}$, there exist Coleman families $\mathcal{F}$ and $\mathcal{G}$ passing through the $p$-stabilisations $f_{\lambda}$ and $g_{\mu}$; these are families of overconvergent eigenforms over some affinoid discs $V_{1}$ and $V_{2}$ in the weight space $\mathcal{W}$. We suppose (temporarily) that our coefficient field $E$ contains a primitive $N$-th root of unity, where $N=\operatorname{LCM}\left(N_{f}, N_{g}\right)$.
Theorem 3.6.1 [Loeffler and Zerbes 2016b]. There exists a 3-variable p-adic L-function $L_{p}^{\text {geom }}(\mathcal{F}, \mathcal{G}) \in$ $\mathcal{O}\left(V_{1} \times V_{2} \times \mathcal{W}\right)$ with the following interpolation property. Let $\left(r, r^{\prime}, j\right)$ be an integer point in $V_{1} \times V_{2} \times \mathcal{W}$ such that $r \geq 0, r^{\prime} \geq-1$ and $\left(r+r^{\prime}+1\right) / 2 \leq j \leq r$. Suppose that the specialisations $\mathcal{F}_{r}$ and $\mathcal{G}_{r^{\prime}}$ are p-stabilisations of classical newforms $f_{r}$ and $g_{r^{\prime}}$ of prime-to-p level. Then, $L_{p}^{\text {geom }}(\mathcal{F}, \mathcal{G})\left(r, r^{\prime}, j\right)=\frac{\mathcal{E}\left(f_{r}, g_{r^{\prime}}, 1+j\right)}{\mathcal{E}\left(f_{r}\right) \mathcal{E}^{*}\left(f_{r}\right)} \frac{j!\left(j-r^{\prime}-1\right)!\left(c^{2}-c^{2 j-r-r^{\prime}} \epsilon_{\mathcal{F}}(c)^{-1} \epsilon_{\mathcal{G}}(c)^{-1}\right)}{\pi^{2 j-r^{\prime}+1}(-1)^{r-r^{\prime}} 2^{2 j+2+r-r^{\prime}}} \frac{L\left(f_{r}, g_{r^{\prime}}, 1+j\right)}{\left\langle f_{r}, f_{r}\right\rangle_{N_{f}}}$,
where

$$
\begin{gathered}
\mathcal{E}\left(f_{r}\right)=\left(1-\frac{\lambda_{r}^{\prime}}{p \lambda_{r}}\right), \quad \mathcal{E}^{*}\left(f_{r}\right)=\left(1-\frac{\lambda_{r}^{\prime}}{\lambda_{r}}\right) \\
\mathcal{E}\left(f_{r}, g_{r}^{\prime}, 1+j\right)=\left(1-\frac{p^{j}}{\lambda_{r} \mu_{r}}\right)\left(1-\frac{p^{j}}{\lambda_{r} \mu_{r}^{\prime}}\right)\left(1-\frac{\lambda_{r}^{\prime} \mu_{r}}{p^{1+j}}\right)\left(1-\frac{\lambda_{r}^{\prime} \mu_{r}^{\prime}}{p^{1+j}}\right)
\end{gathered}
$$

Here, $\lambda_{r}, \mu_{r^{\prime}}$ are the respective specialisations of the $U_{p}$-eigenvalues on $\mathcal{F}$ and $\mathcal{G}$ at $r$ and $r^{\prime}$, whereas $\lambda_{r}^{\prime}$ and $\mu_{r}^{\prime}$ are defined by the requirement that $\left\{\lambda_{r}, \lambda_{r}^{\prime}\right\}=\left\{\alpha_{f_{r}}, \beta_{f_{r}}\right\}$ and $\left\{\mu, \mu^{\prime}\right\}=\left\{\alpha_{r_{r^{\prime}}}, \beta_{g_{r^{\prime}}}\right\}$.

Remark 3.6.2. The construction of this function in [Loeffler and Zerbes 2016b] relies on deforming Beilinson-Flach elements in families. An alternative, more direct construction (not using Euler systems) has subsequently been given by Urban [2017].
Proposition 3.6.3. Let $L_{p}\left(\mathcal{F}, g_{\mu}\right)$ denote the function on $V_{1} \times \mathcal{W}$ obtained by specialising $L_{p}^{\text {geom }}(\mathcal{F}, \mathcal{G})$ at the point of $V_{2}$ corresponding to $g_{\mu}$. Then the functions $L_{p}\left(\mathcal{F}, g_{\alpha}\right)$ and $L_{p}\left(\mathcal{F}, g_{\beta}\right)$ coincide.
Proof. From the preceding theorem, one sees that these two functions agree at all points $(r, j)$ with $r, j$ integers satisfying the inequalities $r \geq 0$ and $\left(r+k_{g}+1\right) / 2 \leq j \leq r$. These points are clearly Zariski-dense in $V_{1} \times \mathcal{W}$.

Definition 3.6.4. For $\lambda \in\left\{\alpha_{f}, \beta_{f}\right\}$, define $L_{p}\left(f_{\lambda}, g\right) \in \mathcal{O}(\mathcal{W})$ to be the specialisation of

$$
\left[w(f) G\left(\epsilon_{f}^{-1}\right) G\left(\epsilon_{g}^{-1}\right) \mathcal{E}(f) \mathcal{E}^{*}(f)\right] \cdot L_{p}(\mathcal{F}, g)
$$

at the point $f_{\lambda}$ of $V_{1}$, where $L_{p}(\mathcal{F}, g)$ is the common value $L_{p}\left(\mathcal{F}, g_{\alpha}\right)=L_{p}\left(\mathcal{F}, g_{\beta}\right), G(\cdot)$ are the Gauss sums, and $w(f)$ is the Atkin-Lehner pseudo-eigenvalue of $f$.

One can check that $L_{p}\left(f_{\lambda}, g\right)$ is defined over any $p$-adic field containing the coefficients of $f_{\alpha}$ and $g$ (not necessarily containing an $N$-th root of unity); this is the reason for renormalising by the Gauss sums. Since there is a canonical isomorphism $\mathcal{O}(\mathcal{W}) \cong \mathcal{H}$, we shall regard $L_{p}\left(f_{\lambda}, g\right)$ as an element of $\mathcal{H}$. We therefore have four $p$-adic $L$-functions attached to the pair $\{f, g\}$, namely

$$
\begin{equation*}
\left\{L_{p}\left(f_{\alpha}, g\right), L_{p}\left(f_{\alpha}, g\right), L_{p}\left(g_{\alpha}, f\right), L_{p}\left(g_{\beta}, f\right)\right\} \tag{3.6.1}
\end{equation*}
$$

Theorem 3.6.5 (explicit reciprocity law). For each pair $(\lambda, \mu)$ we have

$$
\begin{aligned}
& \left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda, \mu, 1}\right), v_{\lambda, \mu}^{*}\right\rangle=0 \\
& \left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda, \mu, 1}\right), v_{\lambda, \mu^{\prime}}^{*}\right\rangle=\frac{A_{g} \log _{p, 1+k_{g}}}{\left(\mu^{\prime}-\mu\right)} \cdot L_{p}\left(f_{\lambda}, g\right), \\
& \left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda, \mu, 1}\right), v_{\lambda^{\prime}, \mu}^{*}\right\rangle=\frac{A_{f} \log _{p, 1+k_{f}}}{\left(\lambda^{\prime}-\lambda\right)} \cdot L_{p}\left(g_{\mu}, f\right)
\end{aligned}
$$

where $A_{f}$ and $A_{g}$ are nonzero constants independent of $\lambda$ and $\mu$. In particular we have the antisymmetry relations

$$
\left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda, \mu, 1}\right), v_{\lambda, \mu^{\prime}}^{*}\right\rangle=-\left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda, \mu^{\prime}, 1}\right), v_{\lambda, \mu}^{*}\right\rangle, \quad\left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda, \mu, 1}\right), v_{\lambda^{\prime}, \mu}^{*}\right\rangle=-\left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda^{\prime}, \mu, 1}\right), v_{\lambda, \mu}^{*}\right\rangle .
$$

Proof. The vanishing of $\left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda, \mu}\right), v_{\lambda, \mu}^{*}\right\rangle$ is a consequence of Theorem 7.1.2 of [Loeffler and Zerbes 2016b]. The other two formulae follow directly from the definition of the geometric $p$-adic $L$-function [op. cit., Definition 9.1.1] after a somewhat tedious comparison of conventions. The factor $\log _{p, 1+k_{g}}$ arises from the normalisation of the Perrin-Riou regulator for a certain subquotient of the ( $\varphi, \Gamma$ )-module of $V$ [op. cit., Theorem 7.1.4]. The quantity $A_{g} /\left(\mu^{\prime}-\mu\right)$ and its cousin arise from comparing the families of eigenvectors constructed there with our present conventions; some handle-turning shows that the specialisation of the family $\eta_{\mathcal{F}}$ in their notation corresponds to

$$
\frac{1}{w(f) G\left(\epsilon_{f}^{-1}\right) \mathcal{E}\left(f_{\lambda}\right) \mathcal{E}^{*}\left(f_{\lambda}\right)} v_{f, \alpha}
$$

while the family $\omega_{\mathcal{G}}$ specialises to

$$
\frac{(-1)^{k_{g}}\left\langle\varphi\left(\omega_{g}^{\prime}\right), \omega_{g^{*}}^{\prime}\right\rangle}{\left(\mu^{\prime}-\mu\right) N_{\epsilon_{g}} G\left(\epsilon_{g}^{-1}\right)} v_{g, \beta}
$$

where $\omega_{g}^{\prime}$ is the basis vector of $\mathrm{Fil}^{1} \mathbb{D}_{\text {cris }}\left(R_{g}\right)$ defined in [Kings et al. 2015, §6.1], and $\omega_{g^{*}}^{\prime}$ its analogue for the conjugate form $g^{*}$.

### 3.7. Some "extra" p-adic L-functions.

Definition 3.7.1. For $\lambda \in\left\{\alpha_{f}, \beta_{f}\right\}$ and $\mu \in\left\{\alpha_{g}, \beta_{g}\right\}$, we set

$$
L_{p}^{?}\left(f_{\lambda}, g_{\mu}\right):=\frac{1}{\log _{p, v+1}}\left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda, \mu, 1}\right), v_{\lambda^{\prime}, \mu^{\prime}}^{*}\right\rangle
$$

where $v=\min \left(k_{f}, k_{g}\right)$.
These elements lie in $\mathcal{H}$, because $\mathrm{BF}_{\lambda, \mu, 1}(\chi)$ is in $H_{\mathrm{f}}^{1}$ for every locally algebraic $\chi$ of weight in the range $[0, \ldots, \nu]$, so $\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda, \mu, 1}\right)$ vanishes at these characters and thus is divisible by $\log _{p, v+1}$.

Proposition 3.7.2. Suppose $k_{f}>k_{g}$, and let $\chi$ be a character of $\Gamma$ of the form $z \mapsto z^{j} \theta(z)$, where $k_{g}+1 \leq j \leq k_{f}$ and $\theta$ is a Dirichlet character of conductor $p^{n}$. Then we have

$$
L_{p}^{?}\left(f_{\lambda}, g_{\mu}\right)(\chi)=R \cdot \frac{A_{g}}{\mu^{\prime}-\mu} \cdot L_{p}\left(f_{\lambda^{\prime}}, g\right)(\chi)
$$

where $A_{g}$ is as in the statement of Theorem 3.6.5; $R=\left(\lambda^{\prime} / \lambda\right)^{n}$ if $n \geq 1$, and if $n=0$ then

$$
R=\left(1-\frac{\lambda^{\prime} \mu}{p^{1+j} \sigma_{p}}\right)\left(1-\frac{p^{j} \sigma_{p}}{\lambda^{\prime} \mu}\right)^{-1} /\left(\left(1-\frac{\lambda \mu}{p^{1+j} \sigma_{p}}\right)\left(1-\frac{p^{j} \sigma_{p}}{\lambda \mu}\right)^{-1}\right)
$$

Proof. Applying $\left\langle\mathcal{L}_{V}(\cdot), v_{\lambda^{\prime}, \mu^{\prime}}^{*}\right\rangle(\chi)$ to both $\mathrm{BF}_{\lambda, \mu, 1}$ and $\mathrm{BF}_{\lambda^{\prime}, \mu, 1}$, we deduce that

$$
\begin{aligned}
L_{p}^{?}\left(f_{\lambda}, g_{\mu}\right)(\chi) & =\frac{\left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda, \mu, 1}\right), v_{\lambda^{\prime}, \mu^{\prime}}^{*}\right\rangle(\chi)}{\log _{p, v+1}} \\
& =R \cdot \frac{\left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{\lambda^{\prime}, \mu, 1}\right), v_{\lambda^{\prime}, \mu^{\prime}}^{*}\right\rangle(\chi)}{\log _{p, v+1}} \\
& =R \cdot \frac{A_{g}}{\mu^{\prime}-\mu} L_{p}\left(f_{\lambda^{\prime}}, g\right)(\chi)
\end{aligned}
$$

where the second equality follows from Lemma 3.4.3, the final equality from Theorem 3.6.5 and the first from definitions.

Note that for $n=0$ the right-hand side is an explicit multiple of a complex $L$-value, by the explicit reciprocity law (and we expect this also to hold for $n \geq 1$ ). This construction gives rise to four extra elements associated to $f$ and $g$, in addition to the more familiar four given by (3.6.1). It seems natural to conjecture that

$$
\begin{equation*}
L_{p}^{?}\left(f_{\lambda}, g_{\mu}\right)=-L_{p}^{?}\left(f_{\lambda^{\prime}}, g_{\mu^{\prime}}\right) \tag{3.7.1}
\end{equation*}
$$

so that these four extra elements fall into two pairs differing by signs; this would, for instance, follow easily from Conjecture 3.5.1. However, we do not know how to prove this symmetry property unconditionally, since these elements do not seem to deform in Coleman families, and their growth (which is always $\left.O\left(\log _{p, 1+\max \left(k_{f}, k_{g}\right)}\right)\right)$ is just too rapid for the interpolating property to imply (3.7.1).

Remark 3.7.3. In the analogous case when $f$ is supersingular but $g$ is an ordinary CM form, these extra $L$-functions correspond to the extra two $p$-adic $L$-functions constructed in [Loeffler 2014] using modular symbols for Bianchi groups.

### 3.8. Nontriviality of Beilinson-Flach elements.

Corollary 3.8.1. If $\left|k_{f}-k_{g}\right| \geq 3$ then for each choice of $\lambda$ and $\mu$, the class $\operatorname{res}_{p}\left(\mathrm{BF}_{\lambda, \mu, 1}\right)$ is nontrivial.
Proof. By symmetry, we may suppose that $k_{f}-k_{g} \geq 3$. Notice that the Euler product for the RankinSelberg $L$-series $L(f, g, s)$ converges absolutely at $s=k_{f}+1$ (since $k_{f}+1>\left(k_{f}+k_{g}\right) / 2+2$ ). In particular, $L\left(f, g, k_{f}+1\right)$ is nonzero. For either value $\lambda \in\left\{\alpha_{f}, \beta_{f}\right\}$, the factors $\left(c^{2}-\cdots\right)$ and $\mathcal{E}\left(f, g, 1+k_{f}\right)$ appearing in Theorem 3.6.1 are easily seen to be nonzero as well, using the fact that $\alpha_{f}, \beta_{f}$ are Weil numbers of weight $\left(k_{f}+1\right) / 2>\left(k_{g}+1\right) / 2+1$, whereas $\alpha_{g}, \beta_{g}$ are Weil numbers of weight $\left(k_{g}+1\right) / 2$. Hence $L_{p}\left(f_{\lambda}, g\right)\left(k_{f}\right)$ is nonzero for both values of $\lambda$. By the explicit reciprocity law, this forces all four elements $\operatorname{res}_{p}\left(\mathrm{BF}_{\lambda, \mu, 1}\right)$ to be nonzero.
Definition 3.8.2. For a character $\eta$ of $\Delta=\Gamma_{\text {tor }}$, we let $e_{\eta} \in \Lambda$ denote the corresponding idempotent.
Remark 3.8.3. One may show that the projection $\operatorname{res}_{p}\left(e_{\omega^{j}} \mathrm{BF}_{\lambda, \mu, 1}\right)$ is nontrivial for $1+\left(k_{f}+k_{g}\right) / 2<$ $j \leq \max \left(k_{f}, k_{g}\right)$, by arguing as in the proof of Corollary 3.8.1.
Remark 3.8.4. Note that the interpolation formula for $L_{p}^{\text {geom }}(\mathcal{F}, \mathcal{G})$ we have recorded in Theorem 3.6.1 does not say anything about its value at $\left(r, r^{\prime}, j+\chi\right)$ where $\chi$ is a nontrivial finite order character of p-power conductor. This is the reason why we assume $\left|k_{f}-k_{g}\right| \geq 3$ in Corollary 3.8.1; with a stronger interpolation formula we could reduce this to $\left|k_{f}-k_{g}\right| \geq 2$, and even $\left|k_{f}-k_{g}\right| \geq 1$ conditionally on standard nonvanishing conjectures for complex $L$-functions.

In the sequel [Büyükboduk et al. 2018], we need a similar nonvanishing result in the case $f=g$. In this particular situation, note that we have $k_{f}=k_{g}$ and the Rankin-Selberg $L$-series does not possess a single critical value. In order to prove the nonvanishing of the geometric $p$-adic $L$-function associated to the symmetric square, one needs to factor the $p$-adic Rankin-Selberg $L$-function as a product of the symmetric square $p$-adic $L$-function and a Kubota-Leopoldt $p$-adic $L$-function (extending the work of Dasgupta in the $p$-ordinary case). This is the subject of a forthcoming work of Alessandro Arlandini.

### 3.9. A partial result towards Conjecture 3.5.1.

Theorem 3.9.1. Suppose that all four p-adic Rankin-Selberg L-functions (3.6.1) are non-zero-divisors in $\mathcal{H}$, and that the following "big image" hypotheses hold:

- The representation $V$ is absolutely irreducible.
- There exists an element $\tau \in \operatorname{Gal}\left(\overline{\mathbb{Q}} / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)$ such that the E-vector space $V /(\tau-1) V$ is 1dimensional.
Then there exists a class $\mathrm{BF}_{1} \in \operatorname{Frac} \mathcal{H} \otimes_{\Lambda} \bigwedge^{2} H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{p}\right), T\right)$ satisfying

$$
\left\langle\mathcal{L}_{V}\left(\mathrm{BF}_{1}\right), v_{\lambda, \mu}^{*}\right\rangle=\mathrm{BF}_{\lambda, \mu, 1}
$$

for all choices of p-stabilisations $\lambda, \mu$. In particular the "extra" antisymmetry property (3.7.1) holds.
The proof of this theorem will proceed in several steps.
Proposition 3.9.2. If any one of the four p-adic L-functions is a non-zero-divisor and the "big image" conditions hold, then $H_{\mathrm{an}}^{1}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right), V\right)$ has rank 2 over $\mathcal{H}$, and the map

$$
H_{\mathrm{an}}^{1}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right), V\right) \rightarrow \mathcal{H}^{\oplus 4}
$$

given by pairing $\mathcal{L}_{V} \circ \operatorname{loc}_{p}$ with the four basis vectors $\left\{v_{\alpha \alpha}^{*}, v_{\alpha \beta}^{*}, v_{\beta \beta}^{*}, v_{\beta \alpha}^{*}\right\}$ of $\mathbb{D}_{\text {cris }}\left(V^{*}\right)$ (in that order) is an injection.
Proof. Since the Perrin-Riou regulator $\mathcal{L}_{V}$ is injective, it suffices to show that $H_{\text {an }}^{1}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right), V\right)$ has rank 2 and injects into $H_{\mathrm{an}}^{1}\left(\mathbb{Q}_{p}\left(\mu_{p^{\infty}}\right), V\right)$ via $\operatorname{loc}_{p}$. Note that $H_{\mathrm{an}}^{1}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right), V\right)$ is free thanks to our big image conditions, and its rank is at least 2 by Tate's Euler characteristic formula.

By symmetry we may suppose that $L\left(f_{\alpha}, g\right)$ is a non-zero-divisor. Choose a character $\chi$ of $\Gamma$ in each $\Delta$-isotypic component at which this $p$-adic L-function does not vanish, and away from the support of the torsion module $H_{\mathrm{Iw}}^{2}\left(\mathbb{Q}_{p}, V\right)$. By the explicit reciprocity law, this implies that $\mathrm{BF}_{\alpha, \alpha, 1}(\chi)$ and $\mathrm{BF}_{\alpha, \beta, 1}(\chi)$ are both nonzero, and moreover that their images in $H^{1}\left(\mathbb{Q}_{p}, V\left(\chi^{-1}\right)\right)$ are linearly independent. By the Euler system machinery and an application of Poitou-Tate duality, precisely as in Theorem 8.2.1 and Corollary 8.3.2 of [Loeffler and Zerbes 2016b], one sees that the relaxed Selmer group $H_{\text {relaxed }}^{1}\left(\mathbb{Q}, V\left(\chi^{-1}\right)\right.$ ) is 2-dimensional and injects into the local cohomology at $p$. Since there is an injection

$$
H_{\mathrm{an}}^{1}\left(\mathbb{Q}\left(\mu_{\left.p^{\infty}\right)}\right), V\right) /(\gamma-\chi(\gamma)) \hookrightarrow H_{\text {relaxed }}^{1}\left(\mathbb{Q}, V\left(\chi^{-1}\right)\right),
$$

the result follows.
We now assume, for the remainder of this section, that the hypotheses in the statement of Theorem 3.9.1 are satisfied. Let $\mathcal{M}$ denote the image of $H_{\mathrm{an}}^{1}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right), V\right)$ in $\mathcal{H}^{\oplus 4}$ as given by Proposition 3.9.2. Then $\mathcal{M}$ has rank 2, as we have just established. Given an element $x \in \mathcal{H}^{\oplus 4}$ and $i \in\{1,2,3,4\}$, we write $x_{i}$ for its $i$-th coordinate (understood modulo 4, so that $x_{5}=x_{1}$ ). For each $i$, let $\mathcal{M}^{(i)}=\left\{x \in \mathcal{M}: x_{i}=0\right\}$ be the kernel of the $i$-th coordinate projection.

We write $m^{(1)}, \ldots, m^{(4)}$ for the images in $\mathcal{M}$ of the four analytic Iwasawa cohomology classes $\mathrm{BF}_{1}^{\alpha \alpha}, \mathrm{BF}_{1}^{\alpha \beta}, \mathrm{BF}_{1}^{\beta \beta}, \mathrm{BF}_{1}^{\beta \alpha}$ (in that order).

Proposition 3.9.3. For each $i \in\{1, \ldots, 4\}$, we have the following:

- $m^{(i)} \in \mathcal{M}^{(i)} ;$
- $\left(m^{(i)}\right)_{i+1}=-\left(m^{(i+1)}\right)_{i}$, and this value is a non-zero-divisor;
- $\mathcal{M}^{(i)}$ has rank 1 ;
- $\mathcal{M}^{(i)} /\left\langle m^{(i)}\right\rangle$ is $\mathcal{H}$-torsion.

Proof. The first two statements follow directly from the explicit reciprocity law (Theorem 3.6.5); the theorem in particular shows that the common value $\left(m^{(i)}\right)_{i+1}=-\left(m^{(i+1)}\right)_{i}$ is one of the four $p$-adic $L$-functions (3.6.1), which are non-zero-divisors by assumption.

In particular, this shows that the images of $\mathcal{M}$ under all four coordinate projections have rank $\geq 1$. Since $\mathcal{M}$ has rank 2, it follows that the submodules $\mathcal{M}^{(i)}$ all have rank 1, and that each $m^{(i)}$ spans a rank 1 submodule of $\mathcal{M}^{(i)}$, so the quotient $\mathcal{M}^{(i)} /\left\langle m^{(i)}\right\rangle$ is torsion.

Proof of Theorem 3.9.1. Let $\{u, v\}$ denote the image in $\mathcal{M}$ of a basis of $H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right), T\right)$. Then $\{u, v\}$ is a basis of $\mathcal{M}$, and for each $i$, the vector

$$
u_{i} \cdot v-v_{i} \cdot u
$$

lies in $\mathcal{M}^{(i)}$. It is also nonzero, since $u, v$ are linearly independent over $\mathcal{H}$. Since $\mathcal{M}^{(i)}$ has rank 1 , it follows that there is a non-zero-divisor $c_{i}$ in the total ring of fractions of $\mathcal{H}$ such that

$$
m^{(i)}=c_{i} \cdot\left(u_{i} \cdot v-v_{i} \cdot u\right)
$$

Substituting the definition of the $c_{i}$ into the formula $\left(m^{(i)}\right)_{i+1}=-\left(m^{(i+1)}\right)_{i}$, we deduce that

$$
c_{i} \cdot\left(u_{i} v_{i+1}-v_{i} u_{i+1}\right)=c_{i+1} \cdot\left(u_{i} v_{i+1}-v_{i} u_{i+1}\right)
$$

and moreover that the common value is a non-zero-divisor. Hence $c_{i}=c_{i+1}$. Repeating this argument for each $i$, we see that the quantities $c_{i}$ are all equal to some common value $c \in \operatorname{Frac}(\mathcal{H})$. Let $\tilde{u}$ and $\tilde{v}$ be the preimages of $u$ and $v$ in $H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{\left.p^{\infty}\right)}\right), T\right)$. On unravelling the notation, we see that $m^{(i)}$ is equal to the image of $c \cdot \tilde{u} \wedge \tilde{v} \in \operatorname{Frac}(\mathcal{H}) \otimes_{\Lambda} \bigwedge^{2} H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{\left.p^{\infty}\right)}\right), T\right)$ under the map sending $x \wedge y$ to the $i$-th coordinate of $\left\langle\mathcal{L}_{V}(x) y-\mathcal{L}(y) x, v^{(i)}\right\rangle$, where $v^{(i)}$ is the $i$-th element of our basis $\left(v_{\alpha \alpha}^{*}, v_{\alpha \beta}^{*}, v_{\beta \beta}^{*}, v_{\beta \alpha}^{*}\right)$ of $\mathbb{D}_{\text {cris }}(V)^{*}$. So we may take $\mathrm{BF}_{1}=c \cdot \tilde{u} \wedge \tilde{v}$.

Remark 3.9.4. We can carry out the same argument after applying the idempotent $e_{\eta}$, if we assume that the $e_{\eta}$ isotypic parts of the $L$-functions (3.6.1) are nonzero. It suffices to have nonvanishing of any three of the four, as is clear from the proof.

More subtly, if one assumes that the symmetry property (3.7.1) for the "extra" $L$-functions is true, then one can prove the same theorem assuming that two of the four functions (3.6.1) and one of the "extra" $L$-functions is nonzero. This nonvanishing can be deduced from the explicit reciprocity law when $\left|k_{f}-k_{g}\right| \geq 3$ and appropriate $\eta$, as above.

## 4. Logarithmic matrix and factorisations

In the following sections of the paper, we explore some of the consequences of Conjecture 3.5.1, and show that it implies factorisations of the Beilinson-Flach elements via a matrix of logarithms.
4.1. Integral p-adic Hodge theory for $V$. In this section, we assume (as in the introduction) that both $f$ and $g$ are nonordinary at $p$. We also impose the following Fontaine-Laffaille hypothesis:

$$
p>k_{f}+k_{g}+2
$$

We describe our constructions assuming $k_{f} \leq k_{g}$ for simplicity; the case $k_{f} \geq k_{g}$ is similar.

For $h \in\{f, g\}$, we have the basis $\omega_{h}, \varphi\left(\omega_{h}\right)$ of $\mathbb{D}_{\text {cris }}\left(R_{h}^{*}\right)$ with $\omega_{h}$ generating $\operatorname{Fil}^{0} \mathbb{D}_{\text {cris }}\left(R_{h}^{*}\right)$. As worked out in [Lei et al. 2017, §3.1], the matrix of $\varphi$ with respect to this basis is

$$
A_{h}=\left(\begin{array}{cc}
0 & -\epsilon_{h}(p) / p^{k_{h}+1} \\
1 & a_{p}(h) / p^{k_{h}+1}
\end{array}\right)
$$

Let $T$ be the representation $R_{f}^{*} \otimes R_{g}^{*}$. Then we consider the basis $v_{1}=\omega_{f} \otimes \omega_{g}, v_{2}=\omega_{f} \otimes \varphi\left(\omega_{g}\right)$, $v_{3}=\varphi\left(\omega_{f}\right) \otimes \omega_{g}, v_{4}=\varphi\left(\omega_{f}\right) \otimes \varphi\left(\omega_{g}\right)$ for $\mathbb{D}_{\text {cris }}(T)$. We note in particular that it respects the filtration of $\mathbb{D}_{\text {cris }}(T)$ in the following sense:

$$
\text { Fil } \mathbb{D}_{\text {cris }}(T)= \begin{cases}\left\langle v_{1}, v_{2}, v_{3}, v_{4}\right\rangle, & i \leq-k_{f}-k_{g}-2  \tag{4.1.1}\\ \left\langle v_{1}, v_{2}, v_{3}\right\rangle, & -k_{f}-k_{g}-1 \leq i \leq-k_{g}-1 \\ \left\langle v_{1}, v_{2}\right\rangle, & -k_{g} \leq i \leq-k_{f}-1 \\ \left\langle v_{1}\right\rangle, & -k_{f} \leq i \leq 0, \\ 0, & i \geq 1 .\end{cases}
$$

The matrix of $\varphi$ with respect to this basis is

$$
A=A_{0} \cdot\left(\begin{array}{llll}
1 & & & \\
& 1 / p^{k_{f}+1} & & \\
& & 1 / p^{k_{g}+1} & \\
& & & 1 / p^{k_{f}+k_{g}+2}
\end{array}\right)
$$

where $A_{0}$ is the matrix defined by

$$
\left(\begin{array}{cccr}
0 & 0 & 0 & \epsilon_{f}(p) \epsilon_{g}(p) \\
0 & 0 & -\epsilon_{f}(p) & -\epsilon_{f}(p) a_{p}(g) \\
0 & -\epsilon_{g}(p) & 0 & -\epsilon_{g}(p) a_{p}(f) \\
1 & a_{p}(g) & a_{p}(f) & a_{p}(f) a_{p}(g)
\end{array}\right) .
$$

We introduce the following convention.
Convention 4.1.1. Let $n \geq 1$ be an integer and $U$ an $E$-vector space. If $M=\left(m_{i j}\right)$ is an $n \times n$ matrix defined over $E$ and $u_{1}, \ldots, u_{n}$ are elements in $U$, we write

$$
\left(u_{1} \cdots u_{n}\right) \cdot M
$$

for the row vector of elements in $U$ given by $\sum_{i=1}^{n} u_{i} m_{i j}, j=1, \ldots, n$.
Under this convention, we have the equation

$$
\left(\varphi\left(v_{1}\right) \varphi\left(v_{2}\right) \varphi\left(v_{3}\right) \varphi\left(v_{4}\right)\right)=\left(\begin{array}{llll}
v_{1} & v_{2} & v_{3} & v_{4} \tag{4.1.2}
\end{array}\right) \cdot A
$$

Recall that the Wach module $\mathbb{N}(T)$ is a free module of rank 4 over $\mathbb{A}_{\mathbb{Q}_{p}}^{+}$, equipped with a canonical isomorphism

$$
\begin{equation*}
\mathbb{N}(T) / \pi \mathbb{N}(T) \cong \mathbb{D}_{\text {cris }}(T) \tag{4.1.3}
\end{equation*}
$$

By [Berger 2004, proof of Proposition V.2.3] (see also [Lei 2017, Proposition 4.1]), our Fontaine-Laffaille hypothesis allows us to lift the basis $\left\{v_{i}\right\}$ of $\mathbb{D}_{\text {cris }}(T)$ as an $\mathcal{O}$-module to a basis $\left\{n_{i}\right\}$ of $\mathbb{N}(T)$ as an $\mathbb{A}_{\mathbb{Q}_{p}}^{+}$-module, and the matrix of $\varphi$ with respect to the basis $\left\{n_{i}\right\}$ is given by

$$
P:=A_{0} \cdot\left(\begin{array}{llll}
\mu^{k_{f}+k_{g}+2} & & & \\
& \mu^{k_{g}+1} / q^{k_{f}+1} & & \\
& & & \mu^{k_{f}+1} / q^{k_{g}+1} \\
\\
& & & \\
& & & 1 / q^{k_{f}+k_{g}+2}
\end{array}\right)
$$

where $\mu=p /\left(q-\pi^{p-1}\right) \in 1+\pi \mathbb{A}_{\mathbb{Q}_{p}}^{+}$. Note that $P^{-1}$ is integral. Furthermore, similar to the Equation (4.1.2), we have

$$
\left(\varphi\left(n_{1}\right) \varphi\left(n_{2}\right) \varphi\left(n_{3}\right) \varphi\left(n_{4}\right)\right)=\left(\begin{array}{llll}
n_{1} & n_{2} & n_{3} & n_{4} \tag{4.1.4}
\end{array}\right) \cdot P .
$$

4.2. The logarithmic matrix. There is an isomorphism

$$
\begin{equation*}
\mathbb{B}_{\mathrm{rig}, \mathbb{Q}_{p}}^{+}\left[\frac{t}{\pi}\right] \otimes_{\mathbb{A}_{\mathbb{Q}_{p}}^{+}} \mathbb{N}(T) \cong \mathbb{B}_{\mathrm{rig}, \mathbb{Q}_{p}}^{+}\left[\frac{t}{\pi}\right] \otimes_{\mathbb{Z}_{p}} \mathbb{D}_{\text {cris }}(T) \tag{4.2.1}
\end{equation*}
$$

compatible with (4.1.3) via reduction $\bmod \pi$. Let $M \in \mathrm{GL}_{4}\left(\mathbb{B}_{\mathrm{rig}, \mathbb{Q}_{p}}\left[\frac{t}{\pi}\right]\right)$ be the matrix of this isomorphism with respect to our bases $\left\{v_{i}\right\}$ and $\left\{n_{i}\right\}$, so that

$$
\left(\begin{array}{llll}
n_{1} & n_{2} & n_{3} & n_{4}
\end{array}\right)=\left(\begin{array}{llll}
v_{1} & v_{2} & v_{3} & v_{4} \tag{4.2.2}
\end{array}\right) \cdot M
$$

under Convention 4.1.1. By [Lei 2017, Proposition 4.2], we can (and do) choose the $n_{i}$ such that

$$
\begin{equation*}
M \equiv I_{4} \quad \bmod \pi^{k_{f}+k_{g}+2} \tag{4.2.3}
\end{equation*}
$$

If we apply $\varphi$, we deduce from (4.1.2) and (4.1.4) that

$$
M=A \varphi(M) P^{-1}
$$

If we repeatedly apply $\varphi$, we get

$$
M=A^{n} \varphi^{n}(M) \varphi^{n-1}\left(P^{-1}\right) \cdots \varphi\left(P^{-1}\right) P^{-1}
$$

So, in particular,

$$
\begin{equation*}
M \equiv A^{n} \varphi^{n-1}\left(P^{-1}\right) \cdots \varphi\left(P^{-1}\right) P^{-1} \quad \bmod \varphi^{n}\left(\pi^{k_{f}+k_{g}+2}\right) \tag{4.2.4}
\end{equation*}
$$

thanks to (4.2.3). We define the logarithmic matrix to be the $4 \times 4$ matrix over $\mathcal{H}$ given by

$$
M_{\log }:=\mathfrak{M}^{-1}((1+\pi) A \varphi(M)),
$$

where $\mathfrak{M}$ is the Mellin transform (applied individually to each entry of the matrix $(1+\pi) A \varphi(M)$ ). Recall from [Lei et al. 2011, §3] that, up to a unit, the determinant of $M_{\log }$ is given by

$$
\mathfrak{n}_{k_{f}+1} \cdot \mathfrak{n}_{k_{g}+1} \cdot \mathfrak{n}_{k_{f}+k_{g}+2} .
$$

Furthermore, by Theorem 2.3.1 and (4.2.4), we have the congruence

$$
\begin{equation*}
M_{\log } \equiv A^{n+1} \cdot H_{n} \quad \bmod \omega_{n, k_{f}+k_{g}+2} \tag{4.2.5}
\end{equation*}
$$

where $H_{n}=\mathfrak{M}^{-1}\left(\varphi^{n}\left(P^{-1}\right) \cdots \varphi\left(P^{-1}\right)\right)$.
Lemma 4.2.1. The adjugate matrix $\operatorname{adj}\left(M_{\log }\right)=\operatorname{det}\left(M_{\log }\right) M_{\log }^{-1}$ is divisible by $\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1}$.
Proof. By (4.2.5), we have

$$
M_{\log } \equiv A^{n+1} \cdot H_{n} \quad \bmod \Phi_{n, k_{f}+k_{g}+2}
$$

So, it is enough to show that $\operatorname{adj}\left(H_{n}\right)$ is divisible by $\Phi_{n, k_{f}+1} \Phi_{n, k_{g}+1}$ for all $n$. Recall that,

$$
\mathfrak{M}\left(H_{n}\right)=\varphi^{n}\left(P^{-1}\right) \cdots \varphi\left(P^{-1}\right)
$$

From the construction of $P$, the last three rows of $P^{-1}$ are divisible by $q^{k_{f}+1}, q^{k_{g}+1}$ and $q^{k_{f}+k_{g}+2}$ respectively. Therefore, the last three rows of $\mathfrak{M}\left(H_{n}\right)$ are divisible by $\varphi^{n}\left(q^{k_{f}+1}\right), \varphi^{n}\left(q^{k_{g}+1}\right)$ and $\varphi^{n}\left(q^{k_{f}+k_{g}+2}\right)$ respectively. Theorem 2.3.1 then tells us that the last three rows of $H_{n}$ are divisible by $\Phi_{n, k_{f}+1}, \Phi_{n, k_{g}+1}$ and $\Phi_{n, k_{f}+k_{g}+2}$. Hence, when we take adjugate, every entry will be divisible by $\Phi_{n, k_{f}+1} \Phi_{n, k_{g}+1}$ as required.

Let $\left\{v_{\lambda, \mu}\right\}_{\lambda, \mu \in\{\alpha, \beta\}}$ be the eigenvector basis of $\mathbb{D}_{\text {cris }}(V)$ as given in Section 3.5. The matrix of $\varphi$ with respect to this basis is

$$
D:=\left(\begin{array}{cccc}
\frac{1}{\alpha_{f} \alpha_{g}} & & & \\
& \frac{1}{\alpha_{f} \beta_{g}} & & \\
& & \frac{1}{\beta_{f} \alpha_{g}} & \\
& & & \frac{1}{\beta_{f} \beta_{g}}
\end{array}\right)
$$

Recall that we defined $v_{\lambda \mu}=v_{f, \lambda}^{*} \otimes v_{g, \mu}^{*}$, where $v_{h, \alpha}$ and $v_{h, \beta}$ are eigenvectors in $\mathbb{D}_{\text {cris }}\left(V_{h}\right)$ with $v_{h, \alpha}=v_{h, \beta}$ $\bmod$ Fil $^{1}$ for $h \in\{f, g\}$. Since $\left\langle v_{h, \alpha}^{*}+v_{h, \beta}^{*}, v_{h, \alpha}-v_{h, \beta}\right\rangle=0$ by duality, we have $v_{h, \alpha}^{*}+v_{h, \beta}^{*}=0 \bmod \mathrm{Fil}^{0}$. After multiplying $\omega_{h}$ by a scalar if necessary, we may choose

$$
v_{h, \alpha}^{*}=\alpha_{h}\left(\omega_{h}-\beta_{h} \varphi\left(\omega_{h}\right)\right), \quad \text { and } \quad v_{h, \beta}^{*}=-\beta_{h}\left(\omega_{h}-\alpha_{h} \varphi\left(\omega_{h}\right)\right)
$$

We let $Q$ be the change-of-basis matrix from the basis $\left\{v_{i}\right\}$ to this eigenvector basis, so that $D=Q^{-1} A Q$. Explicitly, we have

$$
Q=\left(\begin{array}{cccc}
\alpha_{f} \alpha_{g} & -\alpha_{f} \beta_{g} & -\beta_{f} \alpha_{g} & \beta_{f} \beta_{g} \\
-\alpha_{f} \alpha_{g} \beta_{g} & \alpha_{f} \alpha_{g} \beta_{g} & -\alpha_{g} \beta_{f} \beta_{g} & \alpha_{g} \beta_{f} \beta_{g} \\
-\alpha_{f} \alpha_{g} \beta_{f} & \alpha_{f} \beta_{f} \beta_{g} & -\alpha_{f} \alpha_{g} \beta_{f} & \alpha_{f} \beta_{f} \beta_{g} \\
\alpha_{f} \alpha_{g} \beta_{f} \beta_{g} & -\alpha_{f} \alpha_{g} \beta_{f} \beta_{g} & -\alpha_{f} \alpha_{g} \beta_{f} \beta_{g} & \alpha_{f} \alpha_{g} \beta_{f} \beta_{g}
\end{array}\right)
$$

Using this matrix, we may rewrite (4.2.5) as

$$
\begin{equation*}
Q^{-1} M_{\log } \equiv D^{n+1} Q^{-1} H_{n} \quad \bmod \omega_{n, k_{f}+k_{g}+2} \tag{4.2.6}
\end{equation*}
$$

Lemma 4.2.2. The entries in the first column of $Q^{-1} M_{\log }$ are all $O\left(\log _{p}^{v_{p}\left(\alpha_{f} \alpha_{g}\right)}\right)$, and similarly for the other three columns.

Proof. Recall that $H_{n}$ is a matrix defined over $\Lambda$. The congruence relation (4.2.6) tells us that the entries of the first column of $Q^{-1} M_{\log }$ modulo $\omega_{n, k_{f}+k_{g}+2}$ have denominator $O\left(p^{v_{p}\left(\alpha_{f} \alpha_{g}\right)}\right)$. Hence, our result follows from [Büyükboduk and Lei 2016, Lemma 2.2], which is a slight generalisation of [Perrin-Riou 1994, §1.2.1].
4.3. Characterising the image. Here we prove an important linear-algebra result describing the $\Lambda$ submodule of $\mathcal{H}^{\oplus 4}$ generated by the logarithmic matrix; we shall see that it consists exactly of those elements which "look like" they are in the image of the Perrin-Riou regulator map.

Proposition 4.3.1. Let $F_{\lambda, \mu} \in \mathcal{H}, \lambda, \mu \in\{\alpha, \beta\}$, be four functions. Suppose that, for some integer $j \in\left\{0, \ldots, k_{f}+k_{g}+1\right\}$ and some Dirichlet character $\theta$ of conductor $p^{n}$ with $n>1$, we have

$$
\sum_{\lambda, \mu}(\lambda \mu)^{n} F_{\lambda, \mu}\left(\chi^{j} \theta\right) v_{\lambda, \mu} \in \mathbb{Q}_{p, n} \otimes \operatorname{Fil}^{-j} \mathbb{D}_{\text {cris }}(T)
$$

Then,

$$
\frac{\operatorname{adj}\left(Q^{-1} M_{\log }\right)}{\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1}} \cdot\left(\begin{array}{l}
F_{\alpha, \alpha} \\
F_{\alpha, \beta} \\
F_{\beta, \alpha} \\
F_{\beta, \beta}
\end{array}\right)\left(\chi^{j} \theta\right)=0
$$

Proof. When we evaluate an element in $\Lambda$ at $\chi^{j} \theta$, the result only depends on the given element modulo $\mathrm{Tw}^{-j} \Phi_{n-1}(X)$. By (4.2.5),

$$
\operatorname{adj}\left(Q^{-1} M_{\log }\right) \equiv \operatorname{adj}\left(D^{n} Q^{-1} H_{n-1}\right) \equiv \frac{\operatorname{det}\left(D^{n}\right)}{\operatorname{det}(Q)} \operatorname{adj}\left(H_{n-1}\right) Q D^{-n} \quad \bmod \mathrm{Tw}^{-j} \Phi_{n-1}
$$

We recall from the proof of Lemma 4.2.1 that the last three rows of $H_{n-1}$ are divisible by $\Phi_{n-1, k_{f}+1}$, $\Phi_{n-1, k_{g}+1}$ and $\Phi_{n-1, k_{f}+k_{g}+2}$ respectively. So, after dividing by $\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1}$, the first column of $\operatorname{adj}\left(H_{n-1}\right)$ is divisible by $\Phi_{n-1, k_{f}+k_{g}+2}$, the second column is divisible by $\Phi_{n-1, k_{f}+k_{g}+2} / \Phi_{n-1, k_{f}+1}$, whereas the third one is divisible by $\Phi_{n-1, k_{f}+k_{g}+2} / \Phi_{n-1, k_{g}+1}$. In particular, when evaluated at a character of the form $\chi^{j} \theta$, we have

$$
\frac{\operatorname{adj}\left(H_{n-1}\right)}{\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1}}\left(\chi^{j} \theta\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & * \\
0 & 0 & 0 & * \\
0 & 0 & 0 & * \\
0 & 0 & 0 & *
\end{array}\right)
$$

if $k_{g}+1 \leq j \leq k_{f}+k_{g}+1$. When $j$ is in this range, our assumption on $F_{\lambda, \mu}$ tells us that

$$
Q D^{-n}\left(\begin{array}{c}
F_{\alpha, \alpha} \\
F_{\alpha, \beta} \\
F_{\beta, \alpha} \\
F_{\beta, \beta}
\end{array}\right)\left(\chi^{j} \theta\right)=\left(\begin{array}{c}
* \\
* \\
* \\
0
\end{array}\right)
$$

thanks to the description of the filtration in (4.1.1). The result then follows from multiplying the two equations above.

For the other cases, we have

$$
\frac{\operatorname{adj}\left(H_{n-1}\right)}{\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1}}\left(\chi^{j} \theta\right)=\left(\begin{array}{cccc}
0 & 0 & * & * \\
0 & 0 & * & * \\
0 & 0 & * & * \\
0 & 0 & * & *
\end{array}\right), \quad Q D^{-n}\left(\begin{array}{c}
F_{\alpha, \alpha} \\
F_{\alpha, \beta} \\
F_{\beta, \alpha} \\
F_{\beta, \beta}
\end{array}\right)\left(\chi^{j} \theta\right)=\left(\begin{array}{c}
* \\
* \\
0 \\
0
\end{array}\right)
$$

if $k_{f}-1 \leq j \leq k_{g}$ and

$$
\frac{\operatorname{adj}\left(H_{n-1}\right)}{\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1}}\left(\chi^{j} \theta\right)=\left(\begin{array}{c}
0 * * * * \\
0 * * * * \\
0 * * * \\
0 * *
\end{array}\right), \quad Q D^{-n}\left(\begin{array}{c}
F_{\alpha, \alpha} \\
F_{\alpha, \beta} \\
F_{\beta, \alpha} \\
F_{\beta, \beta}
\end{array}\right)\left(\chi^{j} \theta\right)=\left(\begin{array}{c}
* \\
0 \\
0 \\
0
\end{array}\right)
$$

if $0 \leq j \leq k_{f}$, so we are done.
Theorem 4.3.2. Let $F_{\lambda, \mu} \in \mathcal{H}, \lambda, \mu \in\{\alpha, \beta\}$ be four functions such that for all integers $0 \leq j \leq k_{f}+k_{g}+1$ and all Dirichlet characters $\theta$ of conductor $p^{n}$ with $n>1$,

$$
\sum_{\lambda, \mu}(\lambda \mu)^{n} F_{\lambda, \mu}\left(\chi^{j} \theta\right) v_{\lambda, \mu} \in \mathbb{Q}_{p, n} \otimes \operatorname{Fil}^{-j} \mathbb{D}_{\text {cris }}(T)
$$

Then,

$$
\left(\begin{array}{c}
F_{\alpha, \alpha} \\
F_{\alpha, \beta} \\
F_{\beta, \alpha} \\
F_{\beta, \beta}
\end{array}\right)=Q^{-1} M_{\log } \cdot\left(\begin{array}{c}
F_{\#, \#} \\
F_{\#, \mathrm{~b}} \\
F_{\mathrm{b}, \#} \\
F_{\mathrm{b}, \mathrm{~b}}
\end{array}\right)
$$

for some $F_{\bullet, \circ} \in \mathcal{H}$.
Furthermore, if $F_{\lambda, \mu}=O\left(\log _{p}^{v_{p}\left(\lambda_{f} \mu_{g}\right)}\right)$ for all four choices of $\lambda$ and $\mu$, then $F_{\bullet, \circ}=O(1)$ for all $\bullet$ and $\circ$. Proof. Proposition 4.3.1 tells us that

$$
\frac{\operatorname{adj}\left(Q^{-1} M_{\log }\right)}{\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1}} \cdot\left(\begin{array}{l}
F_{\alpha, \alpha} \\
F_{\alpha, \beta} \\
F_{\beta, \alpha} \\
F_{\beta, \beta}
\end{array}\right) \in \mathfrak{n}_{k_{f}+k_{g}+2} \mathcal{H}^{\oplus 4}
$$

But since the determinant of $Q^{-1} M_{\text {log }}$ is up to a unit $\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1} \mathfrak{n}_{k_{f}+k_{g}+2}$,

$$
\frac{\operatorname{adj}\left(Q^{-1} M_{\log }\right)}{\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1} \mathfrak{n}_{k_{f}+k_{g}+2}}
$$

is (again up to a unit) $\left(Q^{-1} M_{\log }\right)^{-1}$, hence the decomposition as claimed.
If furthermore $F_{\lambda, \mu}=O\left(\log _{p}^{v_{p}}\left(\lambda_{f} \mu_{g}\right)\right.$, then Lemma 4.2.2 tells us that all entries in the product

$$
\frac{\operatorname{adj}\left(Q^{-1} M_{\log }\right)}{\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1}} \cdot\left(\begin{array}{c}
F_{\alpha, \alpha} \\
F_{\alpha, \beta} \\
F_{\beta, \alpha} \\
F_{\beta, \beta}
\end{array}\right)
$$

are $O\left(\log _{p}^{k_{f}+k_{g}+2}\right)$. This says that the quotient

$$
\frac{\operatorname{adj}\left(Q^{-1} M_{\log }\right)}{\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1} \mathfrak{n}_{k_{f}+k_{g}+2}} \cdot\left(\begin{array}{c}
F_{\alpha, \alpha} \\
F_{\alpha, \beta} \\
F_{\beta, \alpha} \\
F_{\beta, \beta}
\end{array}\right)
$$

is in $O(1)$ and we are done.
Remark 4.3.3. Note that the condition on $F_{\alpha \beta}$ is automatically satisfied if the $F_{\alpha \beta}$ are the components in our eigenvector basis of an element of the Perrin-Riou regulator map, since the regulator interpolates the Bloch-Kato dual exponential for $j \geq 0$, and the dual exponential map for $T(-j)$ factors through $\mathrm{Fil}^{-j} \mathbb{D}_{\text {cris }}$. The above result should be viewed as a sort of converse to this statement, showing that these vanishing conditions force a factorisation via the matrix of logarithms, of the same form as the factorisation established for the Perrin-Riou regulator in [Lei et al. 2010].

## 5. Equivariant Perrin-Riou maps and (\#, b)-splitting

5.1. Perrin-Riou maps and signed Coleman map. Let $f$ and $g$ be two modular forms as in the previous section. We shall write $T=R_{f}^{*} \otimes R_{g}^{*}$ as before. Let $F / \mathbb{Q}_{p}$ be a finite unramified extension. We write $\mathbb{N}_{F}(T)$ and $\mathbb{D}_{\text {cris }}(F, T)$ for the Wach module and Dieudonné module of $T$ over $F$. We have already fixed bases $\left\{n_{i}\right\}$ and $\left\{v_{i}\right\}$ of $\mathbb{N}_{\mathbb{Q}_{p}}(T)$ and $\mathbb{D}_{\text {cris }}\left(\mathbb{Q}_{p}, T\right)$ respectively. Given that

$$
\mathbb{N}_{F}(T)=\mathcal{O}_{F} \otimes_{\mathbb{Z}_{p}} \mathbb{N}_{\mathbb{Q}_{p}}(T), \quad \mathbb{D}_{\text {cris }}(F, T)=\mathcal{O}_{F} \otimes_{\mathbb{Z}_{p}} \mathbb{D}_{\text {cris }}\left(\mathbb{Q}_{p}, T\right)
$$

we may extend the bases we have chosen to $\mathbb{N}_{F}(T)$ and $\mathbb{D}_{\text {cris }}(F, T)$ naturally.
We recall from (4.2.2) that the change of basis matrix $M$ between the two bases above results in a logarithmic matrix $M_{\text {log }}$. Furthermore, given that $M \equiv I_{4} \bmod \pi^{2}$ by (4.2.4), [Lei et al. 2017, Theorem 2.5] says that $\left\{(1+\pi) \varphi\left(n_{i}\right)\right\}$ is a $\Lambda$-basis of $\varphi^{*}(\mathbb{N}(T))$. We recall from [Lei et al. 2010, Remark 3.4] that $(1-\varphi) \mathbb{N}_{F}(T)^{\psi=1} \subset\left(\varphi^{*} \mathbb{N}_{F}(T)\right)^{\psi=0}$. This allows us to define four Coleman maps $\operatorname{Col}_{F, \bullet, \circ}: \mathbb{N}_{F}(T)^{\psi=1} \rightarrow \mathcal{O}_{F} \otimes \Lambda$ via the relation

$$
(1-\varphi) z=\left(\begin{array}{llll}
v_{1} & v_{2} & v_{3} & v_{4}
\end{array}\right) \cdot M_{\log } \cdot\left(\begin{array}{c}
\operatorname{Col}_{F, \#, \#}(z) \\
\operatorname{Col}_{F, \#, \mathrm{~b}}(z) \\
\operatorname{Col}_{F, \mathrm{~b}, \#}(z) \\
\operatorname{Col}_{F, \mathrm{~b}, \mathrm{~b}}(z)
\end{array}\right)
$$

for $z \in \mathbb{N}_{F}(T)^{\psi=1}$ (see [Lei et al. 2011, §3] for details).
A result of Berger [2003, Theorem A.3] tells us that there is an isomorphism

$$
h_{F, T}^{1}: \mathbb{N}_{F}(T)^{\psi=1} \rightarrow H_{\mathrm{IW}}^{1}(F, T)
$$

We shall abuse notation and denote $\operatorname{Col}_{F, \bullet, \circ} \circ\left(h_{F, T}^{1}\right)^{-1}$ by simply $\operatorname{Col}_{F, \bullet, \circ}$ for $\bullet, \circ \in\{\#, b\}$. The Perrin-Riou regulator map

$$
\mathcal{L}_{T, F}: H_{\mathrm{IW}}^{1}(F, T) \rightarrow \mathcal{H} \otimes \mathbb{D}_{\text {cris }}(F, T)
$$

is given by

$$
\left(\mathfrak{M}^{-1} \otimes 1\right) \circ(1-\varphi) \circ\left(h_{F, T}^{1}\right)^{-1} .
$$

Hence, we have the decomposition

$$
\mathcal{L}_{T, F}(z)=\left(\begin{array}{llll}
v_{1} & v_{2} & v_{3} & v_{4}
\end{array}\right) \cdot M_{\log } \cdot\left(\begin{array}{l}
\operatorname{Col}_{F, \#, \#}(z)  \tag{5.1.1}\\
\operatorname{Col}_{F, \#, b}(z) \\
\operatorname{Col}_{F, \mathrm{~b}, \#}(z) \\
\operatorname{Col}_{F, \mathrm{~b}, \mathrm{~b}}(z)
\end{array}\right) .
$$

Exactly as in (3.3.1), for $m \geq 1$ we can combine the maps $\operatorname{Col}_{\mathbb{Q}\left(\mu_{m}\right)_{v}, \bullet, \circ}$ for primes $v \mid p$ of $\mathbb{Q}\left(\mu_{m}\right)$, and the map $v_{m}$, to obtain maps

$$
\operatorname{Col}_{m, \bullet, \circ}: H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right) \otimes \mathbb{Q}_{p}, T\right) \rightarrow \Lambda_{m}
$$

5.2. Signed Selmer groups. Let $\Lambda^{\iota}$ be the free rank $1 \Lambda$-module on which $G_{\mathbb{Q}}$ acts via the inverse of the canonical character $G_{\mathbb{Q}} \rightarrow \Gamma \hookrightarrow \Lambda^{\times}$. We write $\mathbb{T}:=T \otimes \Lambda^{\iota}$, and we define the (compact) signed Selmer group $H_{\mathcal{F}_{\bullet}, \circ}^{1}\left(\mathbb{Q}\left(\mu_{m}\right), \mathbb{T}\right)$ by setting

$$
H_{\mathcal{F}_{\bullet, \circ}}^{1}\left(\mathbb{Q}\left(\mu_{m}\right), \mathbb{T}\right):=\operatorname{ker}\left(H^{1}\left(\mathbb{Q}\left(\mu_{m}\right), \mathbb{T}\right) \rightarrow \prod_{v \mid p} \frac{H^{1}\left(\mathbb{Q}\left(\mu_{m}\right)_{v}, \mathbb{T}\right)}{\operatorname{ker}\left(\operatorname{Col} \cdot, \circ, \mathbb{Q}\left(\mu_{m}\right)_{v}\right)}\right)
$$

We next define discrete signed Selmer groups for the dual Galois representation $T^{\vee}(1)$. Let $F / \mathbb{Q}_{p}$ be a finite unramified extension. By Tate duality, there is a perfect pairing

$$
H_{\mathrm{Iw}}^{1}(F, T) \times H^{1}\left(F\left(\mu_{p^{\infty}}\right), T^{\vee}(1)\right) \rightarrow \mathbb{Q}_{p} / \mathbb{Z}_{p}
$$

For $\bullet, \circ \in\{\#, b\}$, we define

$$
H_{\bullet, \circ}^{1}\left(F\left(\mu_{p^{\infty}}\right), T^{\vee}(1)\right) \subset H^{1}\left(F\left(\mu_{p^{\infty}}\right), T^{\vee}(1)\right)
$$

to be the orthogonal complement of $\operatorname{ker}\left(\mathrm{Col}_{\bullet, \circ, F}\right)$.
Definition 5.2.1. The discrete signed Selmer group $\operatorname{Sel}_{\bullet, \circ}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{m p^{\infty}}\right)\right)$ is the kernel of the restriction map
where $v$ runs through all primes of $\mathbb{Q}\left(\mu_{m p^{\infty}}\right)$.
5.3. (\#, b)-splitting and rank-2 Euler systems. Our goal in this section is to formulate a weaker alternative to Conjecture 3.5.1, which we are able to verify in many cases of interest (in [Büyükboduk and Lei 2016; Büyükboduk et al. 2018]), allowing us to make full use of the Euler system machinery in these scenarios.

Conjecture 5.3.1. There exists a nonzero $r_{0} \in \mathbb{Z}$, and a collection of elements $\mathrm{BF}_{\bullet, \circ, m} \in H_{\mathcal{F}_{\bullet, \circ}}^{1}\left(\mathbb{Q}\left(\mu_{m}\right), \mathbb{T}\right)$ for each $m \in \mathcal{N}(\mathcal{P})$ and each choice of $\bullet, \circ \in\{\#, b\}$, such that

$$
r_{0} \cdot\left(\begin{array}{l}
\mathrm{BF}_{\alpha, \alpha, m}  \tag{5.3.1}\\
\mathrm{BF}_{\alpha, \beta, m} \\
\mathrm{BF}_{\beta, \alpha, m} \\
\mathrm{BF}_{\beta, \beta, m}
\end{array}\right)=Q^{-1} M_{\log } \cdot\left(\begin{array}{l}
\mathrm{BF}_{\#, \#, m} \\
\mathrm{BF}_{\#, b, m} \\
\mathrm{BF}_{b, \#, m} \\
\mathrm{BF}_{b, b, m}
\end{array}\right)
$$

Note that the $\mathrm{BF}_{\bullet, 0, m}$ are uniquely determined if they exist, since the determinant of $Q^{-1} M_{\mathrm{log}}$ is a non-zero-divisor in $\mathcal{H}$.

Proposition 5.3.2. If Conjecture 3.5.1 holds, then Conjecture 5.3.1 holds (and we may take $r_{0}=1$ ).
Proof. Suppose that Conjecture 3.5.1 is true. For each $m \in \mathcal{N}(\mathcal{P})$ and each $\bullet, \circ \in\{\#$, b\}, we can regard $\mathrm{Col}_{m, \bullet, \circ} \circ \operatorname{loc}_{p}$ as a map

$$
\bigwedge^{2} H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), T\right) \rightarrow H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m p^{\infty}}\right), T\right)
$$

Let us set $\mathrm{BF}_{\bullet, 0, m}:=\mathrm{Col}_{\bullet, \circ, m}\left(\mathrm{BF}_{m}\right) \in H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{m}\right), T\right)$, where $\mathrm{BF}_{m}$ is the element of Conjecture 3.5.1. Then it is clear that $\mathrm{BF}_{\bullet, 0, m} \in H_{\mathcal{F}_{\bullet}, \circ}^{1}\left(\mathbb{Q}\left(\mu_{m}\right), \mathbb{T}\right)$; and the formula (5.1.1) relating the Perrin-Riou regulator $\mathcal{L}_{V, m}$ to the Coleman maps implies that we have

$$
\left(\begin{array}{l}
\left\langle\mathcal{L}_{m, V}\left(\mathrm{BF}_{m}\right), v_{\alpha, \alpha}^{*}\right\rangle \\
\left\langle\mathcal{L}_{m, V}\left(\mathrm{BF}_{m}\right), v_{\alpha, \beta}^{*}\right\rangle \\
\left\langle\mathcal{L}_{m, V}\left(\mathrm{BF}_{m}\right), v_{\beta, \alpha}^{*}\right\rangle \\
\left\langle\mathcal{L}_{m, V}\left(\mathrm{BF}_{m}\right), v_{\beta, \beta}^{*}\right\rangle
\end{array}\right)=Q^{-1} M_{\log } \cdot\left(\begin{array}{l}
\mathrm{BF}_{\#, \#, m} \\
\mathrm{BF}_{\#, \mathrm{~b}, m} \\
\mathrm{BF}_{\mathrm{b}, \#, m} \\
\mathrm{BF}_{\mathrm{b}, \mathrm{~b}, m}
\end{array}\right),
$$

where $v_{\alpha \alpha}^{*}, \ldots, v_{\beta \beta}^{*}$ is the eigenvector basis of $\mathbb{D}_{\text {cris }}\left(V^{*}\right)$. By the defining property of $\mathrm{BF}_{m}$, we have $\left\langle\mathcal{L}_{V, m}\left(\mathrm{BF}_{m}\right), v_{\lambda, \mu}^{*}\right\rangle=\mathrm{BF}_{\lambda, \mu, m}$ for each $\lambda, \mu$, which gives the required factorisation.

Consider the following antisymmetry condition:
(A-Sym) For all possible choices of the symbols $\triangle, \square, \bullet, \circ \in\{\#, b\}$ and every $m \in \mathcal{N}(\mathcal{P})$ we have

$$
\operatorname{Col}_{m, \Delta, \square} \circ \operatorname{res}_{p}\left(\mathrm{BF}_{\bullet, \circ, m}\right)=-\operatorname{Col}_{m, \bullet, \circ} \circ \operatorname{res}_{p}\left(\mathrm{BF}_{\Delta, \square, m}\right)
$$

Remark 5.3.3. Assume that Conjecture 5.3 .1 and the hypothesis (A-Sym) hold true. Then for each choice of $\bullet, \circ \in\{\#, b\}$, the collection $\left\{\mathrm{BF}_{\bullet, \circ, m}\right\}_{m}$ is a (rank 1) locally restricted Euler system in the sense of [Büyükboduk and Lei 2015, Appendix A], since each collection of $p$-stabilised Beilinson-Flach classes $\left\{\mathrm{BF}_{\lambda, \mu, m}\right\}_{m}$ (for $\lambda, \mu \in\{\alpha, \beta\}$ ) verifies the Euler system distribution relations as $m$ varies.

See Section 5.4, where we partially verify Conjecture 5.3.1 and Proposition 5.3.4, where we give a sufficient condition for the validity of (A-Sym). In the sequel [Büyükboduk et al. 2018], we prove an appropriate variant of this conjecture for the twist $\operatorname{Sym}^{2} f \otimes \chi$ of the symmetric square motive with a Dirichlet character.

Finally, we note that a factorisation similar to (5.3.1) is proved in [Büyükboduk and Lei 2016] unconditionally when the newform $g$ is taken to be a $p$-ordinary CM form.

Proposition 5.3.4. Suppose one of the following conditions:
(i) Conjecture 3.5.1 holds;
(ii) Conjecture 5.3.1 holds and the hypotheses of Theorem 3.9.1 are satisfied for Rankin-Selberg convolutions $f \otimes g \otimes \eta$, where $\eta$ runs through characters of $\operatorname{Gal}(\mathbb{Q}(m) / \mathbb{Q})$ with $m \in \mathcal{N}(\mathcal{P})$.

Then (A-Sym) holds true.
Proof. If (i) holds, then the elements $\mathrm{BF}_{\bullet, \circ, m}$ must arise as the images of $\mathrm{BF}_{1}$ under the Coleman maps, as in the preceding proposition (by the uniqueness of the factorisation (5.3.1)); the above symmetry property is then obvious. If we assume (ii) holds, then we may carry out exactly the same argument on passing to $\eta$-isotypic components (where $\eta$ runs through characters of $\operatorname{Gal}(\mathbb{Q}(m) / \mathbb{Q})$ ) and after extending scalars to Frac $\mathcal{H}$.
5.4. Partial (\#, b)-splitting of Beilinson-Flach classes. Here we give evidence towards Conjecture 5.3.1 by proving a partial (\#, b)-factorisation of Beilinson-Flach classes.

Let $m \geq 1$ be an integer coprime to $p$. We write

$$
\mathrm{BF}_{\lambda, \mu, m} \in H^{1}\left(\mathbb{Q}(m), R_{f}^{*} \otimes R_{g}^{*} \otimes \mathcal{H}^{\iota}\right)
$$

for the Beilinson-Flach element at tame level $m$ associated to the $p$-stabilisations $f^{\lambda}$ and $g^{\mu}$.
Theorem 5.4.1. Let $h=\max \left(k_{f}, k_{g}\right)$. Then there exist $\widetilde{\mathrm{BF}}_{\bullet, 0, m} \in H_{\mathrm{IW}}^{1}\left(\mathbb{Q}(m), R_{f}^{*} \otimes R_{g}^{*} \otimes \mathcal{H}^{\iota}\right)$, for each $\bullet, \circ \in\{\#, b\}^{2}$, such that

$$
\frac{\mathfrak{n}_{k_{f}+k_{g}+2}}{\mathfrak{n}_{h+1}}\left(\begin{array}{l}
\mathrm{BF}_{\alpha, \alpha, m} \\
\mathrm{BF}_{\alpha, \beta, m} \\
\mathrm{BF}_{\beta, \alpha, m} \\
\mathrm{BF}_{\beta, \beta, m}
\end{array}\right)=Q^{-1} M_{\log } \cdot\left(\begin{array}{l}
\widetilde{\mathrm{BF}}_{\#, \#, m} \\
\widetilde{\mathrm{BF}}_{\#, b, m} \\
\widetilde{\mathrm{BF}}_{\mathrm{b}, \#, m} \\
\widetilde{\mathrm{BF}}_{\mathrm{b}, \mathrm{~b}, m}
\end{array}\right) .
$$

Proof. We fix a basis $\left\{z_{i}\right\}$ of $H^{1}\left(\mathbb{Q}(m), R_{f}^{*} \otimes R_{g}^{*} \otimes \Lambda^{\iota}\right)$ and write $\mathrm{BF}_{\lambda, \mu, m}=\sum F_{\lambda, \mu, i} z_{i}$ for some $F_{\lambda, \mu, i} \in \mathcal{H}$. For a fixed $i$, the coefficients $F_{\lambda, \mu, i}$ satisfy the conditions given in Proposition 4.3.1 for $0 \leq j \leq h$ and all $\theta$ of conductor $p^{n}>1$, thanks to Lemma 3.4.3 (using case (i) of the lemma for $0 \leq j \leq \min \left(k_{f}, k_{g}\right)$, and case (ii) for $\left.\min \left(k_{f}, k_{g}\right)<j \leq h\right)$. Therefore,

$$
\frac{\operatorname{adj}\left(Q^{-1} M_{\log }\right)}{\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1}} \cdot\left(\begin{array}{l}
F_{\alpha, \alpha, m} \\
F_{\alpha, \beta, m} \\
F_{\beta, \alpha, m} \\
F_{\beta, \beta, m}
\end{array}\right) \in \mathfrak{n}_{h+1} \mathcal{H}^{\oplus 4}
$$

Hence the result on multiplying $\mathfrak{n}_{k_{f}+k_{g}+2} / \mathfrak{n}_{h+1}$ on both sides and the fact that

$$
\frac{\operatorname{adj}\left(Q^{-1} M_{\log }\right)}{\mathfrak{n}_{k_{f}+1} \mathfrak{n}_{k_{g}+1} \mathfrak{n}_{k_{f}+k_{g}+2}}
$$

is up to a unit $\left(Q^{-1} M_{\log }\right)^{-1}$.
Remark 5.4.2. Clearly, if one could show that the coefficients $F_{\lambda, \mu, i}$ also satisfied the conditions of Proposition 4.3.1 in the "antigeometric" range $\max \left(k_{f}, k_{g}\right)+1 \leq j \leq k_{f}+k_{g}+1$, then the same argument as above would prove the full strength of Conjecture 5.3.1. However, we have not been able to prove this.

## 6. Signed main conjectures

We shall start this section with the definition of quadruply signed Selmer groups associated to the RankinSelberg product $f \otimes g$. We expect that the quadruply signed Selmer groups approximate (in an appropriate sense) the Bloch-Kato Selmer groups over finite layers of the cyclotomic tower. Unfortunately, we are unable to present a justification of this expectation.

We shall formulate our quadruply signed Iwasawa main conjecture that relates the quadruply signed Selmer groups to quadruply signed $p$-adic $L$-functions (which we also define in this section). Assuming the validity of Conjecture 5.3.1 (signed-splitting for Beilinson-Flach elements), we shall prove (under mild hypotheses) a divisibility towards the quadruply signed Iwasawa main conjecture.

### 6.1. Quadruply signed Selmer groups and p-adic L-functions.

Definition 6.1.1. Let $\mathcal{S}$ denote the set of unordered pairs $\{(\Delta, \square),(\bullet, \circ)\}$ of ordered pairs, where each of $\Delta, \square, \bullet, \circ$ is one of the symbols $\{\#, b\}$, and $(\Delta, \square) \neq(\bullet, \circ)$.

Note that $\mathcal{S}$ has 6 elements. We shall define a Selmer group, and formulate a main conjecture, for each $\mathfrak{S} \in \mathcal{S}$.

Definition 6.1.2. Let $\mathfrak{S}=\{(\triangle, \square),(\bullet, \circ)\} \in \mathcal{S}$. We define the following objects:

- A compact Selmer group $H_{\mathcal{F}_{\mathscr{S}}}^{1}(\mathbb{Q}, \mathbb{T})$, given by

$$
H_{\mathcal{F}_{\mathfrak{S}}}^{1}(\mathbb{Q}, \mathbb{T}):=\operatorname{ker}\left(H^{1}(\mathbb{Q}, \mathbb{T}) \rightarrow \frac{H^{1}\left(\mathbb{Q}_{p}, \mathbb{T}\right)}{\operatorname{ker}\left(\operatorname{Col}_{\triangle, \square, \mathbb{Q}_{p}}\right) \cap \operatorname{ker}\left(\operatorname{Col}_{\bullet, o, \mathbb{Q}_{p}}\right)}\right)
$$

- A discrete Selmer group $\operatorname{Sel}_{\mathfrak{S}}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)$, given by the kernel of the restriction map
where $v$ runs through all primes of $\mathbb{Q}\left(\mu_{p^{\infty}}\right)$, and for $v \mid p$ the local condition $H_{\mathfrak{S}}^{1}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right)_{v}, T^{\vee}(1)\right)$ is the orthogonal complement of $\operatorname{ker}\left(\mathrm{Col}_{\triangle, \square, \mathbb{Q}_{p}}\right) \cap \operatorname{ker}\left(\mathrm{Col}_{\bullet, 0, \mathbb{Q}_{p}}\right)$ under the local Tate pairing.
- Assuming the hypotheses of Proposition 5.3.4, we define a quadruply signed p-adic L-function by

$$
\mathfrak{L}_{\mathfrak{S}}:=\operatorname{Col}_{\triangle, \square, \mathbb{Q}_{p}} \circ \operatorname{res}_{p}\left(\mathrm{BF}_{\bullet, 0,1}\right) \in \Lambda
$$

Remark 6.1.3. The element $\mathfrak{L}_{\mathfrak{S}}$ is only well-defined up to sign, since interchanging the role of $(\triangle, \square)$ and $(\bullet, \circ)$ has the effect of multiplying the $p$-adic $L$-function by -1 (this is the content of Proposition 5.3.4).

However, we shall only be interested in the ideal generated by $\mathfrak{L}_{\mathfrak{G}}$, so the ambiguity of signs is no problem for us.

Remark 6.1.4. We conjecture below an explicit relation between the quadruply signed Selmer group and the quadruply signed $p$-adic $L$-function, and offer some partial results towards its validity. For motivational purposes, we shall provide here one philosophical reason why quadruply signed Selmer groups are the correct choice (over doubly signed Selmer groups).

Since rank $T^{-}=\operatorname{rank} T^{+}=2$, one may deduce using Poitou-Tate global duality (as utilised in the proof of Theorem 5.2.15 and Lemma 5.3.16 of [Mazur and Rubin 2004]) that

$$
\operatorname{rank}_{\Lambda} H_{\mathcal{F}_{?}}^{1}(\mathbb{Q}, \mathbb{T})-\operatorname{rank}_{\Lambda} \operatorname{Sel}_{?}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{\left.p^{\infty}\right)}\right)= \begin{cases}1 & \text { if } ?=(\bullet, \circ) \in\{\#, b\}^{2} \\ 0 & \text { if } ?=\mathfrak{S} \in \mathcal{S}\end{cases}\right.
$$

and one expects, in the spirit of weak Leopoldt conjecture, that $\operatorname{rank}_{\Lambda} H_{\mathcal{F}_{?}}^{1}(\mathbb{Q}, \mathbb{T})$ should be as small as possible subject to these conditions. Moreover, in line with Bloch-Kato conjectures, one would also expect that $\operatorname{rank}_{\Lambda} H_{\mathcal{F}_{?}}^{1}(\mathbb{Q}, \mathbb{T})$ is given as the generic order of vanishing of (appropriate linear combinations of) $L$-values associated to the motives $M(f) \otimes M(g) \otimes \chi$, where $\chi$ ranges among Dirichlet characters of $p$-power conductor. In the critical range, note that the generic order of vanishing of these $L$-values is zero and this should also be the case for at least one of the said linear combinations. This tells us that the corresponding Selmer group ought to have rank zero as well. That is the reason why quadruply signed Selmer groups are the correct candidates which should relate to the quadruply signed $p$-adic $L$-functions (that interpolate linear combinations of critical $L$-values) we have defined above.
6.2. Quadruply signed main conjectures. We are now ready to state the quadruply signed main conjectures for the Rankin-Selberg convolutions of two p-nonordinary forms. We suppose throughout this section that the hypotheses of Proposition 5.3.4 are satisfied; in particular, we are assuming that Conjecture 5.3.1 holds.

Conjecture 6.2.1. For $\mathfrak{S}=\{(\Delta, \square),(\bullet, \circ)\} \in \mathcal{S}$ and every character $\eta$ of $\Gamma_{\text {tor }}$, the $\eta$-isotypic component $e_{\eta} \operatorname{Sel}_{\mathfrak{S}}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)$ of the quadruply signed Selmer group is $\mathcal{O} \llbracket \Gamma_{1} \rrbracket$-cotorsion and

$$
\operatorname{char}_{\mathcal{O} \llbracket \Gamma_{1} \|}\left(e_{\eta} \operatorname{Sel}_{\mathfrak{S}}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)^{\vee}\right) \mid\left(e_{\eta} \mathfrak{L}_{\mathfrak{S}}\right)
$$

as ideals of $\mathcal{O} \llbracket \Gamma_{1} \rrbracket$, with equality away from the support of $\operatorname{coker}\left(\operatorname{Col}_{\Delta, \square}\right)$ and $\operatorname{coker}\left(\operatorname{Col}_{\bullet, \circ}\right)$.
Remark 6.2.2. It is easy to prove that $e_{\eta} \mathfrak{L}_{\mathfrak{S}}$ is divisible by char $\left(\operatorname{coker}\left(\operatorname{Col}_{\Delta, \square}\right)\right)$ in $\mathbb{Q}_{p} \otimes \mathcal{O} \llbracket \Gamma_{1} \rrbracket$. This is the reason why the equality in the asserted divisibility in Conjecture 6.2.1 excludes the support of $\operatorname{coker}\left(\mathrm{Col}_{\Delta, \square}\right)$. As illustrated by our main result (Corollary 7.4.9 below) towards the Pottharst-style analytic main conjectures, the error that is accounted by $\operatorname{coker}\left(\operatorname{Col}_{\triangle, \square}\right)$ is inessential and it can be recovered.

On the other hand, the reason why we have to avoid the support of coker $\left(\mathrm{Col}_{\bullet, 0}\right)$ is more subtle. In view of Proposition 5.3.2, we expect that the Euler system $\left\{\mathrm{BF}_{\bullet, 0, m}\right\}$ be imprimitive when $\operatorname{coker}\left(e_{\eta} \mathrm{Col}_{\bullet, 0}\right)$ is not the unit ideal, in the sense that the bound it yields on the Selmer group will be off by char $\left(\operatorname{coker}\left(e_{\eta} \mathrm{Col}_{\bullet, \mathrm{o}}\right)\right)$.

In this case, it is not clear to us whether or not it is possible to improve $\left\{\mathrm{BF}_{\bullet, 0, m}\right\}$ to a primitive Euler system. These observations are also visible in Corollary 7.4.9 below.

In the remaining portions of this article we shall present evidence in favour of this conjecture. Until the end, we assume that $\left|k_{f}-k_{g}\right| \geq 3$ and $\eta=\omega^{j}$ for a fixed $j$ such that $1+\left(k_{f}+k_{g}\right) / 2<j \leq \max \left(k_{f}, k_{g}\right)$.

Proposition 6.2.3. There exists a choice of $\mathfrak{S} \in \mathcal{S}$ such that $e_{\eta} \mathfrak{L}_{\mathfrak{S}} \neq 0$.
Proof. Let $\mathcal{T}=\{\#, b\}^{2}$, and let $\mathscr{M}_{\text {sign }}$ denote the $4 \times 4$ matrix, with rows and columns indexed by $\mathcal{T}$, whose $(x, y)$ entry is $\operatorname{Col}_{x, \mathbb{Q}_{p}}\left(\mathrm{BF}_{y, 1}\right)$. Similarly, let $\mathcal{T}_{\text {an }}=\left\{\alpha_{f}, \beta_{f}\right\} \times\left\{\alpha_{g}, \beta_{g}\right\}$, and let $\mathscr{M}_{\text {an }}$ denote the $4 \times 4$ matrix whose $x, y$ entry is $\mathcal{L}_{x}\left(\mathrm{BF}_{y, 1}\right)$. By Proposition 5.3.4, both matrices are antisymmetric (see Remark 6.1.3).

Among the six pairs of nondiagonal entries of $\mathscr{M}_{\text {an }}$, four of them are given by $p$-adic Rankin-Selberg $L$-functions. By Corollary 3.8.1 and Remark 3.8.3, our hypotheses therefore imply that $e_{\eta} \mathscr{M}_{\text {an }}$ is not the zero matrix.

However, our two matrices are related by the factorisation formula

$$
\mathscr{M}_{\mathrm{an}}=\left(Q^{-1} M_{\mathrm{log}}\right) \cdot \mathscr{M}_{\mathrm{sign}} \cdot\left(Q^{-1} M_{\mathrm{log}}\right)^{T}
$$

so it follows that $e_{\eta} \mathscr{M}_{\text {sign }}$ is also nonzero. Since the six pairs of nondiagonal entries of $\mathscr{M}_{\text {sign }}$ are exactly the quadruply signed $p$-adic $L$-functions $\mathfrak{L}_{\mathfrak{S}}$, it follows that at least one of the $e_{\eta} \mathfrak{L}_{\mathfrak{S}}$ is nonzero as required.

In order to apply the locally restricted Euler system argument devised in [Büyükboduk and Lei 2015, Appendix A], we will require the validity of the following hypothesis:
(H.nA) Neither $\left.\bar{\rho}_{f}\right|_{G_{Q_{p}}}$ nor $\left.\bar{\rho}_{f}\right|_{G_{Q_{p}}} \otimes \omega^{-1}$ is isomorphic to $\left.\bar{\rho}_{g}^{\vee}\right|_{G_{Q_{p}}}$, where $\rho_{f}$ and $\rho_{g}$ stand for Deligne's (cohomological) representations.
This assumption ensures that $H^{0}\left(\mathbb{Q}_{p}, \bar{T}\right)=H^{2}\left(\mathbb{Q}_{p}, \bar{T}\right)=0$. We will also need to assume that
(BI0) $\epsilon_{f} \epsilon_{g}$ is nontrivial, $\operatorname{gcd}\left(N_{f}, N_{g}\right)=1$.
as well as at least one of the following conditions:
(BI1) Neither $f$ nor $g$ is of CM type, and $g$ has odd weight.
(BI2) $f$ is not of CM-type, $g$ is of CM-type and $\epsilon_{g}$ is neither the trivial character, nor the quadratic character attached to the CM field.

Thanks to [Loeffler 2017], when (BI0) and either (BI1) or (BI2) holds, one may choose a completion of the compositum of the Hecke fields of $f$ and $g$ (and set our coefficient ring $\mathcal{O}$ to be a finite flat extension of its ring of integers) in a way that the residue characteristic $p$ of $\mathcal{O}$ is $>k_{f}+k_{g}+2$ and the resulting Galois representation $T$ verifies the following "Big Image" condition that is required to run the Euler system machinery:

- The residual representation $\bar{T}$ is absolutely irreducible.
- There exists an element $\tau \in \operatorname{Gal}\left(\overline{\mathbb{Q}} / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)$ such that $T /(\tau-1) T$ is a free $\mathcal{O}$-module of rank one.
- There exists an element $\sigma \in \operatorname{Gal}\left(\overline{\mathbb{Q}} / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)$ which acts on $T$ by multiplication by -1 .

Theorem 6.2.4. Suppose that $\left|k_{f}-k_{g}\right| \geq 3$ and $p>k_{f}+k_{g}+2$. Assume the validity of Conjecture 5.3.1, (A-Sym), (H.nA), (BI0) and at least one of (BI1)-(BI2). Suppose $j$ is an integer with $1+\left(k_{f}+k_{g}\right) / 2<$ $j \leq \max \left(k_{f}, k_{g}\right)$ and choose $\mathfrak{S}$ that verifies the conclusion of Proposition 6.2 .3 with $\eta=\omega^{j}$. Then the $\omega^{j}$ isotypic component of the quadruply signed Selmer group $e_{\omega^{j}} \operatorname{Sel}_{\mathfrak{S}}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)$ is $\mathcal{O} \llbracket \Gamma_{1} \rrbracket$-cotorsion and

$$
e_{\omega^{j}} \mathfrak{L}_{\mathfrak{S}} \in \operatorname{char}_{\mathcal{O} \llbracket \Gamma_{1} \|}\left(e_{\omega^{j}} \operatorname{Sel}_{\mathfrak{S}}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)^{\vee}\right)
$$

as ideals of $\mathcal{O} \llbracket \Gamma_{1} \rrbracket \otimes \mathbb{Q}_{p}$.
Remark 6.2.5. See Proposition 5.3.4 above where we provide a sufficient condition for the validity of (A-Sym).

Proof of Theorem 6.2.4. This is a direct consequence of [Büyükboduk and Lei 2015, Theorem A.14], once we translate the language therein to our set up. Suppose $\mathfrak{S}=\{(\Delta, \square),(\bullet, \circ)\}$. Then the morphism $\Psi$ in [loc. cit.] corresponds to the map

$$
e_{\omega^{j}} \operatorname{Col}_{\triangle, \square} \oplus e_{\omega^{j}} \operatorname{Col}_{\bullet, \circ}: e_{\omega^{j}} H^{1}\left(\mathbb{Q}_{p}, \mathbb{T}\right) \rightarrow \mathcal{O} \llbracket \Gamma_{1} \rrbracket^{\oplus 2}
$$

The so-called $\Psi$-strict Selmer group that is denoted by $H_{\mathcal{F}_{\Psi}}^{1}(-,-)$ in [op. cit.] corresponds to our quadruply signed compact Selmer group $e_{\omega^{j}} H_{\mathcal{F}_{\mathfrak{S}}}^{1}(\mathbb{Q}, \mathbb{T})$ and its dual $H_{\mathcal{F}_{\Psi}^{*}}^{1}(-,-)$ to our quadruply signed discrete Selmer group $e_{\omega^{j}} \operatorname{Sel}_{\mathfrak{S}}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{\left.p^{\infty}\right)}\right)\right.$. Moreover, the integer $g$ in [loc. cit.] equals to 2 in our case and the expression $\operatorname{det}\left(\left[\Psi\left(\mathfrak{c}_{\mathfrak{i}}\right)_{i=1}^{g}\right]\right)$ in the statement of [Büyükboduk and Lei 2015, Theorem A.14(i)] is precisely $r_{0}^{-1} e_{\omega^{j}} \mathfrak{L}_{\mathfrak{S}}$ in our notation here (where $r_{0} \in \mathbb{Z}$ is as in the formulation of Conjecture 5.3.1; note that since we have inverted $p$, this quantity does not make an appearance in the statement of our theorem).

Our running hypotheses guarantee the validity of all required assumptions for this result; only checking the validity of the condition (H.V) of [Büyükboduk and Lei 2015, Appendix A] (which translates in our setting to the condition that the quadruply signed compact Selmer group $e_{\omega^{j}} H_{\mathcal{F}_{\mathfrak{S}}}^{1}(\mathbb{Q}, \mathbb{T})$ be trivial) requires some work. The remainder of this proof is dedicated to show that the hypothesis (H.V) holds true in our set up.

We start with the reformulation of this condition. The Selmer group denoted by $H_{\mathcal{F}_{L}}^{1}(-,-)$ in [Büyükboduk and Lei 2015, Appendix A] corresponds to our Selmer group $e_{\omega^{j}} H_{\mathcal{F}_{\bullet, 0}}^{1}(\mathbb{Q}, \mathbb{T})$ and the condition (H.V) requires that the map

$$
e_{\omega^{j}} H_{\mathcal{F}_{\bullet, 0}}^{1}(\mathbb{Q}, \mathbb{T}) \xrightarrow{\left.\left(e_{\omega j} \operatorname{Col}_{\Delta, \square \oplus e_{\omega j}} \operatorname{Col}_{\bullet, o}\right)\right)^{2} \operatorname{res}_{p}} \mathcal{O} \llbracket \Gamma_{1} \rrbracket^{\oplus 2}
$$

be injective. By the defining property of $H_{\mathcal{F}_{\bullet \bullet}, 0}^{1}(\mathbb{Q}, \mathbb{T})$, this is equivalent to checking that the map

$$
e_{\omega^{j}} H_{\mathcal{F}_{\bullet,}}^{1}(\mathbb{Q}, \mathbb{T}) \xrightarrow{e_{\omega^{j}} \operatorname{Col}_{\Delta, \square^{\circ} \operatorname{res}_{p}}} \mathcal{O} \llbracket \Gamma_{1} \rrbracket
$$

is injective. Since we already have $\mathrm{BF}_{\bullet, \circ, 1} \in H_{\mathcal{F}_{\bullet \bullet},}^{1}(\mathbb{Q}, \mathbb{T}$ ) (as given by Conjecture 5.3.1, which we assume to hold) and we know (thanks to our choice of $\mathfrak{S}$ ) that

$$
e_{\omega^{j}} \operatorname{Col}_{\Delta, \square} \circ \operatorname{res}_{p}\left(e_{\omega^{j}} \mathrm{BF}_{\bullet, 0,1}\right)=e_{\omega^{j}} \mathfrak{L}_{\mathfrak{S}} \neq 0,
$$

the condition (H.V) is equivalent to the requirement that $e_{\omega^{j}} H_{\mathcal{F}_{\bullet, 0}}^{1}(\mathbb{Q}, \mathbb{T})$ has rank one. By Poitou-Tate global duality, this is in turn equivalent to checking that $e_{\omega^{j}} \operatorname{Sel}_{\bullet, \circ}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)$ is $\mathcal{O} \llbracket \Gamma_{1} \rrbracket$-cotorsion. We shall explain how to verify this fact.

Let us set $\mathbb{T}_{1}:=T \otimes \mathcal{O} \llbracket \Gamma_{1} \rrbracket^{l}$ (with diagonal Galois action). Choose a degree one polynomial $l \in \mathcal{O} \llbracket \Gamma_{1} \rrbracket$ that does not divide $e_{\omega^{j}} \mathfrak{L}_{\mathfrak{S}} \cdot \operatorname{char}\left(\operatorname{coker}\left(\mathrm{Col}_{\bullet, \circ}\right)\right)$ and define $X:=\mathbb{T}_{1} \otimes \omega^{-j} / l$. Observe that we have (for $F=\mathbb{Q}_{p}$ or any finite abelian extension of $\mathbb{Q}$ unramified at $p$ )

$$
\begin{equation*}
H^{1}\left(F, \mathbb{T}_{1} \otimes \omega^{-j}\right) \xrightarrow{\sim} e_{\omega^{j}} H_{\mathrm{IW}}^{1}\left(F\left(\mu_{p}\right), T\right) \tag{6.2.1}
\end{equation*}
$$

by the inflation-restriction sequence. We define

$$
H_{\mathcal{F}_{\bullet}, 0}^{1}\left(\mathbb{Q}_{p}, \mathbb{T}_{1} \otimes \omega^{-j}\right) \subset H^{1}\left(\mathbb{Q}_{p}, \mathbb{T}_{1} \otimes \omega^{-j}\right)
$$

as the submodule that gets mapped isomorphically onto $e_{\omega^{j}} H_{\mathcal{F}_{\bullet 0}, \circ}^{1}(\mathbb{Q}, \mathbb{T})$ under the map (6.2.1). The isomorphism together with $e_{\omega^{j}} \mathrm{Col}_{\bullet, \circ}$ also induces a map

$$
H^{1}\left(\mathbb{Q}_{p}, \mathbb{T}_{1} \otimes \omega^{-j}\right) \rightarrow \mathcal{O} \llbracket \Gamma_{1} \rrbracket
$$

(which we shall denote by the same symbol), whose kernel is precisely the submodule $H_{\mathcal{F}_{\bullet, \circ}}^{1}\left(\mathbb{Q}_{p}, \mathbb{T}_{1} \otimes \omega^{-j}\right)$.
For primes $\ell \neq p$, we shall also set $H_{\mathcal{F}_{\bullet}, \circ}^{1}\left(\mathbb{Q}_{\ell}, \mathbb{T}_{1} \otimes \omega^{-j}\right):=H^{1}\left(\mathbb{Q}_{\ell}, \mathbb{T}_{1} \otimes \omega^{-j}\right)$ so that $\mathcal{F}_{\bullet, \circ}$ is a Selmer structure on $\mathbb{T}_{1} \otimes \omega^{-1}$ in the sense of [Mazur and Rubin 2004]. It is easy to see that the dual Selmer group $H_{\mathcal{F}_{\bullet, \circ}^{*}}^{1}\left(\mathbb{Q}, \mathbb{T}_{1}^{\vee}(1) \otimes \omega^{j}\right)^{\vee}$ is $\mathcal{O} \llbracket \Gamma_{1} \rrbracket$-torsion if and only if $e_{\omega^{j}} \operatorname{Sel}_{\bullet, \circ}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)^{\vee}$ is $\mathcal{O} \llbracket \Gamma_{1} \rrbracket$-torsion. Thanks to [Mazur and Rubin 2004, Lemma 3.5.3], our claim that $e_{\omega^{j}} \operatorname{Sel}_{\bullet, \circ}\left(T^{\vee}(1) / \mathbb{Q}\left(\mu_{p^{\infty}}\right)\right)$ is cotorsion follows once we verify that

$$
H_{\mathcal{F}_{\bullet, 0}^{*}}^{1}\left(\mathbb{Q}, \mathbb{T}_{1}^{\vee}(1) \otimes \omega^{j}\right)[l] \cong H_{\mathcal{F}_{\bullet, 0}}^{1}\left(\mathbb{Q}, X^{\vee}(1)\right)
$$

has finite cardinality. Note that we have written $\mathcal{F}_{\bullet, \circ}\left(\right.$ resp. $\left.\mathcal{F}_{\bullet, \circ}^{*}\right)$ for the propagation of the Selmer structure $\mathcal{F}_{\bullet, \circ}$ to $X$ (resp. for the Selmer structure on $X^{\vee}(1)$ dual to $\mathcal{F}_{\bullet, \circ}$ on $X$ ).

Consider the following diagram with exact rows and Cartesian squares:

where the vertical arrows are induced by reduction modulo $l$ (which we henceforth denote by $\pi_{X}$ ); the map $\phi$ is defined by the Cartesian square on the right; the submodule $H_{\mathcal{F}}^{1}\left(\mathbb{Q}_{p}, X\right)$ by the exactness of the
second row and the dotted arrow by chasing the diagram. Note that the map $\phi$ is not the zero map thanks to our choice of $l$.

For $\ell \neq p$, let us also define

$$
H_{\mathcal{F}}^{1}\left(\mathbb{Q}_{\ell}, X\right):=\operatorname{ker}\left(H^{1}\left(\mathbb{Q}_{\ell}, X\right) \rightarrow H^{1}\left(\mathbb{Q}_{\ell}^{\mathrm{ur}}, X \otimes \mathbb{Q}_{p}\right)\right)
$$

It follows from [Mazur and Rubin 2004, Lemma 5.3.1(i)] (together with the dotted arrow in the diagram above) that the reduction map modulo $l$ induces a map

$$
\begin{equation*}
H_{\mathcal{F}_{\bullet 0}}^{1}\left(\mathbb{Q}_{\ell}, \mathbb{T}_{1} \otimes \omega^{-j}\right) \rightarrow H_{\mathcal{F}}^{1}\left(\mathbb{Q}_{\ell}, X\right) \tag{6.2.2}
\end{equation*}
$$

for every prime $\ell$ (including $p$ ), which factors through the injection $H_{\mathcal{F}_{\bullet}, \circ}^{1}\left(\mathbb{Q}_{\ell}, X\right) \subset H_{\mathcal{F}}^{1}\left(\mathbb{Q}_{\ell}, X\right)$. In particular, we have $\mathcal{F}_{\bullet, \circ} \leq \mathcal{F}$ in the sense of [Mazur and Rubin 2004, Definition 2.1.1] and we have an injective map

$$
\begin{equation*}
\operatorname{KS}\left(X, \mathcal{F}_{\bullet, \circ}\right) \hookrightarrow \operatorname{KS}(X, \mathcal{F}) \tag{6.2.3}
\end{equation*}
$$

between the corresponding modules of Kolyvagin systems.
Using Lemma 3.7.1 of [op. cit.], it follows that the Selmer structure $\mathcal{F}$ is cartesian (in the sense of [Mazur and Rubin 2004, Definition 1.1.4]). Moreover, it is easy to see (recalling that the map $\phi$ is not the zero map) that the core Selmer rank of $\mathcal{F}$ equals one. In particular, by [Mazur and Rubin 2004, Corollary 5.2.13], the finiteness of $H_{\mathcal{F}}^{1}\left(\mathbb{Q}_{\ell}, X\right)$ is equivalent to exhibiting a single $\operatorname{Kolyvagin}$ system in $\operatorname{KS}(X, \mathcal{F})$, whose initial term is nonzero. We shall prove that the Euler system $\left\{e_{\omega^{j}} \mathrm{BF}_{\bullet, o, n}\right\}$ of doubly signed Beilinson-Flach classes descend to a Kolyvagin system with this property and this completes the proof.

Let us write $\mathrm{BF}_{\bullet, \circ}^{\omega^{j}} \in H^{1}\left(\mathbb{Q}\left(\mu_{n}\right), \mathbb{T}_{1} \otimes \omega^{-j}\right)$ for the class that maps to $e_{\omega^{j}} \mathrm{BF}_{\bullet, \circ, n}$ under the isomorphism (6.2.1) and let us set $\mathrm{BF}_{\bullet, \circ}^{\omega^{j}}:=\left\{\mathrm{BF}_{\bullet, \circ, n}^{\omega^{j}}\right\}$. As we have explained in Remark 5.3.3, $\left\{\mathrm{BF}_{\bullet, \circ}^{\omega^{j}}\right\}$ is a locally restricted Euler system. Moreover, [Büyükboduk and Lei 2015, Theorem A.11] applies (with our choices here, recall that the Selmer structure $\mathcal{F}_{L}$ in [loc. cit.] corresponds to our $\mathcal{F}_{\bullet, \circ}$ ) and produces a Kolyvagin system

$$
\kappa^{\bullet, \circ}=\left\{\kappa_{n}^{\bullet, \circ}\right\} \in \operatorname{KS}\left(\mathbb{T}_{1} \otimes \omega^{-j}, \mathcal{F}_{\bullet, \mathrm{O}}\right)
$$

We remark that the Kolyvagin system $\kappa^{\bullet, \circ}$ is obtained from the Euler system $\mathrm{BF}_{\bullet, \circ, n}^{\omega^{j}}$ via [Mazur and Rubin 2004, Theorem 5.3.3]. However, the results of Mazur and Rubin show a priori only that $\kappa^{\bullet, \circ} \in \operatorname{KS}\left(\mathbb{T}_{1} \otimes \omega^{-j}, \mathcal{F}_{\Lambda}\right)$ (namely, $\kappa^{\bullet, \circ}$ is a Kolyvagin system for the canonical Selmer structure $\mathcal{F}_{\Lambda}$ of [Mazur and Rubin 2004, Definition 5.3.2]). The fact that the classes $\kappa_{n}^{\bullet, \circ}$ verify the required local conditions at $p$ follows from the fact that $\mathrm{BF}_{\bullet, \circ}^{\omega^{j}}$ is in fact locally restricted, as explained in detail in the proof of [Büyükboduk and Lei 2015, Theorem A.11].

On projecting $\kappa^{\bullet, \circ}$ via $\pi_{X}$ and composing with the injection (6.2.3), we obtain a Kolyvagin system $\pi_{X}\left(\kappa^{\bullet, \circ}\right) \in \operatorname{KS}(X, \mathcal{F})$. We have

$$
\pi_{X}\left(\kappa^{\bullet, \circ}\right)_{1}=\pi_{X}\left(\kappa_{1}^{\bullet \bullet}\right)=\pi_{X}\left(\mathrm{BF}_{\bullet, 0,1}^{\omega^{j}}\right)
$$

for the initial term of this Kolyvagin system. We are reduced to prove that $\pi_{X}\left(\mathrm{BF}_{\bullet, 0,1}^{\omega^{j}}\right) \neq 0$ for the choices above.

We now recall that $l \nmid e_{\omega^{j}} \mathfrak{L}_{\mathfrak{S}}=\operatorname{Col}_{\Delta, \square} \circ \operatorname{res}_{p}\left(\mathrm{BF}_{\bullet, \circ, 1}^{\omega^{j}}\right)$ by the choice we made on the degree one polynomial $l$. This in turn implies that $\pi_{X}\left(\mathrm{BF}_{\bullet, 0,1}^{\omega^{j}}\right) \neq 0$, as required.

Remark 6.2.6. In the proof of Theorem 6.2.4, we only needed the antisymmetry property in (A-Sym) to hold for $\{(\triangle, \square),(\bullet, \circ)\}$ with $m=1$ and $\{(\bullet, \circ),(\bullet, \circ)\}$ for all $m \in \mathcal{N}(\mathcal{P})$.

## 7. Analytic main conjectures

Our goal in this section is to translate our results on signed Iwasawa main conjectures into the "analytic" language of Pottharst and Benois (see [Pottharst 2013; Benois 2015]). This gives main conjectures which directly involve the $p$-adic Rankin-Selberg $L$-functions (3.6.1), which is advantageous since the interpolating properties of these $L$-functions are much more explicit than those of the signed $p$-adic $L$-functions $\mathfrak{L}_{\mathfrak{S}}$ of the previous section. However, it has the disadvantage of throwing away all $p$-torsion information.

### 7.1. Cohomology of $(\boldsymbol{\varphi}, \boldsymbol{\Gamma})$-modules. For each $0 \leq r<1$, let

$$
\operatorname{ann}(r, 1):=\left\{x \in \mathbb{C}_{p}: r \leq|x|_{p}<1\right\} .
$$

For $E$ the finite extension of $\mathbb{Q}_{p}$ in Section 1, we define the Robba ring

$$
\mathcal{R}_{E}:=\left\{f(\pi)=\sum_{n=-\infty}^{\infty} a_{n} \pi^{n} \in E \llbracket \pi \rrbracket \mid f(\pi) \text { converges on ann }(r, 1) \text { for some } r\right\} .
$$

The Robba ring comes equipped with actions of $\Gamma$ and the Frobenius $\varphi$, via the same formulae as in Section 2 above.

Definition 7.1.1. A $(\varphi, \Gamma)$-module over $\mathcal{R}_{E}$ is a free module of finite rank $d$ endowed with a semilinear Frobenius $\varphi$ such that $\operatorname{Mat}(\varphi) \in \mathrm{GL}_{d}\left(\mathcal{R}_{E}\right)$ and with a continuous commuting semilinear action of $\Gamma$.

There exists a functor $V \mapsto \mathbb{D}_{\text {rig }}^{\dagger}(V)$ between the category of $p$-adic representations of $G_{p}:=$ $\operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\right)$ with coefficients in $E$ and the category of $(\varphi, \Gamma)$-modules over $\mathcal{R}_{E}$ (see [Cherbonnier and Colmez 1999; Fontaine 1990; Berger 2002]).

For any $(\varphi, \Gamma)$-module $\mathbb{D}$, we define its analytic Iwasawa cohomology $H_{\mathrm{an}}^{\bullet}(\mathbb{D})$ to be the cohomology of the complex

$$
[\mathbb{D} \xrightarrow{\psi-1} \mathbb{D}]
$$

where $\psi$ is the left inverse of $\varphi$ and the terms are placed in degrees 1 and 2 respectively. If $V$ is a $p$-adic representation of $G_{p}$, then the results of [Pottharst 2013] show that

$$
H_{\mathrm{an}}^{i}\left(\mathbb{Q}_{p}\left(\mu_{p^{\infty}}\right), V\right) \cong H_{\mathrm{an}}^{i}\left(\mathbb{D}_{\mathrm{rig}}^{\dagger}(V)\right),
$$

where $H_{\mathrm{an}}^{i}\left(\mathbb{Q}_{p}\left(\mu_{p^{\infty}}\right), V\right)=H^{i}\left(\mathbb{Q}_{p}, \mathbb{V}^{\dagger}\right)$ denotes the analytic Iwasawa cohomology of $V$ as defined in Section 2.4.
7.2. Selmer complexes. Now let $V$ be a continuous $E$-linear representation of $G_{\mathbb{Q}}$ which is unramified at almost all primes. Following Benois and Pottharst, we now recall the complexes defined in Section 2.3 of [Benois 2015], which are an "analytic" version of the Selmer complexes of Nekovár [2006]. Letting $\mathbb{D}$ be any $(\varphi, \Gamma)$-submodule of $\mathbb{D}_{\text {rig }}^{\dagger}\left(\left.V\right|_{G_{\mathbb{Q}_{p}}}\right)$, we obtain a Selmer complex $S\left(\mathbb{Q}, \mathbb{V} \mathbb{V}^{\dagger} ; \mathbb{D}\right)$ in the derived category of $\mathcal{H}$-modules. This is defined by a mapping fibre

$$
\operatorname{cone}\left[C^{\bullet}\left(G_{\mathbb{Q}, \Sigma}, \mathbb{V}^{\dagger}\right) \oplus \bigoplus_{v \in \Sigma} U_{v}^{+} \xrightarrow{\operatorname{res}_{v}-i_{v}^{+}} \bigoplus_{v \in \Sigma} C^{\bullet}\left(G_{\mathbb{Q}_{v}}, \mathbb{V}^{\dagger}\right)\right][-1],
$$

where $\Sigma$ is any sufficiently large finite set of places, and the $U_{v}^{+}$are appropriate "local condition" complexes; we choose these to be the unramified local conditions for $v \neq p$, and the local condition at $p$ is given by the analytic Iwasawa cohomology of the submodule $\mathbb{D} \subseteq \mathbb{D}_{\text {rig }}^{\dagger}\left(\left.V\right|_{G_{\mathbb{Q}_{p}}}\right)$. We write $H^{\bullet}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}\right)$ for the cohomology groups of the Selmer complex.

We shall apply this with $V=R_{f}^{*} \otimes R_{g}^{*}$ and with local conditions $\mathbb{D}$ given by $\varphi$-stable subspaces of $\mathbb{D}_{\text {cris }}(V)$. We set

$$
\begin{aligned}
\mathbb{D}_{\text {cris }}(V)^{\lambda}: & =\mathbb{D}_{\text {cris }}(V)^{\lambda_{f} \lambda_{g}} \oplus \mathbb{D}_{\text {cris }}(V)^{\lambda_{f} \mu_{g}} \\
& =\mathbb{D}_{\text {cris }}\left(R_{f}^{*}\right)^{\lambda_{f}} \otimes \mathbb{D}_{\text {cris }}\left(R_{g}^{*}\right)
\end{aligned}
$$

and

$$
\mathbb{D}_{\text {cris }}(V)^{\lambda, \mu}:=\mathbb{D}_{\text {cris }}\left(R_{f}^{*}\right)^{\lambda_{f}} \otimes \mathbb{D}_{\text {cris }}\left(R_{g}^{*}\right)+\mathbb{D}_{\text {cris }}\left(R_{f}^{*}\right) \otimes \mathbb{D}_{\text {cris }}\left(R_{g}^{*}\right)^{\mu_{g}} .
$$

Let $\mathbb{D}_{\lambda, \mu}$ and $\mathbb{D}_{\lambda}$ be the $(\varphi, \Gamma)$-submodules of $\mathbb{D}_{\text {rig }}^{\dagger}(T)$ corresponding to $\mathbb{D}_{\text {cris }}(T)^{\lambda}$ and $\mathbb{D}_{\text {cris }}(T)^{\lambda, \mu}$ respectively (see [Berger 2008] for an explicit description). We note that $\mathbb{D}_{\lambda, \mu}$ and $\mathbb{D}_{\lambda}$ play the role of regular submodules defined by Benois [2015].
7.3. Analytic main conjectures. We are now ready to state the analytic Iwasawa main conjecture formulated by Benois and Pottharst, specialised to our setting.

Conjecture 7.3.1. The module $H^{2}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}_{\lambda}\right)$ is torsion, and its characteristic ideal is given by

$$
\operatorname{char}_{\mathcal{H}} H^{2}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}_{\lambda}\right)=L_{p}\left(f_{\lambda}, g\right) \cdot \mathcal{H}
$$

where $L_{p}\left(f_{\lambda}, g\right)$ denotes the geometric $p$-adic L-function attached to $f$ and $g$.
(One can similarly define a Selmer group and formulate a main conjecture for the "extra" p-adic $L$-functions $L_{p}^{?}$ introduced above, but we shall not give the details here.) We now proceed to show how our results in the previous sections on signed Selmer groups aid us to deduce some partial results towards Conjecture 7.3.1.
7.4. Bounds for analytic Selmer groups. Throughout the remainder of this section, the hypotheses of Theorem 6.2.4 are in effect. We begin by reformulating the result of Theorem 6.2.4 as a bound for $H^{2}(\mathbb{Q}, \mathbb{T})$; we shall then translate this into a bound for the analytic Selmer group.

Proposition 7.4.1. There exists a choice $(\bullet, \circ)$ and $(\triangle, \square)$ such that neither $e_{\eta} \operatorname{Col}_{\Delta, \square} \circ \operatorname{res}_{p}\left(\mathrm{BF}_{\bullet, \circ, 1}\right)$ nor $e_{\eta} \mathrm{Col}_{\bullet, \circ} \circ \operatorname{res}_{p}\left(\mathrm{BF}_{\Delta, \square, 1}\right)$ is zero.

Proof. This follows from Propositions 6.2.3 and 5.3.4.
From now on, we fix $(\bullet, \circ)$ and $(\triangle, \square)$ such that $e_{\eta} \operatorname{Col}_{\Delta, \square} \circ \operatorname{res}_{p}\left(\mathrm{BF}_{\bullet, \circ, 1}\right) \neq 0$.
As in Proposition 3.9.2, this implies that $e_{\eta} H^{1}(\mathbb{Q}, \mathbb{T})$ is free of rank two. Choose an $e_{\eta} \Lambda$-basis $\left\{c_{1}, c_{2}\right\}$ of this module.

Definition 7.4.2. Let $r_{1}, r_{2}, D \in \Lambda$ be nonzero elements such that

$$
\begin{aligned}
E \cdot \mathrm{BF}_{\bullet, \circ, 1} & =r_{1}\left(\operatorname{Col}_{\bullet, \circ} \circ \operatorname{res}_{p}\left(c_{1}\right) c_{2}-\operatorname{Col}_{\bullet, \circ} \circ \operatorname{res}_{p}\left(c_{2}\right) c_{1}\right) \\
E \cdot \mathrm{BF}_{\Delta, \square, 1} & =r_{2}\left(\operatorname{Col}_{\Delta, \square} \circ \operatorname{res}_{p}\left(c_{1}\right) c_{2}-\operatorname{Col}_{\Delta, \square} \circ \operatorname{res}_{p}\left(c_{2}\right) c_{1}\right) .
\end{aligned}
$$

Here, the first equality takes place in $H_{\mathcal{F}_{\bullet, \circ}}^{1}(\mathbb{Q}, \mathbb{T})$, whereas the second in $H_{\mathcal{F}_{\Delta, \square}}^{1}(\mathbb{Q}, \mathbb{T})$.
Note that $E, r_{1}, r_{2}$ with the required properties exist since both modules $H_{\mathcal{F}_{\bullet, \circ}}^{1}(\mathbb{Q}, \mathbb{T})$ and $H_{\mathcal{F}_{\Delta, \square}}^{1}(\mathbb{Q}, \mathbb{T})$ have rank one.

Lemma 7.4.3.

$$
r_{1}=-r_{2}
$$

Proof. This is an immediate consequence of Proposition 5.3.4.
Proposition 7.4.4. $E \cdot \operatorname{char}\left(H^{2}(\mathbb{Q}, \mathbb{T})\right)$ divides $r_{1} \cdot \operatorname{char}\left(\operatorname{coker}\left(\operatorname{Col}_{\bullet, 0}\right)\right)$.
Proof. Let us set $H_{/ \bullet, \circ}^{1}\left(\mathbb{Q}_{p}, \mathbb{T}\right):=H^{1}\left(\mathbb{Q}_{p}, \mathbb{T}\right) / H_{\mathcal{F}_{\bullet, \circ}}^{1}\left(\mathbb{Q}_{p}, \mathbb{T}\right)$ and write res ${ }_{\bullet, \circ}^{s}$ for the compositum of the arrows

$$
H^{1}(\mathbb{Q}, \mathbb{T}) \xrightarrow{\mathrm{res}_{p}} H^{1}\left(\mathbb{Q}_{p}, \mathbb{T}\right) \rightarrow H_{/ \bullet, \circ}^{1}\left(\mathbb{Q}_{p}, \mathbb{T}\right)
$$

Poitou-Tate global duality gives rise to the following five-term exact sequence:

$$
\begin{align*}
0 \rightarrow H_{\mathcal{F}_{\bullet, \circ}}^{1}(\mathbb{Q}, \mathbb{T}) / \Lambda \cdot \mathrm{BF}_{\bullet, 0,1} \rightarrow H^{1}(\mathbb{Q}, \mathbb{T}) /\left(\mathrm{BF}_{\bullet, 0,1},\right. & \left.\mathrm{BF}_{\Delta, \square, 1}\right)
\end{align*} \quad \rightarrow \frac{H_{/ \bullet, \circ}^{1}\left(\mathbb{Q}_{p}, \mathbb{T}\right)}{\operatorname{res}_{\bullet, \circ}^{s}\left(\mathrm{BF}_{\Delta, \square, 1}\right)}
$$

The locally restricted Euler system machinery shows that

$$
\begin{equation*}
\operatorname{char}\left(H_{\mathcal{F}_{\bullet, 0}}^{1}\left(\mathbb{Q}, \mathbb{T}^{\vee}(1)\right)^{\vee}\right) \mid \operatorname{char}\left(H_{\mathcal{F}_{\bullet, 0}}^{1}(\mathbb{Q}, \mathbb{V}) / \Lambda \cdot \mathrm{BF}_{\bullet, 0,1}\right) \tag{7.4.2}
\end{equation*}
$$

Combining (7.4.1) with the divisibility (7.4.2), we infer that $\operatorname{char}\left(H^{2}(\mathbb{Q}, \mathbb{T})\right) \operatorname{char}\left(\operatorname{coker}\left(\operatorname{Col}_{\bullet, \circ}\right)\right)^{-1} \operatorname{Col}_{\bullet, \circ} \circ \operatorname{res}_{p}\left(\mathrm{BF}_{\Delta, \square, 1}\right)$ divides $\operatorname{char}\left(\frac{H^{1}(\mathbb{Q}, \mathbb{T})}{\left(\mathrm{BF}_{\bullet, 0,1}, \mathrm{BF}_{\Delta, \square, 1}\right)}\right)$.

Moreover, we have

$$
\begin{equation*}
\operatorname{Col}_{\bullet, \circ}\left(\mathrm{BF}_{\Delta, \square, 1}\right)=E^{-1} r_{2} \operatorname{det} \circ \operatorname{Col}(\Delta, \square, \bullet, \circ) \tag{7.4.4}
\end{equation*}
$$

where we have set

$$
\operatorname{det} \circ \operatorname{Col}(\Delta, \square, \bullet, \circ):=\operatorname{det}\left(\begin{array}{l}
\operatorname{Col}_{\Delta, \square} \circ \operatorname{res}_{p}\left(c_{1}\right) \\
\operatorname{Col}_{\bullet, \circ} \circ \operatorname{res}_{p}\left(c_{1}\right) \\
\operatorname{Col}_{\Delta, \square} \circ \operatorname{res}_{p}\left(c_{2}\right) \\
\operatorname{Col}_{\bullet, \circ} \circ \operatorname{res}_{p}\left(c_{2}\right)
\end{array}\right)
$$

Let $f_{\triangle, \square}:=\operatorname{Col}_{\triangle, \square} \circ \operatorname{res}_{p}$ (and we similarly define $f_{\bullet, \circ}$ ). Note that since we have

$$
\begin{align*}
\operatorname{char}\left(E\left(c_{1}, c_{2}\right) /\left(r_{1}\left(f_{\bullet, \circ}\left(c_{1}\right) c_{2}-f_{\bullet, \circ}\left(c_{2}\right) c_{1}\right), r_{2}\left(f_{\Delta, \square}\left(c_{1}\right) c_{2}-\right.\right.\right. & \left.\left.\left.f_{\Delta, \square}\left(c_{2}\right) c_{1}\right)\right)\right) \\
& =E^{-2} r_{1} r_{2} \operatorname{det} \circ \operatorname{Col}(\Delta, \square, \bullet, \circ) \tag{7.4.5}
\end{align*}
$$

it follows from definitions that

$$
\begin{equation*}
\operatorname{char}\left(\frac{H^{1}(\mathbb{Q}, \mathbb{T})}{\left(\mathrm{BF}_{\bullet, \circ, 1}, \mathrm{BF}_{\Delta, \square, 1}\right)}\right)=E^{-2} r_{1} r_{2} \operatorname{det} \circ \operatorname{Col}(\triangle, \square, \bullet, \circ) \tag{7.4.6}
\end{equation*}
$$

Combining (7.4.3), (7.4.4) and (7.4.6), the asserted divisibility follows.
Let us choose $F, s_{1}, s_{2} \in \mathcal{H} \backslash\{0\}$ so that

$$
\begin{aligned}
F \cdot \operatorname{BF}_{\lambda, \mu} & =s_{1}\left(\mathcal{L}_{\lambda, \mu} \circ \operatorname{res}_{p}\left(c_{1}\right) c_{2}-\mathcal{L}_{\lambda, \mu} \circ \operatorname{res}_{p}\left(c_{2}\right) c_{1}\right) \\
F \cdot \operatorname{BF}_{\lambda, \mu^{\prime}} & =s_{2}\left(\mathcal{L}_{\lambda, \mu^{\prime}} \circ \operatorname{res}_{p}\left(c_{1}\right) c_{2}-\mathcal{L}_{\lambda, \mu^{\prime}} \circ \operatorname{res}_{p}\left(c_{2}\right) c_{1}\right)
\end{aligned}
$$

We also set

$$
\operatorname{det} \circ \mathcal{L}\left(\lambda, \mu, \lambda, \mu^{\prime}\right):=\operatorname{det}\left(\begin{array}{ll}
\mathcal{L}_{\lambda, \mu} \circ \operatorname{res}_{p}\left(c_{1}\right) & \mathcal{L}_{\lambda, \mu^{\prime}} \circ \operatorname{res}_{p}\left(c_{1}\right) \\
\mathcal{L}_{\lambda, \mu} \circ \operatorname{res}_{p}\left(c_{2}\right) & \mathcal{L}_{\lambda, \mu^{\prime}} \circ \operatorname{res}_{p}\left(c_{2}\right)
\end{array}\right)
$$

## Lemma 7.4.5.

$$
s_{1}=-s_{2}
$$

Proof. This follows from Theorem 3.9.1.
Proposition 7.4.6. We have the following divisibility of $\mathcal{H}$-ideals:

$$
\operatorname{char}\left(H^{2}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}_{\lambda, \mu}\right)\right) \left\lvert\, \frac{r_{1} F}{s_{1} E} \cdot \operatorname{char}\left(\operatorname{coker} \operatorname{Col}_{\bullet, \circ}\right) \cdot \operatorname{char}\left(\frac{H^{1}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}_{\lambda, \mu}\right)}{\mathcal{H} \cdot \mathrm{BF}_{\lambda, \mu, 1}}\right)\right.
$$

Proof. The proof of this assertion is essentially the proof of Proposition 7.4.4 in reverse, starting off with the 5 -term exact sequence of $\mathcal{H}$-modules

$$
\begin{aligned}
& 0 \rightarrow \frac{H^{1}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}_{\lambda, \mu}\right)}{\mathcal{H} \cdot \mathrm{BF}_{\lambda, \mu, 1}} \rightarrow \frac{H^{1}\left(\mathbb{Q}, \mathbb{V}^{\dagger}\right)}{\mathcal{H} \cdot \mathrm{BF}_{\lambda, \mu, 1}+\mathcal{H} \cdot \mathrm{BF}_{\lambda, \mu^{\prime}, 1}} \rightarrow \frac{H_{/ \lambda, \mu}^{1}\left(\mathbb{Q}_{p}, \mathbb{V}^{\dagger}\right)}{\operatorname{res}_{p}^{s}\left(\mathrm{BF}_{\lambda, \mu^{\prime}}\right)} \\
& \rightarrow H^{2}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}_{\lambda, \mu}\right) \rightarrow H^{2}\left(\mathbb{Q}, \mathbb{V}^{\dagger}\right) \rightarrow 0
\end{aligned}
$$

where $H_{/ \lambda, \mu}^{1}\left(\mathbb{Q}_{p}, \mathbb{V}^{\dagger}\right):=H^{1}\left(\mathbb{Q}_{p}, \mathbb{V}^{\dagger}\right) / H_{\mathrm{an}}^{1}\left(\mathbb{Q}_{p}, \mathbb{D}_{\lambda, \mu}\right)$ and $\operatorname{res}_{p}^{s}$ is the natural map

$$
\operatorname{res}_{p}^{s}: H^{1}(\mathbb{Q}, \mathbb{V}) \rightarrow H_{/ \lambda, \mu}^{1}\left(\mathbb{Q}_{p}, \mathbb{V}^{\dagger}\right)
$$

Notice that we also rely on the fact that $\mathcal{L}_{\lambda, \mu}: H_{/ \lambda, \mu}^{1}\left(\mathbb{Q}_{p}, \mathbb{V}^{\dagger}\right) \rightarrow \mathcal{H}$ is surjective, and the fact that $H^{2}\left(\mathbb{Q}, \mathbb{V}^{\dagger}\right)=\mathcal{H} \otimes_{\Lambda} H^{2}(\mathbb{Q}, \mathbb{T})$ when we use here the statement of Proposition 7.4.4.

Corollary 7.4.7. The ideal char $\left(H^{2}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}_{\lambda}\right)\right)$ divides the ideal

$$
\begin{gathered}
\operatorname{char}\left(\operatorname{coker} \operatorname{Col}_{\bullet, \circ}\right) E^{-1} r_{1} F s_{1}^{-1} \mathcal{L}_{\lambda, \mu^{\prime}}\left(\mathrm{BF}_{\lambda, \mu, 1}\right) \\
r_{1} F=r_{0} s_{1} E
\end{gathered}
$$

## Proposition 7.4.8.

Proof. Recall the element $\mathrm{BF}_{1} \in \operatorname{Frac} \mathcal{H} \otimes_{\Lambda} \bigwedge^{2} H_{\mathrm{IW}}^{1}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right), T\right)$ given as in Theorem 3.9.1. Let us choose $h \in \operatorname{Frac}(\mathcal{H})^{\times}$so that we have $e_{\eta} \mathrm{BF}_{1}=h \cdot\left(c_{1} \wedge c_{2}\right)$. It follows from (5.3.1) together with the defining property of $E$ and $r_{1}$ that $r_{0} h=r_{1} / E$. Comparing the definition of $h$ and $s_{1} / F$, we also see that $h=s_{1} / F$. Our assertion follows.

Corollary 7.4.9. The ideal char $\left(H^{2}\left(\mathbb{Q}, \mathbb{V}^{\dagger} ; \mathbb{D}_{\lambda}\right)\right)$ divides

$$
\operatorname{char}\left(\operatorname{coker} \operatorname{Col}_{\bullet, \circ}\right) L_{p}\left(f_{\lambda}, g\right)
$$

Proof. This follows on combining Corollary 7.4.7 and Proposition 7.4.8, together with the observation that $r_{0} \in \mathbb{Z}$ is invertible in the ring $\mathcal{H}$.

## Appendix: Images of Coleman maps

We describe the images of various Coleman maps up to pseudo-isomorphisms, which is relevant to our discussion in Remark 6.2.2. Throughout, $T$ denotes the representation $R_{f}^{*} \otimes R_{g}^{*}$ and

$$
\mathcal{L}_{T}: H_{\mathrm{IW}}^{1}\left(\mathbb{Q}_{p}, T\right) \rightarrow \mathcal{H} \otimes \mathbb{D}_{\text {cris }}(T)
$$

as before. We recall the following result from [Lei et al. 2011].
Proposition A.1. Let $z \in H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}_{p}, T\right), \delta$ a Dirichlet character of conductor $p^{n}>1$ and $0 \leq j \leq k_{f}+k_{g}+1$, then

$$
\begin{aligned}
\left(1-p^{j} \varphi\right)^{-1}\left(1-p^{-j-1} \varphi^{-1}\right) \chi^{j}\left(\mathcal{L}_{T}(z)\right) & \in \operatorname{Fil}^{-j} \mathbb{D}_{\text {cris }}(T) \\
\left(p^{j} \varphi\right)^{-n}\left(\chi^{j} \delta\left(\mathcal{L}_{T}(z)\right)\right) & \in \mathbb{Q}_{p}\left(\mu_{p^{n-1}}\right) \otimes \operatorname{Fil}^{-j} \mathbb{D}_{\text {cris }}(T)
\end{aligned}
$$

Proof. This is [Lei et al. 2011, Proposition 4.8].
Given a character $\eta \in \hat{\Delta}$ and an integer $0 \leq j \leq k_{f}+k_{g}+1$, we define

$$
V_{\eta, j}:= \begin{cases}\left(1-p^{j} \varphi\right)\left(\varphi-p^{-j-1}\right)^{-1} \mathrm{Fil}^{-j} \mathbb{D}_{\text {cris }}(T) & \text { if } \eta=\omega^{j} \\ \operatorname{Fil}^{-j} \mathbb{D}_{\text {cris }}(T) & \text { otherwise }\end{cases}
$$

Via our chosen basis $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ of $\mathbb{D}_{\text {cris }}(T)$, we identify $\mathbb{D}_{\text {cris }}(T) \otimes \mathbb{Q}_{p}$ with $L$. Let us write Col : $H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}_{p}, T\right) \rightarrow \mathcal{O} \otimes \Lambda^{\oplus 4}$ for the morphism given by $\left(\mathrm{Col}_{\#, \#}, \operatorname{Col}_{\#, b}, \operatorname{Col}_{b, \#}, \operatorname{Col}_{b, b}\right)$. For each $\eta \in \hat{\Delta}$, we may then identify $e_{\eta} \underline{\mathrm{Col}}$ as a map landing inside $\mathcal{O} \llbracket X \rrbracket^{\oplus 4}$ as before via $1+X=\gamma$, where $\gamma$ is our chosen topological generator of $\Gamma_{1}$. Recall that $u=\chi(\gamma)$.
Corollary A.2. Let $z \in H_{\mathrm{Iw}}^{1}\left(\mathbb{Q}_{p}, T\right), 0 \leq j \leq k_{f}+k_{g}+1$ and $\eta \in \hat{\Delta}$. Then,

$$
\left.e_{\eta} \underline{\operatorname{Col}}(z)\right|_{X=u^{j}-1} \in V_{\eta, j}
$$

Proof. Note that $\left.e_{\eta} \mathcal{L}_{T}(z)\right|_{X=u^{j}-1}=\chi^{j}\left(\eta \omega^{-j}\right)\left(\mathcal{L}_{T}(z)\right)$. Therefore, Proposition A. 1 says that

$$
\left.e_{\eta} \mathcal{L}_{T}(z)\right|_{X=u^{j}-1} \in P_{\eta, j}\left(\operatorname{Fil}^{-j} \mathbb{D}_{\text {cris }}(T)\right)
$$

where $P_{\eta, j}$ is given by

$$
\begin{cases}\left(1-p^{j} \varphi\right)\left(1-p^{-j-1} \varphi^{-1}\right)^{-1} & \text { if } \eta=\omega^{j} \\ v p & \text { otherwise }\end{cases}
$$

Recall from (5.1.1) that

$$
\mathcal{L}_{T}(z)=\left(\begin{array}{llll}
v_{1} & v_{2} & v_{3} & v_{4}
\end{array}\right) \cdot M_{\log } \cdot\left(\begin{array}{l}
\operatorname{Col}_{\#, \#}(z) \\
\operatorname{Col}_{\#, b}(z) \\
\operatorname{Col}_{b, \#}(z) \\
\operatorname{Col}_{b, b}(z)
\end{array}\right)
$$

Note that $\left.e_{\eta} M_{\log }\right|_{X=u^{j}-1}=A$, which is a consequence of (4.2.3). Recall that $A$ is the matrix of $\varphi$ with respect to the basis $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$, which implies our result.

Following [Lei et al. 2011, Proposition 4.11], this allows us to deduce the following description of the image of Col.

Corollary A.3. Let $\eta \in \hat{\Delta}$, then

$$
e_{\eta} \operatorname{Im}(\underline{\mathrm{Col}}) \otimes E=\left\{\underline{F} \in \mathcal{O} \llbracket X \rrbracket \otimes E: \underline{F}\left(u^{j}-1\right) \in V_{\eta, j}, 0 \leq j \leq k_{f}+k_{g}+1\right\} .
$$

If $\mathfrak{S}=\{(\triangle, \square),(\bullet, \circ)\} \in \mathcal{S}$, this corresponds to a two-dimensional subspace in $\mathbb{D}_{\text {cris }}(T) \otimes E$, generated by two elements of the basis $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$, which we denote by $V_{\mathfrak{S}}$. If we write $\operatorname{Col}_{\mathfrak{S}}$ for the wedge product

$$
\operatorname{Col}_{\Delta, \square} \wedge \operatorname{Col}_{\bullet, \circ}: \bigwedge^{2} H_{\mathrm{IW}}^{1}\left(\mathbb{Q}_{p}, T\right) \rightarrow \Lambda
$$

then we may describe its image by

$$
e_{\eta} \operatorname{Im}\left(\operatorname{Col}_{\mathfrak{S}}\right) \otimes E=\prod_{j=0}^{k_{f}+k_{g}+1}\left(X-u^{j}+1\right)^{n_{\mathfrak{G}, \eta, j}} \mathcal{O} \llbracket X \rrbracket \otimes E,
$$

where $n_{\mathfrak{S}, \eta, j}=\operatorname{dim}_{E} V_{\mathfrak{S}} \cap V_{\eta, j}$. If we do not tensor our image by $E$, we have that $e_{\eta} \operatorname{Im}\left(\operatorname{Col}_{\mathfrak{S}}\right)$ is pseudo-isomorphic to $p^{\mu_{\mathfrak{S}, \eta}} \prod_{j=0}^{k_{f}+k_{g}+1}\left(X-u^{j}+1\right)^{n_{\mathfrak{G}, \eta, j}} \mathcal{O} \llbracket X \rrbracket$ for some integer $\mu_{\mathfrak{S}, \eta}$.
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