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#### Abstract

An interesting class of subsets of lattice points in $n$-space arises naturally in the mathematical theory of (context free) languages. This is the class of semilinear subsets, a subset of lattice points being semilinear if it is the finite union of cosets of finitely generated sub-semigroups of the set of all lattice points with nonnegative coordinates.

The family of semilinear sets is here shown to be equivalent to the family of sets defined by modified Presburger formulas. A characterization of those semilinear sets which correspond to languages is then given. Finally, using the two preceding results and the known decidability of the truth of a modified Presburger sentence, a decision procedure is given for determining whether an arbitrary linear set corresponds to a language.


The class of semilinear sets, first considered in [3] was extensively studied in connection with the theory of bounded languages [1]. In [1] it was shown that the class of semilinear sets is closed with respect to Boolean operations. A consequence of these techniques (in particular, of the proof of Theorem 6.1 of [1]) is that the intersection of two finitely generated sub-semigroups of nonnegative lattice points in $n$-space is itself a finitely generated sub-semigroup.

The definition of a semilinear set as a finite union is an "internal" description of the set. More precisely, a semilinear set is defined by a finite set of nonnegative lattice points (called constants) to each of which is associated a finite set of nonnegative lattice points (called periods). The semilinear set is the set generated by adding to each constant an arbitrary finite sequence of its associated periods (allowing repetitions of the same period in the sequence).

Another class of subsets of nonnegative lattice points is defined by the modified Presburger formulas. This class is also closed with respect to Boolean operations [5]. The subsets in this class are defined by an "external" description. More precisely, each set in the class is defined as the extension of a modified Presburger formula with $n$ free variables, i.e., the set of all $n$-tuples of nonnegative integers satisfying the given formula.

Section 1 contains a proof that the family of semilinear sets is

[^0]identical with the family of sets defined by modified Presburger formulas. (This was stated without proof in [1].) Thus each set in this family has both an internal and external description. Furthermore, each description can be effectively obtained from the other. The situation is somewhat analogous to the two ways of describing subspaces of a finite dimensional vector space, the internal description for vector spaces consisting of a finite subset of vectors which span the subspace and the external description consisting of a finite system of linear equations whose solution space is the subspace.

Our interest in semilinear sets stems from their relation to languages. Section 2 is devoted to this relation. It is shown that those semilinear sets which correspond to languages can be given semilinear descriptions of a particular form. For the special case of linear sets we then give a decision procedure for determining whether an arbitrary set corresponds to a language. The general case is still unresolved.

1. Semilinear sets and Presburger formulas. Let $N$ denote the set of nonnegative integers and $N^{n}$ the Cartesian product of $N$ with itself $n$ times. For $x=\left(x_{1}, \cdots, x_{n}\right), y=\left(y_{1}, \cdots, y_{n}\right)$ in $N^{n}$ define $x+y=\left(x_{1}+y_{1}, \cdots, x_{n}+y_{n}\right)$ and, for $t$ in $N$, define $t x=\left(t x_{1}, \cdots, t x_{n}\right)$. Then $N^{n}$ is a semigroup and is partially ordered by the relation $x \leqq y$ if $x_{i} \leqq y_{i}$ for $1 \leqq i \leqq n$.

Given subsets $C, P$ of $N^{n}$ define $L(C ; P)$ to be the set of all $x$ in $N^{n}$ which can be represented in the form

$$
x=x_{0}+x_{1}+\cdots+x_{m}
$$

with $x_{0}$ in $C$ and $x_{1}, \cdots, x_{m}$ a (possibly empty) finite sequence of elements of $P, C$ is called the set of constants and $P$ the set of periods of $L(C ; P)$. If $C$ consists of a single element $c$ and $P=$ $\left\{p_{1}, \cdots, p_{r}\right\}$ we write $L(c ; P)$ and $L\left(c ; p_{1}, \cdots, p_{r}\right)$ for $L(\{c\} ; P)$. A subset $L$ of $N^{n}$ is said to be linear if there exist an element $c$ in $N^{n}$ and a finite subset $P$ of $N^{n}$ such that $L=L(c ; P)$. In this case $P$ generates a finitely generated sub-semigroup $S$ of $N^{n}$ and $L$ is the coset of $S$ in $N^{n}$ containing $c$. Thus $L$ is linear if and only if it is a coset of a finitely generated sub-semigroup of $N^{n}$. A subset of $N^{n}$ is said to be semilinear if it is a finite union of linear sets.

Examples. (1) In $N^{2}$ the set $A=\{(x, y) \mid x \geqq 1\}$ is a linear set, namely $A=L((1,0) ;(1,0),(0,1))$. Clearly $A$ is a sub-semigroup of $N^{2}$. Since no element of the form $(1, y)$ is a sum of other elements of $A, A$ is not finitely generated.
(2) In $N^{2}$ the set $X=\left\{(x, y) \mid y \leqq x^{2}\right\}$ is a sub-semigroup which is not semilinear. To see this, note that every vertical line meets $X$ in
a finite set. Thus each linear set contained in $X$ can only have periods $\neq(0,0)$ of the form $(x, y)$ with $x>0$. Let $L\left(c_{1} ; P_{1}\right), \cdots, L\left(c_{m} ; P_{m}\right)$ be a finite sequence of linear sets contained in $X$ and let

$$
M=\max \left\{y / x \mid(x, y) \text { in } \cup P_{j},(x, y) \neq(0,0)\right\}
$$

Then the slope of the line joining any two points of $L\left(c_{j} ; P_{j}\right)$ is $\leqq M$. If $z_{1}, z_{2}$ in $N$ are such that $M \leqq z_{1}<z_{2}$, then the slope of the line joining $\left(z_{1}, z_{1}^{2}\right)$ and $\left(z_{2}, z_{2}^{2}\right)$ is $z_{1}+z_{2}>2 M>M$. Therefore the set $L\left(c_{j} ; P_{j}\right), \quad 1 \leqq j \leqq m$, can contain at most one element of the set $\left\{\left(z, z^{2}\right) \mid z \geqq M\right\}$. Since $\left\{\left(z, z^{2}\right) \mid z \geqq M\right)$ is an infinite subset of $X$, it follows that $X \neq \cup_{1}^{m} L\left(c_{j} ; P_{j}\right)$. Thus $X$ is not semilinear.

From Theorem 6.1, Corollary 1 of Theorem 6.2, and Lemma 6.3 of [1] there follows

Theorem 1.1. The family of semilinear sets of $N^{n}$ is closed with respect to union, intersection, and complementation. The projection of a semilinear set is semilinear.

We now consider formulas ( $=$ statements) about nonnegative integers. If $P$ is such a formula and has $n \geqq 1$ free variables $x_{1}, \cdots, x_{n}$, we also write it as $P\left(x_{1}, \cdots, x_{n}\right)$. The set of Presburger formulas, ${ }^{1}$ denoted by $\mathscr{P}$, is the smallest class of formulas satisfying the following five conditions:
(a) For given nonnegative integers $t_{i}, t_{i}^{\prime}, 0 \leqq i \leqq n$,

$$
t_{0}+\sum_{1}^{n} t_{i} x_{i}=t_{0}^{\prime}+\sum_{1}^{n} t_{i}^{\prime} x_{i}
$$

is a formula in $\mathscr{P}$.
(b) If $P_{1}, P_{2}$ are in $\mathscr{P}$, so is their conjunction $P_{1} \wedge P_{2}$.
(c) If $P_{1}, P_{2}$ are in $\mathscr{P}$, so is their disjunction $P_{1} \vee P_{2}$.
(d) If $P$ is in $\mathscr{P}$, so is its negation $\sim P$.
(e) If $P\left(x_{1}, \cdots, x_{n}\right)$ is in $\mathscr{P}$ and $1 \leqq i \leqq n$, then the formula $\left(\exists x_{i}\right) P\left(x_{1}, \cdots, x_{n}\right)$ is in $\mathscr{P}$.

A Presburger sentence is defined to be a Presburger formula with no free variables. One of the main results is the following [2].

Theorem 1.2. It is decidable whether an arbitrary Preburger sentence is true.

Remarks. (1) The formula

[^1]$$
t_{0}+\sum_{1}^{n} t_{i} x_{i} \leqq t_{0}^{\prime}+\sum_{1}^{n} t_{i}^{\prime} x_{i}
$$
is regarded as a Presburger formula since it is equivalent to the Presburger formula
$$
\left(\exists x_{n+1}\right)\left(t_{0}+\sum_{1}^{n} t_{i} x_{i}=t_{0}^{\prime}+\sum_{1}^{n} t_{i}^{\prime} x_{i}+x_{n+1}\right) .
$$
(2) If $P\left(x_{1}, \cdots, x_{n}\right)$ is a Presburger formula, then the formula
$$
\left(x_{i}\right) P\left(x_{1}, \cdots, x_{n}\right)
$$
is regarded as a Presburger formula since it is equivalent to
$$
\sim\left(\exists x_{i}\right)\left(\sim P\left(x_{1}, \cdots, x_{n}\right)\right)
$$

Similarly if $P$ and $Q$ are Presburger formulas, $P \Rightarrow Q$ is regarded as a Presburger formula.

For $n>0$, a set $A$ is a Presburger set in $N^{n}$ if

$$
A=\left\{\left(x_{1}, \cdots, x_{n}\right) \mid P\left(x_{1}, \cdots, x_{n}\right) \text { is true }\right\}
$$

for some $P\left(x_{1}, \cdots, x_{n}\right)$ in $\mathscr{P}$. A Presburger set is a Presburger set in $N^{n}$ for some $n$.

It follows from (b), (c), and (d) that the family of Presburger sets in $N^{n}$ is closed under intersection, union, and complementation. From (e), the projection of a Presburger set is a Presburger set. Our interest in Presburger sets is due to the following result.

Theorem 1.3. The family of Presburger sets of $N^{n}$ is identical with the family of semilinear sets of $N^{n}$. Furthermore, each description is effectively calculable from the other.

Proof. It is obvious that every linear set, thus every semilinear set, in $N^{n}$ is a Presburger set. To see the reverse, by Theorem 1.1 it suffices to show that the set of nonnegative solutions of

$$
\begin{equation*}
t_{0}+\sum_{1}^{n} t_{i} x_{i}=t_{0}^{\prime}+\sum_{1}^{n} t_{i}^{\prime} x_{i} \tag{1}
\end{equation*}
$$

is semilinear. Let $C$ be the set of minimal solutions in $N^{n}$ of (1) and let $P$ be the set of minimal solutions in $N^{n}-0^{n 2}$ of the associated homogeneous equation

$$
\begin{equation*}
\sum_{1}^{n} t_{i} x_{i}=\sum_{1}^{n} t_{i}^{\prime} x_{i} \tag{2}
\end{equation*}
$$

Then $C, P$ are finite (by the corollary of Lemma 6.1 of [1]) and effec-

[^2]tively calculable (by Lemma 6.5 of [1]). It follows from the method of proof of Theorem 6.1 of [1] that the Presburger set defined by the equation in (1) is $U_{c \text { in }} L(c ; P)$. This gives the result.
2. Semilinear sets and languages. Let us recall the basic ideas associated with context free languages. A grammar $G$ is a 4 -tuple $(V, \Sigma, Q, \sigma)$ where $V$ is a finite set, $\Sigma$ is a subset of $V, \sigma$ is an element of $V-\Sigma$, and $Q$ is a finite set of ordered pairs of the form $(\xi, w)$ with $\xi$ in $V-\Sigma$ and $w$ a string over $V .(\xi, w)$ in $Q$ is denoted by $\xi \rightarrow w$. For strings $y, z$ over $V$, we write $y \Rightarrow z$ if $y=u \xi v, z=$ $u w v$, and $\xi \rightarrow w$. We write $y \stackrel{*}{\Rightarrow} z$ if either $y=z$ or if there exists a sequence of strings $z_{0}, \cdots, z_{r}$, called a derivation of $y \stackrel{*}{\Rightarrow} z$, such that $y=z_{0}, z_{r}=y$, and $z_{i} \Rightarrow z_{i+1}$ for each $i$. The language generated by $G$, denoted by $L(G)$, is the set of strings over $\Sigma,\{w \mid \sigma \stackrel{*}{\Rightarrow} w\}$. $A$ context free language (over $\Sigma$ ) is a language $L(G)$ generated by some grammar $G=(V, \Sigma, Q, \sigma)$. By a language we shall always mean a context free language.

Let $a_{1}, \cdots, a_{n}$ be distinct letters and let $a_{1}^{*} \cdots a_{n}^{*}$ denote the set of all words $w=a_{1}^{i_{1}} \cdots a_{n}^{i_{n}}, 0 \leqq i_{j}$ for $j=1, \cdots, n$. Let $\tau$ be the Parikh mapping of $a_{1}^{*} \cdots a_{n}^{*}$ into $N^{n}$ defined by

$$
\tau\left(a_{1}^{i_{1}} \cdots a_{n}^{i_{n}}\right)=\left(i_{1}, \cdots, i_{n}\right)
$$

Clearly $\tau$ is one-to-one. If $Z \subseteq a_{1}^{*} \cdots a_{n}^{*}$ is a language, then $\tau(Z)$ is a semilinear subset of $N^{n}$ [3]. We are interested in characterizing those semilinear sets $L \cong N^{n}$ such that $\tau^{-1}(L)$ is a language.

A subset $X$ of $N^{n}$ is said to be stratified if the following two conditions are satisfied:
(a) Each element in $X$ has at most two nonzero coordinates.
(b) There are no integers, $i, j, k$, $m$, with $1 \leqq i<j<k<m \leqq n$ and $x=\left(x_{1}, \cdots, x_{n}\right), x^{\prime}=\left(x^{\prime}, \cdots, x_{n}^{\prime}\right)$ in $X$ such that $x_{i} x_{j}^{\prime} x_{k} x_{m}^{\prime} \neq 0$. In other words, no two elements $X$ have nonzero coordinates which "interlace."

Lemma 2.1. If $Z \subseteq a_{1}^{*} \cdots a_{n}^{*}$ is a language, then $\tau(Z)$ can be represented as a finite union of linear sets each of which has a stratified set of periods.

Proof. We prove the lemma by induction on $n$. For $n=1$ or 2 every subset of $N^{n}$ is stratified, and the result is valid. Let $n \geqq 3$ and assume the lemma holds for languages in $a_{1}^{*} \cdots a_{n-1}^{*}$. By Lemma 2.5 of [1] every language in $a_{1}^{*} \cdots a_{n}^{*}$ is a finite union of sets of the form

$$
L(D, E, F)=\left\{\alpha_{1}^{i} u v a_{n}^{j} \mid a_{n}^{j} \text { in } D, u \text { in } E, v \text { in } F\right\}
$$

where $D, E, F$ are languages in $a_{1}^{*} a_{n}^{*}, a_{1}^{*} \cdots a_{q}^{*}, a_{q}^{*} \cdots a_{n}^{*}$ respectively, and $1<q<n$. Hence it suffices to prove the result for such a set $L(D, E, F)$.

Let $\tau^{\prime}: a_{1}^{*} \cdots a_{q}^{*} \rightarrow N^{q}$ and $\tau^{\prime \prime}: a_{q}^{*} \cdots a_{n}^{*} \rightarrow N^{n-q+1}$ be the appropriate Parikh mappings. Let $\mu$ be the mapping of $a_{1}^{*} a_{n}^{*}$ into $N^{n}$ defined by $\mu\left(a_{1}^{i} a_{n}^{j}\right)=(i, 0, \cdots, 0, j)$. By the induction hypothesis, $\tau^{\prime}(E)$ is a finite union of sets of the form $L\left(c^{\prime} ; P^{\prime}\right)$ where $c^{\prime}$ is in $N^{q}$ and $P^{\prime}$ is a stratified subset of $N^{q}$. Also by the induction hypothesis, $\tau^{\prime \prime}(F)$ is a finite union of sets of the form $L\left(c^{\prime \prime} ; P^{\prime \prime}\right)$ where $c^{\prime \prime}$ is in $N^{n-q_{+1}}$ and $P^{\prime \prime}$ is a stratified subset of $N^{n-q_{+1}}$. Since $\mu(D)$ is semilinear, $\mu(D)$ is a finite union of sets of the form $L(c ; P)$ where $c$ is in $N^{n}$ and every element of $P$ has zero as the $i$ th coordinate, $1<i<n$. Consequently $\tau(L(D, E, F))$ is a finite union of sets of the form

$$
L\left(\left(c^{\prime} \times 0^{n-q}\right)+\left(0^{q-1} \times c^{\prime \prime}\right)+c ;\left(P^{\prime} \times 0^{n-q}\right) \cup\left(0^{q-1} \times P^{\prime \prime}\right) \cup P\right)
$$

Since $P^{\prime}, P^{\prime \prime}$ are stratified, so are $P^{\prime} \times 0^{n-q}$ and $0^{q-1} \times P^{\prime \prime}$. Now each element of $P^{\prime} \times 0^{n-q}$ has its nonzero coordinates in the set $\{1, \cdots, q\}$, each element of $0^{q-1} \times P^{\prime \prime}$ has its nonzero coordinates in the set $\{q, \cdots, n\}$, and each element of $P$ has its nonzero coordinates in the set $\{1, n\}$. Therefore $\left(P^{\prime} \times 0^{n-q}\right) \cup\left(0^{q-1} \times P^{\prime \prime}\right) \cup P$ is a stratified set.

We now prove the converse.
Lemma 2.2. If the subset $L$ of $N^{n}$ is a finite union of linear sets each of which has a stratified set of periods, then $\tau^{-1}(L)$ is a language.

Proof. It suffices to prove the result for a set $L=L(c ; P)$ where $P$ is a stratified set. We do this by induction on $n$. If $n=1$ or 2 , then each subset $P$ of $N$ or $N^{2}$ is stratified. From the corollary to Lemma 2.2 of [1], it follows that $\tau^{-1}(L(c ; P))$ is a language if $P$ is finite.

Assume $n>2$ and that the lemma is true for $1 \leqq m<n$. We prove the result for $L(c ; P)$ by induction on the number of periods in $P$. If $P$ is empty, then $L(c ; P)$ consists solely of $c$. Therefore $\tau^{-1}(L(c ; P))$ is finite and hence a language. Assume $P$ is nonempty and consider the following two cases.

Suppose $P$ contains a period $p$ whose first and $n$th coordinates $p_{1}, p_{n}$ are both nonzero. Then $P^{\prime}=P-\{p\}$ is stratified and has fewer elements than $P$. Therefore $\tau^{-1}\left(L\left(c ; P^{\prime}\right)\right)$ is a language. Let $G^{\prime}=\left(V^{\prime}, \Sigma, Q^{\prime}, \sigma^{\prime}\right)$ be a grammar generating $\tau^{-1}\left(L\left(c ; P^{\prime}\right)\right)$. Let $G=(V, \Sigma, Q, \sigma)$ where $\sigma$ is an element not in $V^{\prime}, V=V^{\prime} \cup\{\sigma\}$, and $Q=Q^{\prime} \cup\left\{\sigma \rightarrow \sigma^{\prime}, \sigma \rightarrow a_{1}^{p_{1}} \sigma a_{n}^{p_{n}}\right\}$.

Clearly $L(G)=\tau^{-1}(L(c ; P))$, so that $\tau^{-1}(L(c ; P))$ is a language.
Suppose that $P$ contains no period having nonzero first and $n$th coordinates. If every period in $P$ having a nonzero first coordinate has all of its other coordinates zero, let $q=2$. If there exists a period in $P$ having nonzero first and $j$ th coordinate with $j>1$, let $q$ be the largest such $j$. Clearly $1<q<n$. From the way $q$ is chosen and the fact that $P$ is stratified, it follows that every element in $P$ either has zero $i$ th coordinate for all $q<i \leqq n$ or zero $i$ th coordinate for all $1 \leqq i<q$. Let $P^{\prime}$ be the set of those elements in $P$ having zero $i$ th coordinate for each $q<i \leqq n$ and $P^{\prime \prime}=P-P^{\prime}$. Let $c=$ $\left(c_{1}, \cdots, c_{n}\right), \quad c^{\prime}=\left(c_{1}, \cdots, c_{q}, 0, \cdots, 0\right)$, and $c^{\prime \prime}=\left(0, \cdots, 0, c_{q+1}, \cdots, c_{n}\right)$. Clearly $c=c^{\prime}+c^{\prime \prime}$ and

$$
L(c ; P)=L\left(c^{\prime} ; P^{\prime}\right)+L\left(c^{\prime \prime} ; P^{\prime \prime}\right) .^{3}
$$

Let $\Pi^{\prime}, \Pi^{\prime \prime}$ be the projections of $N^{n}$ onto $N^{q}, N^{n-q+1}$ defined by projecting to the first $q$, last $n-q+1$ coordinates respectively. Let $\tau^{\prime}: a_{1}^{*} \cdots a_{q}^{*} \rightarrow N^{q}$ and $\tau^{\prime \prime}: a_{q}^{*} \cdots a_{n}^{*} \rightarrow N^{n-q_{+1}}$ be the appropriate Parikh mappings. Then
and

$$
L\left(c^{\prime} ; P^{\prime}\right)=L\left(\Pi^{\prime}\left(c^{\prime}\right) ; \Pi^{\prime}\left(P^{\prime}\right)\right) \times 0^{n-q}
$$

$$
L\left(c^{\prime \prime} ; P^{\prime \prime}\right)=0^{q-1} \times L\left(\Pi^{\prime \prime}\left(c^{\prime \prime}\right) ; \Pi^{\prime \prime}\left(P^{\prime \prime}\right)\right)
$$

Therefore

$$
\tau^{-1}(L(c ; P))=\left[\tau^{\prime-1}\left(L\left(\Pi^{\prime}\left(c^{\prime}\right) ; \Pi^{\prime}\left(P^{\prime}\right)\right)\right)\right]\left[\tau^{\prime \prime-1}\left(L\left(\Pi^{\prime \prime}\left(c^{\prime \prime}\right) ; \Pi^{\prime \prime}\left(P^{\prime \prime}\right)\right)\right)\right]
$$

Since $P$ is stratified, $\Pi^{\prime}(P)^{\prime}$ and $\Pi^{\prime \prime}\left(P^{\prime \prime}\right)$ are stratified subsets of $N^{q}$ and $N^{n-q+1}$ respectively. From the induction hypothesis,

$$
\tau^{\prime-1}\left(L\left(\Pi^{\prime}\left(c^{\prime}\right) ; \Pi^{\prime}\left(P^{\prime}\right)\right)\right), \quad \tau^{\prime \prime-1}\left(L\left(\Pi^{\prime \prime}\left(c^{\prime \prime}\right) ; \Pi^{\prime \prime}\left(P^{\prime \prime}\right)\right)\right)
$$

are languages contained in $a_{1}^{*} \cdots a_{q}^{*}, a_{q}^{*} \cdots a_{n}^{*}$ respectively. Since the product of languages is a language, $\tau^{-1}(L(c ; P))$ is a language. Hence the lemma.

On combining Lemmas 2.1 and 2.2 we obtain
Theorem. 2.1. Given a subset $L$ of $N^{n}, \tau^{-1}(L)$ is a language if and only if $L$ can be represented as a finite union of linear sets each having a stratified set of periods.

We do not have a procedure for deciding whether a given semilinear subset $L$ of $N^{n}$ satisfies the condition of Theorem 2.1. The following results are directed toward a decision procedure for the special case when $L$ is a linear subset of $N^{n}$.

[^3]Lemma 2.3. Let $M=L\left(c_{1} ; P_{1}\right) \cup \cdots \cup L\left(c_{r} ; P_{r}\right)$ be a semilinear subset of $N^{n}$ and let $L(c ; p)$ be a linear subset of $N^{n}$, with one period, which meets $M$ infinitely often. Then there exists $1 \leqq i \leqq r$ and a positive integer $k$ such that $k p$ is a sum of positive multiples of some elements of $P_{i}$.

Proof. Since $L(c ; p)$ meets $M$ infinitely often, there exists $1 \leqq i \leqq r$ such that $L(c ; p)$ meets $L\left(c_{i} ; P_{i}\right)$ infinitely often. Let $P-0^{n}=\left\{q_{1}, \cdots, q_{m}\right\}$ and consider the set

$$
X=\left\{\left(s, t_{1}, \cdots, t_{m}\right) \text { in } N^{m+1} \mid c+s p=c_{i}+\sum_{1}^{m} t_{j} q_{j}\right\}
$$

By assumption, $X$ is infinite. By Lemma 6.1 of [1] there exist distinct elements $\left(s, t_{1}, \cdots, t_{m}\right)$ and $\left(s^{\prime}, t_{1}^{\prime}, \cdots, t_{m}^{\prime}\right)$ in $X$ such that $s \leqq s^{\prime}$ and $t_{j} \leqq t_{j}^{\prime}$ for $1 \leqq j \leqq m$. Then

$$
\left(s^{\prime}-s\right) p=\sum_{1}^{m}\left(t_{j}^{\prime}-t_{j}\right) q_{j}
$$

Thus $s<s^{\prime}$ or $t_{j}<t_{j}^{\prime}$ for some $j$. In either case, $k=s^{\prime}-s$ is positive and $k p$ is a sum of positive multiples of some elements of $P_{i}$.

Lemma 2.4. Let $X$ be a stratified subset of $N^{n}$ and $Y$ a subset of $N^{n}$. If for every $y$ in $Y$ there exists $x$ in $X$ and a positive integer $k$ such that $k x \geqq y$, then $Y$ is stratified.

Proof. If $k x \geqq y$ then $y$ can have nonzero coordinates only where $x$ has nonzero coordinates. From this and the fact that $X$ is stratified, it follows that $Y$ is stratified.

Lemma 2.5. Let $L$ be a linear subset of $N^{n}$ with set of periods $P$ and let $L^{\prime}$ be a linear subset of $L$ with stratified periods. Then there exists a finite subset $F$ of $L$ and a stratified subset $Y$ of $P$ such that $L^{\prime} \subseteq L(F ; Y) \subseteq L$.

Proof. Let $L^{\prime}=L(c ; X)$ where $X$ is a finite set of stratified periods. Let $Y$ be the set of all $y$ in $P$ having the property that there exists $x$ in $X$ and a positive integer $k$ such that $k x \geqq y$. By Lemma 2.4, $Y$ is stratified. For each $x$ in $X$, since $L(c ; x) \subseteq L$ it follows from Lemma 2.3 that there is a positive integer $k$ such that $k x$ is a sum of positive multiples of some elements of $P$. Note that these elements of $P$ are in $Y$. Let $X=\left\{x_{1}, \cdots, x_{m}\right\}$ and for $1 \leqq i \leqq m$ let $k_{i}$ be a positive integer such that $k_{i} x_{i}$ is a sum of positive multiples of some elements of $Y$. Let $F$ be the finite set

$$
F=\left\{c+\sum_{1}^{m} t_{i} x_{i} \mid 0 \leqq t_{i}<k_{i}\right\}
$$

We complete the proof by showing that $L^{\prime} \subseteq L(F ; Y) \subseteq L$. Now each element of $L^{\prime}$ is of the form $c+\sum_{1}^{m} s_{i} x_{i}$. For each $i$ there exists $r_{i}$ and $0 \leqq t_{i}<k_{i}$ such that $s_{i}=r_{i} k_{i}+t_{i}$. Thus

$$
c+\Sigma s_{i} x_{i}=c+\Sigma t_{i} x_{i}+\Sigma r_{i} k_{i} x_{i}
$$

is in $L(F ; Y)$. Hence the first inclusion holds. The second inclusion holds from the fact that $F \cong L$ and $Y \subseteq P$.

Corollary 1. A linear set $L=L(c ; P)$ is a finite union of linear sets with stratified periods if and only if it is a finite union of linear sets each of whose periods form a stratified subset of $P$.

Proof. If $L=L_{1} \cup \cdots \cup L_{m}$ where each $L_{i}$ is a linear set with stratified periods, it follows from Lemma 2.5 that there exist finite subsets $F_{1}, \cdots, F_{m}$ of $L$ and stratified subsets $Y_{1}, \cdots, Y_{m}$ of $P$ such that $L=\bigcup_{1}^{m} L\left(F_{i} ; Y_{i}\right)$. The corollary follows from this and the fact that, for $1 \leqq i \leqq m, L\left(F_{i} ; Y_{i}\right)$ is a finite union of linear sets with set of periods $Y_{i}$.

In case the periods are linearly independent (as vectors over the rationals) we obtain the following result.

Corollary 2. Let $L$ be a linear subset of $N^{n}$ with a linearly independent set of periods $P$. Then $\tau^{-1}(L)$ is a language if and only if $P$ is stratified.

Proof. If $P$ is stratified, it follows from Theorem 2.1 that $\tau^{-1}(L)$ is a language. We prove the converse. If $\tau^{-1}(L)$ is a language, it follows from Theorem 2.1 and Corollary 1 above that $L=\bigcup_{1}^{r} L_{i}$ where each $L_{i}$ is a linear set whose periods form a stratified subset of $P$. Let $L=L(c ; P)$, with $P=\left\{p_{1}, \cdots, p_{m}\right\}$. Then $L\left(c ; p_{1}+\cdots+p_{m}\right) \subseteq L$. By Lemma 2.3 there exist $1 \leqq i \leqq r$ and a positive integer $k$ such that $k\left(p_{1}+\cdots+p_{m}\right)$ is a sum of positive multiples of some periods of $L_{i}$. Thus $k\left(p_{1}+\cdots+p_{m}\right)=t_{1} p_{1}^{\prime}+\cdots+t_{s} p_{s}^{\prime}$, where each $p_{j}^{\prime}$ is a period of $L_{i}$ and $t_{j}>0$. Since $\left\{p_{1}^{\prime}, \cdots, p_{s}^{\prime}\right) \subseteq\left\{p_{1}, \cdots, p_{m}\right\}=P$ and $P$ is linearly independent, $\left\{p_{1}^{\prime}, \cdots, p_{s}^{\prime}\right\}=P$ and $k=t_{j}$ for each $j$. Since $\left\{p_{1}^{\prime}, \cdots, p_{s}^{\prime}\right\}$ is stratified, so is $P$.

Corollary 3. Let $L=L(c ; P)$ be a linear subset of $N^{n}$. If $\tau^{-1}(L)$ is a language, then for every period $p$ with more than two nonzero coordinates there is a positive multiple kp which is a sum of positive multiples of some stratified periods of $L$.

Proof. By Corollary 1, $L(c ; P)=\bigcup_{1}^{r} L\left(c_{i} ; P_{i}\right)$, each $P_{i}$ a stratified subset of $P$. By Lemma 2.3, there exists $1 \leqq i \leqq r$ and a positive integer $k$ such that $k p$ is a sum of positive multiples of some elements of $P_{i}$.

Examples. (1) We give a simple proof of Theorem 3.2 of [1]. That is, we show that if $L \leqq\{(i, j, k)\} \mid 0 \leqq i \leqq j, 0 \leqq k \leqq j\}$ and $L \cap L((1,1,1) ;(1,1,1))$ is infinite, then $\tau^{-1}(L)$ is not a language. Suppose the contrary, that is, suppose $\tau^{-1}(L)$ is a language. Then $L=$ $\bigcup_{s=1}^{r} L_{s}$ where each $L_{s}$ is a linear set with stratified periods. Since $L((1,1,1) ;(1,1,1))$ meets $L$ infinitely often, by Lemma 2.3 there exists $s$ such that some positive multiple of $(1,1,1)$ is a sum of positive multiples of some nonzero periods $p_{1}, \cdots, p_{m}$ of $L_{s}$. Let

$$
p_{1}=\left(p_{11}, p_{12}, p_{13}\right), \cdots, p_{m}=\left(p_{m 1}, p_{m 2}, p_{m 3}\right)
$$

Then there exist positive integers $t, t_{1}, \cdots, t_{m}$ such that $t(1,1,1)=$ $\sum_{h=1}^{r} t_{h} p_{h}$. Thus

$$
\sum_{1}^{m} t_{h} p_{k 1}=\sum_{1}^{m} t_{h} p_{k 2}=\sum_{1}^{m} t_{h} p_{h 3} .
$$

Since $L \subseteq\{(i, j, k) \mid 0 \leqq i \leqq j$ and $0 \leqq k \leqq j\}$ it readily follows that

$$
p_{k 1} \leqq p_{h 2} \text { and } p_{h 3} \leqq p_{h 2}
$$

for $1 \leqq h \leqq m$. Hence $p_{h 1}=p_{h 2}=p_{h 3}$ for each $h$. Therefore $p_{h}=$ ( $p_{h 1}, p_{h 2}, p_{h 3}$ ) has three nonzero coordinates, contradicting the condition that $\left\{p_{1}, \cdots, p_{m}\right\}$ is stratified.
(2) Let $L$ be the linear set in $N^{3}$ with constant $(0,0,0)$ and periods ( $1,1,1$ ), ( $1,0,0$ ), $(0,2,3)$. Since these periods are linearly independent but not stratified, it follows from Corollary 2 above that $\tau^{-1}(L)$ is not a language.
(3) The set $X=\left\{a^{i} b^{j} c^{i} d^{j} \mid 0 \leqq i, j\right\}$ is not a language since $\tau(X)=$ $L((0,0,0,0) ;(1,0,1,0),(0,1,0,1))$ whereas $(1,0,1,0),(0,1,0,1)$ are linearly independent and not stratified.

We now use Corollary 1 to obtain a decision procedure for determining of a linear set $L$ whether $\tau^{-1}(L)$ is a language.

Theorem 2.2. It is decidable to determine of an arbitrary linear set $L$ whether $\tau^{-1}(L)$ is a language.

Proof. By Theorem 2.1 we are reduced to showing that it is decidable whether $L$ is a finite union of linear sets each having stratified periods. Let $S_{1}, \cdots, S_{m}$ be all the stratified subsets of the periods of $L$. By Corollary $1, L$ is a finite union of linear
sets with stratified periods if and only if there exist finite (possibly empty) subsets $F_{i}$ of $L$ for $1 \leqq i \leqq m$ such that $L=\bigcup_{1}^{m} L\left(F_{i} ; S_{i}\right)$. Then $F=\bigcup^{m} F_{i}$ is finite. Since $F \subseteq L$ and $S_{i} \subseteq P, L=\bigcup^{m} L\left(F ; S_{i}\right)$. Hence, by Theorem 1.2, we need only show there is a Presburger sentence whose truth is equivalent to the condition that there exists a finite subset $F$ of $L$ such that $L \subseteq \bigcup^{m} L\left(F ; S_{i}\right)$.

By Theorem 1.3 there is a Presburger formula $P(x)$ for $L$, where $x=\left(x_{1}, \cdots, x_{n}\right)$. If $S_{i}$ consists of the elements

$$
y_{1}^{i}=\left(y_{11}^{i}, \cdots, y_{1 n}^{i}\right), \cdots, y_{r(i)}=\left(y_{r(i) 1}^{i}, \cdots, y_{r(i) n}^{i}\right)
$$

let $Q_{i}(z, x)$, where $z=\left(z_{1}, \cdots, z_{n}\right)$ be the Presburger formula

$$
\left(\exists t_{1}\right) \cdots\left(\exists t_{r(i)}\right) \bigwedge_{1}^{n}\left(x_{k}=z_{k}+\sum_{1}^{r(i)} t_{j} y_{k j}^{i}\right)
$$

Then $Q_{i}(z, x)$ is a Presburger formula with $2 n$ free variables. The corresponding Presburger set is the set of all $2 n$-tuples ( $z, x$ ) such that $x$ is in $L\left(z ; S_{i}\right)$. It follows that the Presburger sentence

$$
\begin{aligned}
& \left(\exists M_{1}\right) \cdots\left(\exists M_{n}\right)\left(x_{1}\right) \cdots\left(x_{n}\right) \\
& \quad\left[P(x) \Rightarrow\left(\exists z_{1}\right) \cdots\left(\exists z_{n}\right)\left[P(z) \Lambda \bigwedge_{1}^{n}\left(z_{i} \leqq M_{i}\right) \Lambda \bigvee_{1}^{n} Q_{i}(z, x)\right]\right]
\end{aligned}
$$

is true if and only if $L \subseteq \bigcup_{1}^{m} L\left(F ; S_{i}\right)$ for the finite set

$$
F=L \cap\left\{z \mid z \leqq\left(M_{1}, \cdots, M_{n}\right)\right\}
$$

Hence the result.
Our final result provides a condition for deciding for an arbitrary semilinear set $L$ whether $\tau^{-1}(L)$ contains an infinite language.

Theorem 2.3. Given a semilinear subset $L$ of $N^{n}, \tau^{-1}(L)$ contains an infinite language if and only if whenever $L$ is represented as a finite union of linear sets one of them has a period with exactly one or two nonzero coordinates.

Proof. If $L(c ; P) \subseteq L$ where $P$ contains an element $p$ having exactly one or two nonzero coordinates, then $L(c ; p) \subseteq L$. Therefore $\tau^{-1}(L(c ; p)) \subseteq \tau^{-1}(L)$. Clearly $\tau^{-1}(L(c ; p))$ is infinite and, by Theorem 2.1, is a language. We prove the converse.

If $\tau^{-1}(L)$ contains an infinite language, it follows from Theorem 2.1 that $L$ contains a set of the form $L(c ; p)$ where $p$ has exactly one or two nonzero coordinates. Given a representation of $L$ as a union of linear sets $L_{1}, \cdots, L_{m}$, it follows from Lemma 2.3 that there exists $1 \leqq i \leqq m$ such that some positive multiple of $p$ is a sum of positive
multiples of periods of $L_{i}$. Then $L_{i}$ has a period having exactly one or two nonzero coordinates.

The problem of finding a decision procedure for determining of an arbitrary semilinear set $L$ whether $\tau^{-1}(L)$ is a language is open.
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[^1]:    ${ }^{1}$ To be precise, this is the set of modified Presburger formulas. The original Presburger formulas [4] were defined over all the integers.

[^2]:    ${ }^{2}$ We use $0^{n}$ to denote $(0, \cdots, 0)$ in $N^{n}$.

[^3]:    ${ }^{3}$ For $X, Y \subseteq N^{n}, X+Y=\{x+y \mid x$ in $X, y$ in $Y\}$.

