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AN INDEPENDENCE PROPERTY
OF CENTRAL POLYNOMIALS

CHEN-LIAN CHUANG

Let Φn be the ring of n x n matrices over a commutative field Φ.
L e t f i ( x x , ... , x m ) a n d g i { y ι , ... , y m ) (/ = 1 , ... , fc) b e p o l y -
nomials with coefficients in Φ and with noncommuting indetermi-
nates in the disjoint sets {x\, ... , xm} and {y\, . . . , ym} . Assume
that / i(x i , . . . , xm), . . . , fk{x\, . . . , xm) are Φ-independent mod-
ulo the Γ-ideal of polynomial identities of Φ n . Consider the follow-
ing two statements: (1) whenever γjt=\ /i, . . . , xm)gi(yι, .. , ym)
is central on Φn , then so is each gi(yι, . . . , ym) (i = 1, ... ,k)

(2) whenever ΣLi Mχι > > χm)gi(yι, > ym) is a polynomial
identity for Φn , then so is each gi{y\, ... , ym) (/ = 1, . . . , k).
It is shown here that statement (2) is always true and that statement
(1) holds but for the exceptional case: n = 2 and Φ is the ring of
integers modulo 2.

I. Results. Throughout, Φ always denotes a (commutative) field
and, for n > 1, Φn denotes the ring consisting of all n xn matrices
over Φ. Let Z be an infinite set of noncommuting indeterminates
and let Φ{Z} be the free Φ-algebra generated by the set Z . By a poly-
nomial, in noncommuting indeterminates in the set Z and with its
coefficients in the field Φ, we mean an element of the free Φ-algebra
Φ{Z} . A polynomial f(z\, ... , zm) e Φ{Z} is said to be a polyno-
mial identity of Φn if for any aΪ9 . . . , am eΦn, f(aΪ9 . . . , am) = 0.

A polynomial f(z\, ... , zm) e Φ{Z} is said to be central on Φn,

if for any a\, ... , am G Φn, f{β\, . . . , am) is always in the center
of Φn . We let J'n denote the set of all polynomial identities of Φn .
Then J^ is a Γ-ideal in Φ{Z}.

As we will consider polynomials in indeterminates in two disjoint
sets, we make this notion precise as follows: Let X and Y be two
disjoint sets of noncommuting indeterminates. Polynomials in Φ{X}
and polynomials in Φ{Y} are said to be in noncommuting indetermi-
nates in the disjoint sets X and Y respectively. Set Z = XuY. The
free Φ-algebras Φ{X} and Φ{Γ} can be regarded as Φ-subalgebras
of Φ{Z} in a natural way. Hence the products and sums of elements
in Φ{X} U Φ{Y} can be taken in Φ{Z}.
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Assume that Φ is an infinite field. Let f(x\9...9xm)
g(yι, . . . , ym) be two polynomials in noncommuting indeterminates
in the two disjoint sets {x\9 ... 9 xm} a n d ίVi ? > ym} respectively.
It is proved in [2] by Regev that, if f(xχ, . . . , xm)g{y\, ••• >ym) is
central on Φn , then both f(xχ, ... , xm) and g{y\, . . . , ym) must
be also central. Our primary objective here is to prove the following
natural generalization

THEOREM. Let Φn be the ring ofnxn matrices over a field Φ
and let ^n be the T-ideal of polynomial identities of Φn. For i =
1, . . . , k, let fi{xx,... ,xm) and gi{yx, . . . , ym) be polynomials with
their coefficients in Φ and in noncommuting indeterminates in the dis-
joint sets {x\, . . . , xm} and {y\9 . . . , ym} respectively. Assume that
the polynomial X)f=1 f{xx, ... , xm)gi{y\, . . . , ym) is central on Φn.
Then, except only when k > 2, n = 2 and Φ is the Galois field with
only two elements, the following hold:

(1) If fi(x\, . . . , xm), i = 1, . . . , k, are Φ-independent modulo
<Jn, then all gi(y\, . . . , ym), i = I, ... , k, must be central on Φn .

(2) If gi(y\, . . . , ym), i = I, ... , k, are Φ-independent modulo
J^n, then all f(x\, . . . , xm), i = I, ... , k, must be central on Φn.

(3) If both the sets {ft(x\, . . . , xm): i = 1, . . . , k} and
{gi(yi> "- 9 ym)' i ~ 1, ... , k} are Φ-independent modulo J^, then
all f{xx,... ,xm) and gi{yλ, ... ,ym), i=l>... ,k, must be cen-
tral on Φn.

Unlike the result of [2], our field Φ need not be infinite. The only
exception in our theorem is the ring of 2 x 2 matrices over GF(2),
the integers modulo 2, and even in this exceptional ring, our theo-
rem above still holds when k = 1. Thus, the special instance of our
theorem above when k = 1 already generalizes the result of [2] by
removing the assumption that Φ is infinite.

An interesting immediate consequence is the following

COROLLARY. Let Φn, J^, f(x{, . . . , xm) and gi(y\, ... >ym)>
i = 1 , . . . , / : , be as explained in the theorem above. Assume that
Σ/Li Mχι > > χm)gi(y\ ,...,ym) 6 / » . Then, without any excep-
tion on k, n and Φ, the following hold always:

(1) If fi{x\, . . . , xm), i = 1, . . . , k, are Φ-independent modulo
<yn, then gi{yx, . . . , ym) eJ?n for all i= 1 , . . . , / : .

(2) If gi(yι, . . . , y m ) , i = 1 , . . . , / : , are Φ-independent modulo
J^n, then f i ( y x , . . . , y m ) G Λ for all i=l, ... , k .
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It is interesting to observe that, in the notation of the corollary
above, if both the sets {fi(xx, . . . , xm) i = 1 , . . . , Λ:} and
{Si(y\ 9 - > ym):/= 1 , . . . ,&} are Φ-independent modulo J^ , then
the polynomial Σ?=i fi(xx, . . . , xm)giiy\, -.. , J>m) can iever be an
identity of Φ w .

Before proceeding to the proofs, let us give an example showing that
the exceptional case of our theorem above really happens:

EXAMPLE. Let Φ the Galois field with only two elements 0 and
1. Let A be a new indeterminate intended to range over Φ2. The
possible minimum polynomials for elements in Φ2 are A, A - 1,
A2 - A, A2, (A - I) 2 and λ2 + A + 1. Let h(λ) = λ2(λ - I ) 2 . If the
minimum polynomial of a e Φ2 is A, A - 1, λ2 - A, A2 or (A - I ) 2 ,
then h(a) = 0. If the minimum polynomial of <a e Φ is A2 + A + 1,
then, since h(λ) = (A2+A+ 1)2 + 1, we have h(a) = 1. Hence h(λ) is
a central polynomial of Φ, and, for a e Φ2, h{a) = 1 when and only
when the minimum polynomial of a is A2 + A + 1. It is also easy to
see that there are only two elements whose minimum polynomials are
A2 + A + 1, namely, ax = (J J) and a2 = 1 + ax = ( ? } ) . Let x 9 y
be two distinct indeterminates. Set f\(x) = xh(x), fι{x) = (/i(*)) 2 ,
g\(y) = yΛ(j>) and g2(y) = (gι(y))2 Observe that, for a e Φ2,

α, if a = fl! o rα = α 2 ,

0, otherwise.

Thus none of f\{x), f2(x), g\{y), ĝ Cv) can be central on Φ 2 . Also
if a = a\ or if 0 = a2, then /l(α) = ^i(α) = α and /2(α) = g2(^) =
α 2 . Since a and α2 are Φ-independent, both the sets {f\(x)> f2(x)}
and {^i(y)? £2 00} are Φ-independent modulo J ^ . We show that
the polynomial f\{x)g\{y) + f2{x)g2{y) is central. If a Φ ax, α2 or
if b Φ a\, α 2 , then /^α) = f2(a) = 0 or ^(fc) = g2(b) = 0 respec-
tively a n d h e n c e f\{a)g\{b) + f2(a)g2(b) = 0 . If a = b = a\9 t h e n
/i(fl)Λ(fl) + fi(b)g2(b) = a\ + a\ = (ax + a2)2 = I 2 = 1. Similarly,
if a = b = a2, then /i(α)ft(α) + f2φ)g2{b) = a\ + a\ = 1 also. If
fl = ^i a n d i = β 2 ) then /i(fl)ft(ft) + f2(a)g2(b) = ^iα 2 + ^^2 = °
Similarly, if a = a2 and & = ax, then /i(tf)gi(&) + fi(ά)g2(b) = 0
also. Thus we have constructed a counterexample for k = 2. For
/: > 2, we pick new indeterminates X3, . . . , x^, ^3, . . . , y^, so that
they are distinct from each other and also distinct from x, y. Set
fi(Xi) = A(*/) and &(y/) = Λ ^ ) for / . = 3 , . . . , /c . Since all
fi(Xi) and ft(yι) (/ = 3, . . . , k) thus defined are central on Φ2
and since f\{x)g\(y) + fi{x)g2{y) has been already shown to be cen-
tral on Φ 2 , so must be fx{x)gx{y) + f2{x)g2{y) + Σ!i=ιfi(Xi)gi(yi)
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Since fi(Xi) (i = 3, . . . , k) involve indeterminates distinct from
each other and also from x, y, fi(Xi) (/ = 3, . . . , k) must be Φ-
independent from each other and also from f\(x)9 fi{x) modulo J ^ .
So fι(x), f2(x), /3(x3) , . . . , Λ(*fc) a r e Φ-independent modulo J^.
Similarly, gi(y), gi(y), gϊfo)> - - > SkM are also Φ-independent
modulo J^. We have constructed the desired example for any k>2.

II. Proofs. As our results are trivial when n = 1, we assume through-
out that n > 1. We will let e\j G Φn denote the n x n matrix unit
with 1 in its (/, y)-entry and 0 elsewhere. Our argument is based on
the following two simple facts:

Fact 1. Assume that n > 2 or Φ contains more than two elements.
If a G Φn is not central, then there exist finitely many invertible
elements u\, ... ,us such that β\2 = Σ)/=i Uiau~ι.

Proof. Let A be the additive subgroup generated by all conjugates
of a. Then the set A is obviously invariant under conjugations by
invertible elements of Φn and A is also noncentral since a e A is
noncentral. Since [Φn, Φn] is the only proper (noncentral) Lie ideal
of Φn, A must contain [Φn ,Φn] by Theorem 1 [1] and Theorem
2 [1] together. But en = ei2e22 " 2̂2̂ 12 € [Φ«, Φn] Q A. So there
exist finitely many invertible elements u\9 ... 9us £ Φn such that

For a eΦn, the centralizer of #, denoted by C(a), is defined to
be the set {x e Φn: ax = xα}. For simplicity of notation, we denote
the center of Φn by Φ.

Fact 2. Assume that « > 2 or Φ contains more than two elements.
If a e Φn is such that uau~ι - a € Φ for all invertible elements
u e C(e\2), then 0 = α + βen for some α, β e Φ.

Let a = X^> i =i α ^ ' e Φ« ^ e s u c ^ t t i a t > f°Γ a ^ invertible
elements w e C(^i2), wαw"1 - α e Φ, that is, ua - au = yw for
some y e Φ. First, consider the case n > 3. For j > 2, since
£i7 G C[e\ι) and (^i ;)

2 = 0, 1 + eiy is an invertible element in
C{en). So eij a-aeij = (1 +e\j)a-a{\ +e\j) = y(l +^i7) for some
y G Φ. Since both e1<7 α and α^i7 are of rank at most one, ei7α - ae\j
is of rank at most two and hence cannot be invertible in Φn (n>3).
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So eij a - ae\j = 0. By direct computation,

- aβ\j = ] Γ ajteu - ^ asieSj = 0.
ί=l s=l

By comparing the coefficients of both sides, we have ctjj = an and
α ; 7 = 0 for all t Φ j . Now, consider en, where i Φ 2. As before,
we have 0 = ei2a - αe/ 2 = Σ?=i <*iteit - Σ?=i α ^ 2 and hence, by
comparing the coefficients, α5; = 0 for all s Φ i. In particular, α i z =
0 for all / > 3. Combining all these together, we have a = a + ββ\2,
where α = α π = c*22 = = αrtΠ and β = αi2 .

Now consider the case n = 2. By our assumption, Φ contains
an element, say δ, other than 0 and 1. Since both \ + e\2 and
δ + en are invertible elements in C(e\2), we have e^a - ae\2 =
(1 + e\2)a - a(l + e\ι) = y(l + £12) for some y e Φ , and similarly,
£i2# - <z£i2 = (δ + e\ι)a - a(δ + en) = Ϋ{δ + en) for some γ1 e
Φ. Hence y(l + e^) = £120 — ̂ 1̂2 = / ( £ + 1̂2) This can happen
only when γ = / = 0, since 1+^12 and δ + e\2 are obviously Φ-
independent. Now, as before, let

Then

So Qf2i = 0 and a\\ = #22. That is, a = a + βe\2, where α = a n =
and β =

For brevity, we introduce the following definition:

DEFINITION. For a\, . . . , a^, b\, . . . , b^ e Φn, we write

(aι,...,ak)*(bι,...,bk)eΦ

if the following condition (*) is satisfied:

k

(*) Y^(uaiU~ι)(vbiV~ι) e Φ

for any invertible elements u,veΦn.

By conjugation (*) by u~ι, we have ]Cf=i Λ i ( w " l v )^ ' ( w ~ 1 | ; ) " ' 1 e

Φ. Since w"1^ also ranges over all invertible elements of Φn , (*) is
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equivalent to:

k

(*)' Σ ai(ybiv~~l) Ξ Φ for all invertible elements v G Φn.

Symmetrically, (*) is also equivalent to
k

(*)" ^2(uaiU~ι)bi G Φ for all invertible elements u G Φn.

In the following fact, we collect some simple properties about the
condition (*), which will be needed in the sequel:

Fact 3. Assume that ax,... , ak, bx,..., bk, b[,..., b'k G Φn.
(1) I f b o t h { a Ϊ 9 . . . 9 a k ) * ( b χ 9 . . . 9 b k ) e Φ a n d ( a Ϊ 9 . . . 9 a k ) *

( b [ 9 . . . 9 b ' k ) e Φ 9 t h e n (ax 9 . . . 9 a k ) * (bx + b\ 9 ... , b k + b'k) e Φ.
( 2 ) I f ( a i 9 ... 9 a k ) * { b Ϊ 9 ... 9 b k ) e Φ , t h e n { a \ 9 . . . 9 a k ) *

(vb\V~ι, ... , vbkv~ι) € Φ for any invertible element υ G Φ« .
(3) If (fli flfc)*(ίi W e Φ and bk = Efj/ M , where

A e Φ (/ = 1, ... , k - 1), then \ax + βλak, α2 +

Proof. Immediate.

Our Fact 3 above is concerned about variations of (b\, ... , bk) in
the condition (*). The corresponding properties concerning about
variations of (ax, ... , α^) in the condition (*) can be formulated
and proved similarly.

We start the proof of our main theorem with the following:

LEMMA 1. Assume that n Φ 2 or the field Φ contains more than two
elements. Let bx, ... , bk e Φn be Φ-independent. For ax, ... , ak e
Φn, if (ax,..., ak) * (bx,..., bk) e Φ, then aΪ9...9akeΦ.

Proof. If n = 1, then all elements of Φn are central and Lemma
1 holds trivially. So let n > 2. Assume on the contrary that Lemma
1 is false. Let k be the minimal integer such that the assertion
of Lemma 1 fails. First, assume that k = 1. Write a = ax and
b = bx for brevity. By our assumption, a is not central and, since
ab G Φ, b cannot be central either. By Fact 1, there exist invertible el-
ements ux, ... , us, ^ i , ... , vt G Φn such that eX2 = ΣUi Utaxu~l =
Σj=i vjbivj1. By Fact 3, ( E L i ̂ auj1) * ( Σ } = 1 vjbυj1) G Φ. So we
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have {en) * {en) e Φ. Let

υ=eι2 + e2i

Then υ is an invertible element of Φn and ve\2v~ι = eι\. Since
{en) * {en) € Φ, we have e\\ = en^n = en(yenv~λ) G Φ, a contra-
diction.

Now, assume k > 2. By reindexing α, , 6/ (/ = 1, . . . , k) if nec-
essary, we may assume that ak is not central. By Fact 1, there exist
invertible elements V\9 ... 9vs eΦn such that en = Σy=i vjakvjl

By Fact 3, <£} = 1 t ^ α i t ; / 1 , . . . , Σ ' =ivja k vj ι ) * (bΪ9 ... ,bk) e Φ.
Replacing each aΪ9 . . . , ak by £J. = 1 vy^vj"1, . . . , E ' = i ^ ^ v / 1 re-
spectively, we may assume that a^ = en to start with. Let u be
an invertible element of C(en). By Fact 3, (w^iw"1, . . . , ua^u'1) *
{b\,... , bk) eΦ and hence also \ua\U~x - a\, . . . , uaku~ι - αfc) *
( ό i , . . . , bk) e Φ. Since uaku~ι - α^ = 0, we have (wαiw"1 -
a\, . . . , uak_xu~ι - Λfr-i) * (Z?i,... , Z?̂ _!) G Φ . By the minimal-
ity of k, ua\vcx - αi , . . . , uak_χu~ι - ak__x are all central. Since
this holds for any invertible elements u e C{en), and since n > 2 or
|Φ| > 2, by Fact 2, * ! = < * ! + βxen ? . . . 5 α^_! = α^_! + βk^en for
some α 1 ?

H h

(1, en) * (£'1
independent,
be nonzero.

ak__u βu . . . , βk_x € Φ . By (3) of Fact 3,

Φ . Set &J =
Lk__χbk_χ and Z?2 = A * i + ^ βk-\^k-\ + bk . Then

9 b'2) € Φ. Since b\9 ... , bk are assumed to be Φ-
b'2 is Φ-independent of b[ and, in particular, must

Let υ be an arbitrary invertible element of Φn. By
Fact 3 again, {v(l)v~ι - 1, ^^12^"I - en) * (#15 ^ ) G Φ, that is,
{venv~ι - 1̂2) * Φ'2) G Φ. By our result for the case k = 1 in the
previous paragraph, ve\2v~ι - en € Φ Now let v = 1 + 2̂1 Then
v~ι = 1—^12. We compute venV1 -en = (1+^21)^12(1 — 2̂1)— 1̂2 =
- β n - ^2i + 2̂2 - B^t5 obviously, - ^ n - 2̂1 + 2̂2 cannot be central,
a contradiction. This completes our proof of Lemma 1.

LEMMA 2. Assume that n Φ 2 or Φ contains more than two el-
ements. Let fι{xx, . . . , Xm), . . . , fk{xx, . . . , xm) e Φ{*i ,...,xm}
be Φ-independent modulo J^. For any b\,... , bk e Φn, if
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Σ)f=i fi(χι 9 "- 9 Xm)bi G Φ for any assignment of values in Φn to
xι,...9xm, then bΪ9...9bkeΦ.

Proof. For any invertible element u G Φn and for any assignment
of values in Φn to X\, . . . , xm, we have, by our assumption, that

^2u~l,..., uxmtΓι)bi e Φ.
ι = l /=1

Hence, for any assignment of values in Φn to Xi, . . . , xm, we have
(/i(xi, . . . 9xm),... , Λ ( x i , . . . , x w ) ) * ( f t i , . . . , bk)eΦ.

First assume that &i, . . . , bk are Φ-independent modulo Φ, in
the sense that for any β\, . . . , βk G Φ, β\b\ + + βkbk G Φ im-
plies β\ = ••• = ^ = 0, i.e., {1, 6i, . . . , bk) are linearly inde-
pendent. Then, by Lemma 1, for any assignment of values in Φn

to xι, . . . , xm, fι(xχ, . . . , xm), . . . , /fcCxi, . . . , xm) G Φ and, by
our assumption on the Φ-independence of b\, . . . , bk modulo Φ,
/ i (* i , . . . ,xm) = ••• = fk(*i> ••• ί ^w) = 0. This is a contradic-
tion to the Φ-independence of / ^ x w ) / î x w )
modulo J*n . Thus {l9 b9 ... 9 b^} are linearly dependent. By rein-
dexing b\, . . . , bk if necessary, we may assume that {1, b\, . . . , bs},
where 0 < s < k, forms a Φ-basis of the Φ-subspace spanned by
{l,bl9...,bk}. For j = s+l9...9k, write 6; = Σ L i $ Λ £ / + y ω >
where, for / = 1, . . . , s, β^ , y(Λ e Φ. Hence

= [f\{X\,...,Xm)+

By Lemma 1 again, for any assignment of values in Φn to X\, ...,

xm, the matrices fi{x\, ... ,xm) + £ J L ί + i fj{x\, ... , xm)β\j),
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(/ = 1, . . . , s), as well as the matrix ΣjU+i fj{x\, . . . , xm)yU), are
all central in Φn and, since 1, b\, . . . , bs are assumed to be Φ-
independent modulo Φ, we have

k

f\(Xl,...,Xm)+ Σ C/)

j=s+\

fs(Xl, ..,Xm)+

But this contradicts with the Φ-independence of f\(x\, . . . , xm),
• > fk(χ\ 9 - - > *m) modulo J« . Hence s must be 0 and the unit 1
spans the Φ-subspace spanned by {1, b\, . . . , b^}. This is equivalent
to the fact that b\, . . . , b^ e Φ, as desired.

As with Lemma 1, there is also a symmetrical version of Lemma 2,
which can be formulated and proved analogously.

Our last lemma treats the special case when n = 2 and Φ contains
only two elements.

LEMMA 3. Let Φ = {0, 1} be the ring of integers modulo 2.
(1) For a,beΦ2\{0}> if(a)*(b)eΦ, then a,beΦ.
(2) Let fι(x{, . . . , x m ) , . . . , f k ( x ι ,...,xm)e Φ{x{ ,...9xm} be

Φ-independent modulo J^. For b\, . . . , b^ € Φ 2 , if

1=1

yί?r all X\, ... , xm£:Φ2, then b\ = = ^ = 0.

Proo/. (1) Let us determine the conjugacy classes of Φ 2 . Two ele-
ments in Φ2 are similar if and only if they have the same minimum
polynomials. The possible minimum polynomials in Φ2 are A, A + l ,
λ2, A2 + 1, λ2 + λ, A2 + A + 1. For a polynomial 0(Λ), in the in-
determinate A and with coefficients in Φ, let B(φ(λ)) denote the
set consisting of all elements in Φ2 whose minimum polynomials are
φ(λ) and also let A(φ{λ)) denote the additive subgroup generated by
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B(φ(λ)). By direct computation, we have the following list of all pos-
sible B(φ(λ)) and A{φ{λ)):

«*>-{(! ί) (?S) ( ί ί ) }
« * • » - { ( * ! ) • ( ! ? ) • ( ? ί ) }

? ί ) }{( ί ) ( ?
{0},

\) = {0, 1},
0 0\ ί0 l\ ί° 0\ fl l\ ί°

l l ) ' ( θ l ) ' ( θ l ) } '

A(λ2+λ)=Φ2,

For x, y G Φ2, if (^)*(y) G Φ2 and if one of x, y is central, then the
other must also be central. So let us assume, towards a contradiction,
that neither of a and b is central. Since {a) * (b) e Φ, (<z') * (bf) e Φ
for any af in the additive subgroup generated by the conjugates of a
and for any bf in the additive subgroup generated by the conjugates
of b. Observe that in the above list of A(φ(λ)), all but A(λ) and
A(λ2 + 1) contain the identity 1. If the minimum polynomial of b
is not λ2 + 1, then (a) * (1) e Φ and hence α must be central, a
contradiction. So the minimum polynomial of b is λ2 +1. Similarly,
the minimum polynomial of α is also λ2 +1. But then (0') * (b1) e Φ
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for any a1, b' e A(λ2 + 1). This is absurd: For instance,

This contradiction completes our proof of (1).
(2) Suppose not. Let k > 1 be the minimal integer such that the

assertion of (2) of this lemma fails. By (1) of this lemma, k>2. We
divide the argument, into three cases.

Case 1. For some i = 1, . . . , k, b\ = 1: By reindexing if necessary,
we may assume b\ = 1. For any invertible element u e Φ2, we have

> ••• > u~ιxmu)bi

By the minimality of A:, ubiu 1 = 6/ (/ = 2, . . . , k). Hence, for any
invertible element u e Φ2, ubt = biU (i = 2, . . . , k). By a direct
computation, Z?2, . . . , b^ must be all central. This contradicts with
the Φ-independence of f\ (x\, . . . , xm), . . . , fk(x\, . . . , *m) modulo

2. 77*e minimum polynomial of some bi (i = 1, . . . , k) is not
λ2 + 1: By reindexing if necessary, we may assume that the minimum
polynomial φ(λ) of b\ is not λ2+l. By the list of all possible A(φ(λ))
in the proof of (1), 1 6 A(φ(λ)). So there exist invertible elements
wi, . . . , us G Φ 2 such that £ j = 1 W M / 1 = 1. Set δ{ = ] Q = 1 w^/W"1

for z = 1, . . . , k. Then we have Σf= 1 /}(JCI , . . . , xm)b\ = 0 for any
assignment of values in Φ2 to X\, . . . , xm . But b[ = 1 and, by Case
1, this is impossible.



248 CHEN-LIAN CHUANG

Case 3. The minimum polynomial of each b\ (i = 1, . . . , k) is
λ2 + 1: Without loss of generality, we may assume b\ = ( Q }). Since
b\ is invertible, we have

i=2

By the minimality of k, b\bib^1 = 6/, that is, b\bi = ft, fc. Since
bi e B(λ2 + 1) and the only element in B(λ2 + 1) which commutes
with δi = (J I) is b\ itself, we have b\ = έ 2 = = bk. Hence
(Σ?=i/K*i> ... ,Xm))b\ = 0 for any xΪ9 . . . , x m e Φ . By (1) of
this lemma, X)f=1 ^ ( x i , . . . , xm) = 0 for any x i , . . . , xm G Φ 2 .
This contradicts with the Φ-independence of f\{x\, . . . , xm), . . . ,

9 χm) modulo Jζ and completes our proof.

Proof of Theorem. Observe that (3) follows from (1) and (2). As
(1) and (2) can be proved analogously, we give here only the proof of
(1): If n Φ 2 or the field Φ contains more then two elements, then
our theorem follows immediately from Lemma 2. If n = 2 and Φ
contains only two elements 0 and 1, then, according to the hypothesis
of our theorem, k must be one and the assertion of our theorem
follows immediately from (1) of Lemma 3.

Proof of Corollary. If n Φ 2 or Φ contains more than two elements,
then our corollary follows immediately from our theorem. If n = 2
and Φ contains only two elements 0 and 1, then our corollary follows
immediately from (2) of Lemma 3.
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