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TAU FUNCTIONS FOR THE DIRAC OPERATOR
IN THE EUCLIDEAN PLANE

JOHN PALMER

In this paper, the τ-functions introduced by M. Sato, M. Miwa,
and T. Jimbo in their study of monodromy preserving deformations
of the Dirac equation are rigorously identified as determinants of sin-
gular Dirac operators. The singular Dirac operators have branched
functions in their domains that reflect the monodromy in the deforma-
tion theory. The principal result is a new formula for the τ-function,
obtained by trivializing a suitable determinant bundle, that can be
simply related to the deformation theory and which may also be com-
puted in the transfer matrix formalism. These two different ways of
understanding the τ-function provide the link between the deforma-
tion theory and the quantum field theory significance of τ-function
as a correlation function. This connection is the central result of the
Sato-Miwa-Jimbo theory of Holonomic Fields.

Introduction. In this paper we develop a new version of the Sato-
Miwa-Jimbo theory of τ-functions for the Euclidean Dirac operator
acting in the plane R 2 . Before attempting to explain the features of
this analysis which are new it will be useful to recall the original set-
ting and results in [14]. In 1973 Wu, McCoy, Tracy, and Barouch an-
nounced results in Physical Review Letters [1] for the scaling limit of
the two point correlation function of the two dimensional Ising model.
In [19] and [20] they published a full account of the remarkable result
that this scaled correlation could be expressed in terms of a Painleve
function of the third kind. In a series of five long papers titled "Holo-
nomic Quantum Fields I-V" published in the years 1978-1980, the
mathematicians M. Sato, T. Miwa, and M. Jimbo (SMJ henceforth)
revealed that the WMTB result was a specal case of a more general
phenomena. There is a class of two dimensional quantum field the-
ories whose correlation functions (i.e., Schwinger functions) could be
expressed in terms of the solutions to nonlinear equations associated
with monodromy preserving deformations of linear differential equa-
tions. SMJ named these quantum fields "Holonomic Quantum Fields"
in reference to the intimate connection they have with holonomic sys-
tems of linear differential equations. A holonomic system of linear
differential equations is one that is "maximally overdetermined" in a
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technical sense and one of the tools introduced by SMJ in the study
of monodromy preserving deformation theory is the introduction of
an appropriate associated holonomic system. For example, they con-
sidered the Dirac equation in R2 (with a mass term)

D(m)ψ = 0,

and studied solutions to this equation which have isolated singulari-
ties at points Uj for j = 1, ... , n, where they are "branched" with
monodromy e~2πιlj. Of course, the solutions ψ to such a problem
ought to be considered as functions on the simply connected cover-
ing space of R2\{tfi, . . . , an}. In [14-111] SMJ showed that if one
confined oneself to the solutions of this problem which are in L2(R2)
then the space of solutions is ^-dimensional. They construct a canon-
ical basis {w\, . . . , wn} for this space and they show that the vector
[w\, . . . , wn] can be thought of as a flat section for a "Dirac compat-
ible connection" on the maps from R2\{a\, . . . , an} into C2n . The
holonomy of this connection about the point cij is simply related to
the monodromy e~2πιlj. The elements of the canonical basis Wj de-
pend on the points a\, . . . , an , of course, and a basic technique in
SMJ III is to extend the flat connection in the R2 variables to a con-
nection in the {a\, . . . , an} variables with respect to which the vector
[w\, . . . , wn] remains a flat section. The zero curvature condition for
this connection gives the deformation equations which SMJ associate
to the monodromy preserving deformation of the Dirac equation.

What has this to do with quantum fields? In SMJ IV singular field
operators Φι{aj) associated with the free Dirac field are introduced.
SMJ refer to the vacuum expectations of such fields as τ-functions
defining τ(α) by:

τ(a) = (Φιγ(ai)' φln{an)).

By introducing Dirac fields in the expectation defining τ , SMJ show
that one obtains wave functions for the Dirac equation which can ul-
timately be related to the canonical wave functions introduced above.
The systematic and clever introduction of local operator product ex-
pansions allows SMJ to recover the τ-function from the local expan-
sion coefficients of the wave functions. The field operators φι(a) in-
troduced by SMJ are quite singular objects and a lot of effort has gone
into trying to make rigorous mathematical sense of them. They turn
out to.be intimately related to the Federbush and massless Thirring
fields and the field theories associated with these formal quantum fields
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have been rigorously constructed by S. Ruijsenaars [13] and by A.
Carey, S. Ruijsenaars, and J. Wright [2]. These field theories have
been constructed in the Minkowski regime—the τ-functions (or more
precisely, objects akin to the SMJ τ-functions) should be the ana-
lytic continuations of the correlations to pure imaginary time but I
do not believe that this connection has been established yet. In an-
other direction lattice analogues for (Euclidean) holonomic quantum
fields were introduced in [7] and the convergence to a continuum limit
was proved (earlier, the SMJ analysis of the scaling limit for the Ising
model was dealt with in [9]). More recently, R. Davey [3] established
that the continuum limit of the lattice fields in [7] is associated with
an SMJ style deformation theory. However, his results also show that
the limiting τ-function is not always the same as the τ-function which
SMJ associate with their L2 deformation theory. The analysis in [3]
is difficult and tedious. It involves constructing lattice precursors of
the continuum objects (like wave functions and local expansions) that
are part of the SMJ analysis and then showing these lattice objects
scale to a continuum setting in which one can carry out the SMJ anal-
ysis. These results are instructive but one pays a high price in the
computational complexity that attends working on the lattice.

In the following we will introduce a mathematically well-defined
theory of τ-functions which produces the τ-functions to which the
lattice τ-functions scale. The approach we adopt by-passes the con-
struction of the field operators Φι(a). Instead we show that it is pos-
sible to introduce a family of Dirac operators Da^λ{rri) whose do-
main incorporates functions with "specified branching" e2πιλj at the
points cij (our parametrization of the monodromy by λj rather than
the lj used by SMJ may seem a small point but it is ultimately the
source of the difference between the results we present here and the
SMJ results!). We show that it is possible to "localize" the differen-
tial operator Daλ(m) away from its singularities (which consist of
branch cuts emerging from the points α,) and that the localization is
completely characterized by a family of subspaces (see E. Witten [18]
for a discussion of this idea) that belong to an infinite dimensional
Grassmannian. There is a holomorphic line bundle, det*, over this
Grassmannian first introduced by G. Segal and G. Wilson [15] and in
§4 we show that there is a trivialization of this line bundle over the lo-
calization subspaces which ίnakes mathematical sense of the following
definition of τ(a) (see (4.9)):
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We show that the logarithmic derivative of this τ-function is com-
putable in terms of data associated with the Green function Ga>λ(z, z1)
for Da9χ(m). The fundamental result (see (3.62) and (3.63)) that con-
nects this with the deformation theory is that daG

a>λ{z, zf) is finite
rank and expressible in terms of the basic wave functions (which are
not always in L2 in our version—half of them are always in L2 in the
SMJ theory). It is interesting to note that the factorization property
of the derivative of the Green function is a property that was empha-
sized by J. Myers in work on scattering theory that was the source of
the Painleve functions in the WMTB paper [18]. As another illustra-
tion of the central character of the derivative daG

a>λ we show in §5
that the deformation equations are an expression of the information
in d2Ga>λ = 0.

There are, I believe, a number of advantages to defining the τ-
function as the determinant of a differential operator. The first is that
the conceptual connection between the various elements of the SMJ
analysis become transparent—given that the derivative of the Green
function is expressed in terms of wave functions it is not surpris-
ing that the logarithmic derivative of the τ-function can be expressed
in terms of the local expansion coefficients for the wave functions.
Secondly, the generalization of the SMJ theory to say, monodromy
preserving deformations of the Cauchy-Riemann equations, is not pre-
cisely parallel to the Dirac case when one regards the deformation the-
ory as fundamental. In contrast, the introduction of Cauchy-Riemann
operators, da^ with domains that incorporate functions with pre-
scribed branching (or monodromy) matrices, e2πιLj, can be done in
a fashion that precisely parallels the Dirac case [8]. In the regular
singular case the τ-function has been defined by Malgrange [4] in a
fashion that makes it possible to write (see [8]):

On the technical side the formula (4.9) for the τ-function can also be
evaluated in the transfer matrix formalism (this is done here at the
end of §4). The result is a formula, (4.17), which can be matched
with the formula for the scaling limit of the lattice τ-function found
in [7]. We are thus able to by-pass the auxiliary constructions in [3]
in making a connection with the lattice theory. Osterwalder-SchradeT
positivity is an immediate consequence of the control of this scaling
limit and I believe that the rest of the Osterwalder-Schrader axioms
can be confirmed for the appropriate subclass of τ-functions (although
this is not taken up here).
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Finally generalizations beyond the examples considered by SMJ are
more easily approached through the formalism of differential oper-
ators and determinant bundles than they are through the represen-
tation theoretic formalism of free Fermi and Bose fields. The two
formulations are related (by G. Segal's infinite dimensional version
of the Borel-Weil construction [11]) but the less refined structures in
the determinant bundle approach make it possible to ignore compli-
cations such as the "unitary" structure in the representation theoretic
approach and to concentrate on the geometric role of the Green func-
tion in describing localizations. Generalizations to compact Riemann
surfaces with genus greater than 0 for the Cauchy-Riemann theory
and to manifolds with non-Euclidean metrics for Dirac theory imme-
diately suggest themselves. I should mention that quite independent
of these developments, C. Tracy has already introduced an extension
of the deformation theory to the hyperbolic plane [15], [10] and in col-
laboration with R. Narayanan has results for the zero curvature limit
of τ-functions [6].

Incidentally, if one regards the operators Ί)a,L and Da^(m) as
fundamental one sees that the Cauchy-Riemann theory naturally be-
longs on a compact Riemann surface and the Dirac theory needs the
mass term to give a regular theory on R 2 . The reason is that it is
important for the operators da^ and Da^λ{m) to be Fredholm op-
erators. Compactness ensures that the Cauchy-Riemann operator will
be Fredholm and the mass term makes the Dirac operator invertible.
The Ising case (monodromy -1) is singular from this point of view
as the associated Dirac operator Da^(m) is not Fredholm even with
the mass term. One symptom of this is that there is more than one
continuum theory associated with the monodromy parameter - 1 (the
scaling limits from above and below the critical point are different for
example).

I would now like to describe the organization of this paper. The first
section introduces the operator Da^(m) and summarizes a number of
results from SMJ III about local expansions of multivalued solutions
to the Dirac equation that will be used frequently in what follows. The
reader should be aware that our parametrization of the local expan-
sions differs from that in SMJ III. Some formulas, such as the local
expansion formulas for the basic wave functions (see (5.3)) "look"
the same as the formulas for the local expansions for the canonical
wave functions in SMJ III but the two wave functions are different in
general.
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The second section of the paper is devoted to the characterization of
the n-point Green function for Daiλ(m) following some ideas from
SMJ III and to the calculation of an explicit formula for the "one-
point" Green function. The principal results are (2.13), (2.14), (2.25)
and (2.26). I believe these results are new but they are closely related
to some formulas in SMJ IV which arise in calculating the normal
ordered exponential representation for the holonomy fields φι(a).

The third section is devoted to an existence result for the n-point
Green function, Ga>λ(z, z'), and to the calculation of its derivative
in the ' a' variables. The calculation of this derivative again follows
some ideas in SMJ III. The principal results are (3.62) and (3.63).
SMJ introduce and deal with a Green function in SMJ III whose ex-
istence can be established by first constructing the Green function for
the Helmholtz operator and then differentiating it to get the Green
function for the Dirac operator. Our Green function differs from the
SMJ Green function by a "wave function" whose existence can be
inferred from the developments found in §5 of this paper. An exis-
tence proof for the Green function along these lines is simpler than
the proof we have given but we did not present this proof for a num-
ber of reasons. The proof of the existence of the Green function that
is given here is based on subspace localization ideas, transfer matrix
calculations, and Fredholm theory. An advantage to this somewhat
awkward combination is that it makes the connection with lattice re-
sults straightforward. The explicit calculation of the one-point Green
function and the transfer matrix subspace transversality computation
in §3 are both important in this regard, and the latter is, in any case,
central to the τ-function construction in §4.

The fourth section introduces the τ-function. First a heuristic cal-
culation of άz\(Dayχ(m)) is made and then a rigorous definition (see
(4.9)) is given and shown to connect with the result of this calculation.
The principal result is Theorem 4.3.

The fifth section deduces the deformation equations for the low
order expansion coefficients of our fundamental wave functions from
the equation d%Ga>λ = 0. This section was included because, although
it is possible to connect the expansion coefficients that appear in our
formula for the logarithmic derivative of the τ-function with the local
expansion coefficients for the canonical wave functions of SMJ III, it is
excessively awkward to do so. Our conclusion is that the deformation
equations (5.21) and (5.22) with the algebraic side conditions (5.23)
and (5.24) have exactly the same form as the SMJ III deformation
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equations with the single exception of a positive definiteness condition
which is no longer satisfied by one of the matrices. We conclude by
carrying out the analysis of the two-point case in the one circumstance
where the result will look different from the SMJ analysis. It does not
look very different.

I would like to express my gratitude to D. Quillen, G. Segal, E. Wit-
ten, and B. Malgrange whose clear ideas on the subject of determinant
bundles and τ-functions made this work possible. I must also express
my debt to M. Sato, T. Miwa, and M. Jimbo. I have been studying
their work for more than ten years now and I am still amazed by their
achievement. Finally, I would like to thank C. Tracy for constant
support and enthusiasm in the pursuit of what must seem an endless
project.

1. Daλ(m) and local expansions.

Incorporating branching in the domain of the Dirac operator. The
Dirac operator in the plane is:

D =( °- d

\-dz 0

where

dz = ^(dx-idy) and dz = ^(dx + idy).

We are interested in defining a modified Dirac operator whose do-
main incorporates functions with specified branching at a collection
of points {ai, . . . , an} in R2 which we identify with C in the usual
fashion. For simplicity we will suppose that all the points a} lie
strictly in the lower half plane (that is, all the aj have second coordi-
nates that are strictly less than 0). Now choose real numbers λj for
j — 1, . . . , n so that:

and define:
yj(z) := (z - aj)λj = e^10^-^

where the logarithm in the definition is the principal value with branch
cut on the positive real axis. As z makes a counterclockwise circuit
of aj the function y ; changes by the monodromy factor Λ7 := e2πiAj.
We will say that the choice of λj less than one half in absolute value
realizes the monodromy Aj for the function yj with "minimal sin-
gularity" at aj (the function yj and its inverse yj1 are as "close" to
the constant 1 as they can be).
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Let λ = Σjλj and choose some point b which is strictly in the
upper half plane. Define:

γ\z):=z i ΪXT

with the conventions regarding the logarithm in the definition of
(z - b)λ as above. The function Y(z) is holomorphic in the lower
half plane except for branch cuts emanating from the branch points a}

where it realizes the monodromy Λy at cij with minimal singularity.
The function Y(z) tends to 1 near infinity on the negative real axis
and tends to the constant Π Λ/ near infinity on the positive real axis.
Between the branch cuts in the lower half plane the function Y(z)
tends to a constant that depends on the branch cuts involved. The be-
havior of Y(z) in the upper half plane will not be of any consequence
for us. We are now prepared to define a Dirac operator whose domain
incorporates branching with monodromy Λy at a}. Let φ denote a
bounded C°° function on R2 which is identically 1 in the lower half
plane and which vanishes identically for arguments with second co-
ordinates greater than some number slightly smaller than the second
coordinate of b . Thus φ Y is smooth in the upper half plane. Define:

Ύ(z) _ 0
0 Y{z)~

A measurable function f(z) will be in the domain of the operator
we are interested in provided φMf e H{(R2) and (1 -φ)f G Hι(R2)
where Hι is the standard Sobolev space of square integrable functions
with square integrable first derivatives. We will denote this domain
by 31 aχ and we observe that it has a norm given by:

It is not hard to check that this domain does not depend on the choice
of b or the choice of φ although the norm does depend on these
choices. If f^^a,λ we write:

Da9λf:=M*DMφf + D{l-φ)f

where M* denotes the transpose conjugate of the matrix M. A simple
calculation shows that:

Since Y is holomorphic and Y is anti-holomorphic in a neighborhood
of the real axis it follows that d=(Y) and dz{Y) both vanish in a
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neighborhood of the real axis. Thus the action of M*DM is the same
as the action of D for functions with support in a neighborhood of
the real axis. From this one may easily deduce that the operator Da λ

does not depend on the choice of φ . Similar considerations show that
Da λ does not depend on the choice of b either. It is clear that when
Da,λ is applied to a function / e 2Ja^λ that the result lands in:

where Rl and R+ are the lower and upper half planes respectively.
The range space &a,λ has a norm given by:

\\M*-ιgy+\\g\\Ll.

Now choose m > 0. We are now able to define the "massive" Dirac
operator which will be the principal object of our study:

where / is the 2 x 2 identity matrix. To make simple sense of this

as a map from S#a,λ to &a,λ
 w e w^ show that:

Suppose that / E 2>a^χ . We want to show that / e &a^ . It is clear
that / is in Hι(R\) and so it is automatically square integrable in the
upper half plane. It remains to check that M*~ιf is square integrable
in the lower half plane. But M * " 1 / = (MM*)~lMf and Mf is in
Hι of the lower half plane. Let Dj denote a small disk about the
point dj. In the complement of the union of the disks Dj in the
lower half plane the matrix function (MM*)~~ι is uniformly bounded.
Thus M*~ιf is square integrable in this complement. Employing a
smooth partition of unity to localize / inside the disks Dj one sees
that it will suffice to show that if g is an Hι function with support in
some Dj then (MM*)~ιg will be in L2 . The relevant singularity in
(MM*)~ι near aj comes from the factor \z - cij\±2λj. It will suffice
to show that if g is a function which is in Hι in a neighborhood
of a point (which we may take to be 0 for simplicity) and a < 1 is
a real number then r~ag is locally square integrable, where r is the
distance from 0. It is not hard to see that the L2 norm of the radial
derivative of g will be finite if g e Hι. The reader will not have any
trouble using this in turn to check that the desired result is implied by
the following proposition (in which the constant β = 2α - 1):
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PROPOSITION 1.0. Suppose that g(r) is a smooth function of r with
support in the domain 0 < r < 1. Let β be a real number strictly less
than 1. Then:

j\g{)\2rdr.j\g'{r)\2

Proof. It will suffice to prove this when g is real. Calculating a
derivative in r one finds:

γr{rι-βg{r)2) = (1 - β)r-βg{r)2 + Ir^ g{r)g'{r).

Integrating this from 0 to 1 and using the fact that rx~$ vanishes at
0 and g(r) vanishes at r — 1 it follows that:

(l-β) [\-Pg(r)2dr = -2 [lrι-βg(r)g'(r)dr.
Jo Jo

The Schwartz inequality implies:

l λ l y / 2 / l \ 1 / / 2

g\r)2rdr\ U r^g(r)2dλ .

Since lab < ε~ιa2+εb2 for any ε > 0 and r 1" 2^ < r~^ for 0 < r < 1
it follows that the right-hand side of this last inequality is dominated
by:

~ f g'{rγdr+-^--fr-βg{rγdr.
1 - p Jo ι ~ P Jo

If we now choose ε = ^- in this last expression and combine this
with the previous inequality then the desired result follows. D

Local expansions. We will understand the singular operator Da^λ(m)
primarily by localizing it away from its singularities (at the points
a\, . . . , an). In order to formulate and to understand these localiza-
tions we will make heavy use of results for local expansions of multi-
valued solutions to the Dirac equation. Suppose that α j s a point in
the plane and that B is an open ball centered at a. Let B denote the
simply connected covering of B\{a} . Suppose that p e B is a point
different from a and let γ denote a simple closed curve which starts
at p and makes a counterclockwise circuit of a. Then γ generates
the fundamental group of B\{a} and it acts as a deck transformation
on B . We will say that w: B —• C2 is a multivalued solution to the
Dirac equation with monodromy Λ at a if:

D(m)w(x) = 0 for x e B
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and

w(γx) = Aw(x) for x e B.

Now let b denote the horizontal ray with vertex a which emerges to
the right of α. If w(x) is a solution to the Dirac equation on the
open set B\b, and w(x) is a branch of a multivalued solution w(x)
with monodromy Λ at a then we will say that w(x) is solution to
the Dirac equation with monodromy Λ near a which is branched
along b. What is at issue here is that away from the vertex a along
the branch cut b, the function w(x) must have boundary values that
continue smoothly across b as solutions to the Dirac equation and
that the upper and lower continuations differ by a factor of Λ. It
is a result of SMJ III that such solutions to the Dirac equation are
characterized in terms of local expansions. We will now summarize
the results concerning these local expansions that will be of use to us.
Let R denote the differential operator:

_ - 1 Γ1 0

R : = z d z - z d 2 + - y Q _χ

It is easy to check that this "infinitesimal rotation" commutes with the
Dirac operator D(m). Now let / denote a real number and consider
the differential equations:

D{m)ψ = 0, Rψ = lψ

where ψ is a C2 valued function on the simply connected covering
space of R2\{0}. It is not hard to see that the "global" consequence
of being an eigenvector for R with eigenvalue / is that ψ(x) changes
by a factor of ^ 2 π ί( /+ 1/ 2) a s x makes a counterclockwise circuit of 0.
By working in polar coordinates it is not hard to see that the space
of such solutions ψ is two dimensional. Furthermore by calculating
the commutator of R with dz and dz one sees that the latter two
differential operators will map the / eigenspace for R into the / - 1
and / + 1 eigenspaces for R respectively. Following SMJ III we now
define:

(1.0) wι{r9 θ) =

and
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where //(r) is the modified Bessel function of the first kind. The
functions W[ and wf determine multivalued solutions to the Dirac
equation D(m)w = 0 and furthermore:

i [, Rwf = -Iwf.

The functions wι and w^_ι span the two dimensional space of (multi-
valued) solutions to the Dirac equation which are also eigenfunctions
of the infinitesimal rotation R with eigenvalue /. These eigenfunc-
tions are singled out by the requirement that the other infinitesimal
symmetries of the Dirac operator, dz and d z act in a simple fashion
as "ladder" operators. In fact, one has:

(1.2) dwi = yW/-i, dWi = y

and
rn

Finally, the parametrization of wf by minus the eigenvalue of R
rather than the eigenvalue itself is done so that both W[ and w^ι

become locally less singular at 0 at / increases. This simple change
will be very useful in sorting out the local singularity structure of
multivalued solutions to the Dirac equation—something that will be
important for us in what follows.

It is a result of SMJ III that any multivalued solution of the Dirac
equation, w, defined near 0 and with monodromy Λ = e2πιλ at 0
has a local expansion:

(1.4) w(r, θ) = Σ{ak(w)wk+λ(r, θ) + bk(w)w*k_λ(r, θ)}
k

where the sum is over the half-integers Z+j and the coefficients ak(w)
and bk(w) are complex numbers. For fixed r this expansion can be
identified with the Fourier series expansion for the smooth 2π peri-
odic function θ —> e~ιλθw(r, θ) and consequently the series converges
rapidly at fixed r (it certainly converges absolutely for example).

PROPOSITION 1.1. Suppose that \λ\ < \ and that w(z) is a mul-
tivalued solution to the Dirac equation in a neighborhood of 0 with
monodromy e~2πιλ. Then w(z) is locally in the domain of D^λ[m)
if and only if it has a local expansion of the form:

(1.5) w = ^2{ak(w)wk_λ + bk{w)w*k+λ}
k>0

where the sum is now over the positive half-integers.
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Proof. Let
zλ 0
0 Ύ-λ

with the principal values for the fractional powers as in the first sec-
tion. To say that w(z) is locally in ^ 0 , A means that for some δ > 0
the (single valued) function M(z)w(z) is in Sobolev space Hι(Bs)
where B$ is the ball of radius δ about 0. We will first show that
if w has an expansion of the form (1.5) then M(z)w(z) is in Hx

near 0. Suppose then that w is a multivalued solution to the Dirac
equation with a local expansion (1.5). We know that for some r0 > 0
the Fourier expansion of the single valued function eiλθw(r0, θ) is
absolutely convergent. Choose δ < r0. We will show that M(z)w(z)
is in Hι(Bδ). We begin by identifying the Fourier coefficients of
eiλθw(r, θ ) . I f

eiλθw(r,θ)= Y einθ\fn{"\

is the Fourier expansion then using (1.0) and (1.1) the Fourier coeffi-
cients fn(r) and gn{r) are given by:

(16) f (r) - i α"+1/27«-A(wr) f o r n > 0 ,
I b_n_ι/2l_n+λ(mr) for n < 0

and

for n > 0 ,

) f o r n < 0

f SΊ T

(1.7) gn(r) = l r

where /? is an integer. The following formula for the modified Bessel
functions will allow us to obtain simple estimates for the Fourier co-
efficients fn and gn:

where Re(ẑ ) > -j and

hp(r) = — / ( l -
V7r Jo

It is clear from this last formula that hv{r) is an increasing function
of r and using this fact together with (1.6) and (1.7) one finds:
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(1.8)

and

(1.9)

\fn{r)\ <
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n-λ

-n+λ
\fn(rQ)\ forn<0

\8n{r)\ <

( r \n~λ

f \gn(ro)\
VoJ

for n > 0

-n+λ
\gn(r0)\ ΐorn<0

where r < r 0 . One sees from this that the Fourier coefficients tend
at least geometrically to 0 as n —» oo for r < r 0 . Now let ψ(r, θ)
denote the function M(z)w(z) considered as a function of (r, θ).
Then one has:

for the Fourier expansion of ψ(r, θ). To show that this function is in
Hι(Bδ) one needs to show that ψ, | ^ , and \^ are all in L2(Bδ).
Calculating the L2{Bδ) norm for y/ in polar coordinates and making
use of the orthogonality of the functions einθ on the circle one finds
this L2 norm is proportional to:

oo ps oo rs

(1.10) T / r2*|/π(r)|2r</r + E / r'U\Sn{r)\2rdr.

Using the assumption |λ| < \ and the geometric estimate (1.8)-(1.9)
for the Fourier coefficients fn(r) and gn(r) for r < δ < r$ one easily
checks that this is finite. The r dependence of fn{f) is given by
rnhn_χ{r) for n > 0 and by r~n+2λh_n+λ{r) for n < 0. In every
case except n = 0 one finds that differentiating the power terms with
respect to r brings down a factor \ and a multiplier roughly of size
\n\. The reader should check that in each case (excluding, of course,
n = 0) the additional factor of \ gives terms in the analogue of
(1.10) for | ^ that remain locally integrable. The additional factor
of order \n\ is easily controlled by the geometric convergence (1.8)-
(1.9) and the terms in which hn_χ(r) and h_n+χ(r) are differentiated
are estimated by the obvious inequality h'u(r) < hy(r). Something
analogous occurs for the Fourier coefficients of g'n(r) and this suffices
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to demonstrate that | ^ is in L2{Bδ). Every Fourier coefficient of
i||f- picks up an additional local singularity of \ except the n = 0
coefficient (since this is killed by d/dθ) and an additional factor of
order \n\ compared to the Fourier coefficients of ψ . Once again this
suffices to show that the analogue of (1.10) for } | ^ is finite and hence
that this function is in L2(B$).

We leave it to the reader to check that Mwk_λ and Mw£+λ for
k < 0 are too locally singular at 0 to be in Hl(B$). Since Mwk_λ

and Mwk+λ make direct contributions to the Hι(B$) norm through
their Fourier coefficients it follows that no terms involving wk_λ or
wk+λ c a n 0 C C U Γ f° r ^ < 0 in the local expansion of a function in
3Sa χ . This finishes the proof of the proposition. D

We next recall Proposition 3.1.5 from SMJ III. Let W\ denote the
function defined by:

Then it is a result of SMJ III that Wι is square integrable at oo.
Up to a constant multiple W[ is the only multivalued solution to the
Dirac equation (branched at 0) which is an eigenfunction for R with
eigenvalue -/ and which is square integrable at oo. It is a result of
SMJ III that any multivalued solution to the Dirac equation which
is square integrable in a neighborhood of oo and has monodromy
multiplier e2πιλ in making a counter-clockwise circuit of a sufficiently
large circle about the origin has a convergent expansion:

(1.11) W(z)= ^ ck{W)wk_λ{z).
kez+ι/2

In SMJ III this result is used to prove the following proposition (see
Proposition 3.1.5. in [14-111]).

PROPOSITION 1.2. Suppose that w is a multivalued solution to the
Dirac equation which is branched at a\, ... , an. If w is square in-
tegrable in the exterior of the ball of radius R about 0 then in a
neigborhood of z = oo one has:

\Pw(z)\ =

where P is any polynomial in the differential operators dz, dz, and
R with constant coefficients. Furthermore any multivalued solution of
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the Dirac equation with a local expansion (1.11) in a neighborhood of

oc is square integrable near oo.

This will be of use to us when we examine the properties of the
Green function for Da^λ{m) in more detail. To conclude this section
we formulate a uniqueness result that is a consequence of the for-
mula 3.1.18 in SMJ III for the inner product of two (multivalued) L2

solutions to the Dirac equations in terms of their local expansion co-
efficients. Because of the slight difference in our notation for the local
expansion coefficients the result has a different look to it here. Suppose
that w and u are two multivalued solutions to the Dirac equation
which have the same (unitary) monodromy about the branch points
{fli,...,flΛ}. One finds then that:

(1.12) l-^w(z)u(z)dzd^ = d{w2(z)ΰι{z)i d~z)

= d(wχ(z)U2{z)idz).

Suppose now that w and u are locally in L2 at each of the branch
points and globally in L2 near oc . Let R(ε) denote the complement
in R2 of the union of the disks of radius ε about the branch points
aj for j = 1, ... , n. Let C/(ε) denote the circle of radius ε about
the point α 7 . Then Stoke's theorem transforms the integral:

/ w(z)u(z)dzdz
jR(e)

ιm
lR(ε)

into an integral over the union of the circles Cj(ε). It is a simple
matter to use local expansion results for w and u to evaluate those
boundary integrals in the limit ε —> 0. Suppose that the infinitesimal
exponent of monodromy for w at aj is λj. Then w and u will
have local expansions at av of the following sort:

k

where the sum is over the half-integers Z + \ and we have written
wk+λ a n d wk-λ as shorthand for wk+λ (z — au) and w£__λ {z-aΊ/).
We now divide the integers from 1 to n into two classes. Let N
denote those elements j e {I, ... , n} such that λj < 0 and let P
denote those elements j E { l , . . . , n } such that λj > 0. Recalling
that \λj\ < \ it is easy to check the smallest index k for which wk+λ
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is in L2 at av is - 1 / 2 if v € P and 1/2 if v e N . Thus we define:

In a similar fashion one sees that the smallest value of k for which
w£_λ is in L 2 near av is - 1 / 2 for v e N and 1/2 for ι / e P .

Thus we define:

Using (1.0) and (1.1) to do the Stokes' theorem calculation(s) sug-
gested above one finds:

PROPOSITION 1.3. Suppose that w and u are two multivalued solu-
tions to the Dirac equation both branched at the points {a\, . . . , an}
with the same unitary monodromy. If both solutions are in L2(R2)
then:

(1.13) ^ / w(z)ΰ(z)idzd-z = - —

and

(1.14) — / w{z)ΰ{z)idzd~z = S^\sp\cl{w)cv{u)
1 jtf m *~^

where:
sv := sin(π^)

and the two different forms result from the two different ways in which
the left-hand side of (1.12) is expressed as a derivative.

The uniqueness result we want is a direct consequence of Proposi-
tion 1.3.

PROPOSITION 1.4. Suppose that w is a multivalued solution to the
Dirac equation which is square integrable at infinity and which has local
expansion:

k>0

at the branch point av . Then the function w is identically zero.

Proof. To see this one needs only calculate the L2 norm of w using
(1.13) and:
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(b\l2{w),
<
I 0, I / G N . D

2. Calculating the Green function for Da λ when n = 1 .

Green functions. In this section we will define the Green function
for the operator Daχ(rή) and examine some of its properties assum-
ing that it exists. In succeeding sections we will prove the existence
of the Green function—first for the case of just one branch point by
exhibiting a formula for the Green function and then in the case of
n branch points using a combination of transfer matrix ideas, local-
ization, and Fredholm theory together with the formula from the one
point case. The Green function we construct will allow us to solve the
equation:

given a function g in L2 which has support disjoint from b, the
union of the branch cuts bj emanating to the right from the branch
points dj for j = 1, . . . , n . Our solution will end up in the domain
3>a,λ but we will not attempt to prove the estimates needed to extend
this to a full inverse on all of έ%a,λ- It *s useful to begin with a
calculation of the Green function for D(m) where no branch points
are involved.

The Green function for D(m) on R2. Consider the Euclidean Dirac
operator defined on R2 by:

dz 0

where dz = \{dx~ idy). We are interested in the Dirac operator with
a mass term defined by:

fΎΊ

D(m) = D+~I

where / is the 2 x 2 identity operator. In the Fourier transform
variables

the Dirac operator becomes multiplication by the matrix:

m -iξ
-iξ m
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where ξ = ζ\+iζ2 . The Green function, GQ(X) , for the Dirac operator
is thus:

m iζ\ eix<
iξ m ' ι κ n " l d ξ '

In a later calculation it will be very convenient to identify a particular

contour integral representation for this Green function. Suppose that

X2 > 0. Then the dξ2 integral can be closed in the upper half plane

with a single contribution from the pole at ζ2 - iyζj + w2 One

finds:
m ic

where ξ± := ξ\ ± Jξ2 + m2 . Now introduce a new variable u defined

by:
i *

u = --
m"

then:
m

and one finds:

where /R+ := {u\u = ia with a G R+} . The exponential factor in this
last integrand decays as u tends to 0 and also as u tends to oc. In
fact, it is easy to see that Cauchy's theorem permits one to deform the
contour /R+ to any other ray bR+ with Re(xδ) = x b > 0 (indeed,
our choice of the variable u was determined by the desire that the
admissible rays, bR+ , should have such a simple direct connection to
the disposition of the point x).

In particular one can choose b — x. Thus:

(2.0)

We leave it to the reader to check that this representation of the Green
function is valid even without the restriction x2 > 0. We may also use
the integral representations to identify the matrix elements of GQ(X)
with modified Bessel functions. One finds:

where as before x = x\ +
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It will be very convenient for later developments to make changes
in the kernel Go(x) associated with using the measure idxd~x —
2dx\ dx2 and the bilinear form (x, y) := x Jy where:

r. (0 i
J = { - i o

Define:

(2.2) G(x) := -GQ(X)J

so that the solution of D(m)f — g (for g e L2(R2)) is given by:

f(x)= ί G{x-y)Jg{y)ιdydy.
JR2

One can express this same observation as:

(2.3) ί (Gι,(x-y),D(m)f(y))ιdydy =/
R2

where G z ? . (x) denotes the /th row of G(x) (regarded as a vector
in C 2 ) . The reason we make this change is that the operator D(m)
is formally symmetric with respect to the bil inear form ( , •). One
consequence of this is that not only are the columns of G(x) solutions
to the Dirac equat ion but the rows are as well. In the calculation of the
m o r e complicated Green function for Da^(m) the use of this bilinear
pairing will allow us to work exclusively with the Dirac equat ion (were
we to use the s tandard Euclidean inner product we would be forced
to deal with solutions to the adjoint equat ion D{rn)*ψ = 0 as well).

Defining the Green function for Da^λ(m). We will now define the
Green function for Da^λ(m). The Green function Ga>λ(z, zr) will
denote the kernel of the inverse for Da^λ(m). If

then we want to recover / from g as follows:

(2.4) f(z) = f Ga>λ(z, z')Jg(z')idz'dlzf

JR2\b

where the essential support of g is supposed to be disjoint from b,
the union of the branch cuts b} ϊox j = 1, . . . , n . In order that f(z)
in (2.4) should satisfy the Dirac equat ion we want:

G l : The columns of the m a p z —• Ga>λ(z, z1) are mult ivalued
solutions of the Dirac equation, defined for z e R2\{z'} u b, and
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branched along bj with monodromy Λ7 = e~2πiAj. These solutions
have local expansions near av given by:

(2.5) G*//(z,z')

where the notation G. 7 signifies the 7 th column vector of the matrix

G.
The restriction on the local expansions in (2.5) is suggested by

Proposition (1.1) and will insure that the function / is locally in
3ta,λ To insure that f(z) is well behaved at 00 we require:

G2: The map:

z->Ga;}(z9z')eL2(R2\Bp)

for some p > 0. Here Bp denotes the ball of radius p about 0 in
R 2 .

Finally in order that the integral operator with kernel G α A ( z , z')
inverts Da^λ(m) away from the branch points we require:

G3: The difference of Ga>λ(z9 zf) and the unperturbed Green func-
tion G(z — z1) should be smooth along the diagonal. That is:

z -> Ga^\z, z') - G(z - z') e C\N(z'))

where N(z') denotes a neighborhood of zf which is disjoint from the
union of the branch cuts b.

REMARK. In SMJ III a "Green function" is introduced and char-
acterized by just such conditions. The one difference in what we do
here is in Gl . Our restriction on the local expansions near the branch
points dj is different than that in SMJ III.

It will take some work to establish the existence of a Green function
but following SMJ we can easily show that the conditions G/, for
/ = 1,2,3 uniquely determine Gaλ. The difference Δ(z, z') of
two matrix valued solutions to G/ for / = 1, 2, 3, again satisfies Gl
and G2 but G3 now implies that the columns of z -+ A(z , zf) extend
to z = zf as solutions to the Dirac equation. Thus the columns of
Δ(z, z') are multivalued solutions to the Dirac equation which are
globally in L2(R2) and have local expansions of type (2.5) at the
branch points. Proposition (1.4) implies that Δ(z, zf) — 0.

Before we turn to the calculation of the "one-point" Green function
we would like to show that the Green function Ga>λ(z, zf) can be
characterized by its behavior in the z1 variable. We will introduce a
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matrix Fa>λ(z, z') which is characterized by the analogues of G/ for
/ = 1, 2, 3 for the second variable z1. We will then do the standard
calculation using Stokes' theorem that is used to prove the symmetry
of Green functions in the classical case and we will find that:

We define Faλ by the following three conditions:
Fl : The rows of the map z' —> Fa>λ(z, z;) are multivalued solu-

tions of the Dirac equation, defined for z' e R2\{z}ub, and branched
along bj with monodromy Λ, = e2πιλj. These solutions have local
expansions near av given by:

(2.6) Ff;λ{z9z')

k>0

where the notation Fj 9. signifies the 7 th row vector of the matrix F .
Note that the monodromy for zf -> Fa>λ(z, z1) is the inverse of

the monodromy for z —• Ga*λ{z , z') at corresponding branch points.
F2: The map:

for some p > 0. Here Bp denotes the ball of radius p about 0 in
R 2 .

F3: The difference of Fa>λ(z, z1) and the unperturbed Green func-
tion G(z - z') should be smooth along the diagonal. That is:

z' _ Fa*\z, z') - G(z - zf) e C\N{z))

where N(z) denotes a neighborhood of z which is disjoint from the
union of the branch cuts b .

PROPOSITION 2.0. The matrix valued functions Ga>λ(z, z') and
Fa>λ(z, z') characterized by Gί for i — 1, 2, 3 and F/ for i =
1,2,3 are equal That is: Ga>λ{z, zr) = Fa>λ(z, z').

Proof. Suppose that / and g are smooth functions on some open
set U in R2 , then it is easy to check that:

(2.7) {D(m)f(z) Jg(z) - f(z) JD(m)g(z)}idzdz

Suppose that x and y are fixed elements of R2 which do not lie in b .
Let e > 0 be chosen so that the ball of radius ε about x , Be(x), and
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the ball radius ε about y, Be(y), do not intersect the union of the
branch cuts b . Let Nε(bj) denote open neighborhoods of the branch
cuts bj which are pairwise disjoint and do not intersect Bε(x)uBε(y).
Finally let Nε denote the union of Bε(x)uBε(y) with \JjNe(bj). To
show that Fa>λ(x,y) and Ga>λ{x, y) are the same we will set

f(z) = Fι

a:λ(x,z) and g{z) = Gafa,y)
in (2.7) above. Since D(m)f(z) = 0 and D(m)g(z) = 0 for z in the
complement of iVε it follows that the left-hand side of (2.7) vanishes
in this complement. Stokes' theorem shows that the integral of the
left-hand side of (2.7) over the complement of Nε is given by the
integral of a one form on the boundary. Thus:

(2.8) /
JdNε

The boundary of Nε consists of the circles of radius ε about x and
y and the boundaries of the neighborhoods Ne(bj). We haven't been
specific about Ne(bj) but now we observe that the exponential decay
of f(z) and g(z) implied by F2 and G2 and Proposition (1.2) shows
that we can collapse the boundary of each Nε(bj) to a contour which
comes in from oo along the top part of the ray bj makes a counter
clockwise circuit of α, of radius ε (for ε sufficiently small) and goes
back out to oo along the bottom of the ray bj. Because f(z) and
g(z) are branched solutions of the Dirac equation along each bj with
monodromy for f(z) that is precisely the inverse of the monodromy
for g(z) it follows that the contour integrals in (2.8) along the top
and bottom portions of the ray bj exactly cancel—the contribution
which each ΘNε(bj) makes to (2.8) is thus reduced to circuit integrals
of radius ε about the point α 7 . A calculation of these circuit integrals
using the local expansions for f(z) and g(z) that are described in
Fl and Gl show that they all vanish in the limit ε —• 0. The only
contributions to the circuit integral (2.8) which survive in the limit
ε —* 0 are the contributions from dBε(x) and dBε(y). Now F3
and G3 imply that Fa>λ(x, z) and Ga>λ{z,y) differ from G(x - z)
and G(z - y) by something which is continuous on the diagonal.
The formula (2.1) for Go(z) in terms of Bessel functions and the
asymptotics KQ(Z) X -log(z) and K'{z) x —l/z as z -» 0 now
permit one to calculate the contributions to (2.8) from dBε(x) and
dBε(y) in the limit ε —> 0. One finds that the contribution from
ΘBε(x) is Gf'j(x,y) in this limit and the contribution from dBε(y) is
-F?f{x, y). This finishes the demonstration that Faλ = Gaλ. D
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A Green function for Daχ[m) with one branch point. We next con-
sider the Dirac operator Da^(m) for a single branch point a\ — a
and monodromy parameter λ\ = λ. We will construct a Green func-
tion for Daχ(m) which will serve as a left inverse for the restriction
of Dayχ{m) to the functions in its domain which are mapped to zero
in a neighborhood of the branch cut emerging from a.

That Daίλ(m) is invertible is not too surprising. The operator Da λ

is formally skew symmetric and to say that Da^λ{m) is invertible is
roughly the same as saying that the real number -m/2 φ 0 is in
the resolvent set for Da λ. This same "argument" applies in the case
that there are n branch points to show that Daχ{m) is invertible. I
have not yet found a way to make this rigorous (what is missing is a
characterization of the range). Our construction of a Green function
for Da^(m) will stop short of the estimates needed to prove that
Da,λ(m) is indeed invertible. The existence of the Green function
will suffice to discuss the localizations of Daλ(m) which are the main
objects of interest for us, and is simpler to deal with.

We return now to the consideration of the case in which there is a
single branch point a. For simplicity we may take the branch point
to be at a = 0 since we may obtain the general result from this special
case by translation. Let D(m) denote the Dirac operator:

We will begin with a heuristic account of the "derivation" of a Green
function for Daχ{m) and then we will confirm that the formula we
obtain actually works.

Suppose that / is in the domain of D^χ{πί). To avoid any subtlety
in the following calculations we suppose that / is once differentiate
away from the branch cut on the positive real axis and that it has
continuous boundary values on the branch cut (though not necessarily
at the vertex 0). In the case of principal interest to us Doiχ(m)f(x)
will vanish in a neighborhood of the branch cut and / will have
continuous boundary values there.

We can think of the Green function G°>λ(z, z') as a pair of vector
valued functions G?; λ(z, z') for / = 1, 2 on R2\R+ x R 2\R+ such
that (see 2.3):

where R+ is the positive real axis and it is excluded to remind the
reader that the function / has a branch cut along R+ . Since / is a
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smooth function away from this branch cut we have D0^λ(m)f(y) =
D(m)f(y) for y φ R+. Now let r = \z\ and define /" = 5 r_ ε\R+

to be the ball of radius r - ε about 0 with that portion of the positive
real axis that lies inside this ball deleted. Let E+ = R2\{Br+ε u R+}
denote the exterior of the ball of radius r + ε with that portion of the
positive real axis that lies inside this exterior region deleted. Stokes'
theorem and equation (1.12) then imply that the integrals:

GpΛ(z, zf)-JD(m)f(zf)idzfdΎ
JI~

and

/ G^λ{z,z')-JD{rn)f{zf)ίdzfdτ
JE+

reduce to the boundary integrals:

(2.9) /
JdΓ

and

(2.10) / G°'A(z, z')Mz')dz' + (ήiλ(z9 zf)f2{zf)d-zf

since z1 —• G^λ{z, z1) is a non singular solution to the Dirac equation
inside the sets / " and E~ . In the limit ε —• 0 the sum of these two
contour integrals should reproduce fi(z). The boundary dl~ and
the boundary dE+ each consist of two pieces—one piece a circle of
radius r ± ε and the other piece made up of the "top" and "bottom"
portions of the positive real axis that are included in I~ and E£.
The integrals over the top and bottom portions of the real axis will
cancel provided fj(zf)G°i

 λ(z, zf) is continuous across the real axis.
This will happen for smooth / if:

is continuous across the positive real axis and this is, in turn, a con-
sequence of the local expansion Fl for the Green function.

Finally, the sum of the two remaining circuit integrals should re-
produce the function //(z) in the limit ε —• 0. Let (r, θ) denote the
standard polar coordinates of a point in R2 . Then we will achieve the
result we desire if:

(2.11) {G/Ίiλ(r9θ9r+9 θf) - &λ(r9θ9 r-, θ')}ieiθ'r = δnδ(θ - θ')
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and

(2.12) {G? 2 ' λ (r , 0 , r + , 0 0 - ^ V , #>>*-> tfO^'^

where r+ is the limit from above r and r— is the limit from be-
low r. This translation of the condition F3 for G0>λ(z, z1) into the
jump conditions (2.11) and (2.12) for G°>λ(z, z') is the main point
of this exercise. Now we will use this to find an explicit formula
for G°>λ(z, zι). We begin by writing down the local expansion for
(ή;λ(z, zf) in z' near 0:

(ή;λ(z, zf) = ̂ {ak^(zA)wku(z') + βk,i(z,λ)w*k_λ(z')}.
k>0

The components of the Green function G*}'λ(z, zf) that we are inter-
ested in should tend to 0 as zf tends to oo in the plane. Recalling
Proposition (1.2) we have:

keZ+l/2

Our goal is to calculate the coefficients ak s / ( z , λ), βkj(z,λ), and
ykj{z 5 λ) Since the columns of the Green function should be multi-
valued solutions to the Dirac equation as well as the rows it is fairly
clear that the vector valued functions:

k(z, λ) . - I / n , Pk\z > λ) -= [ o /_

ought to be multivalued solutions of the Dirac equation branched
along R+ with monodromy e~2πiλ. To further specify these func-
tions observe that D^λ(m) acts like D{m) away from the branch
cut on the positive real axis and so commutes with the infinitesimal
rotation R (apart from domain considerations). Thus the operator
associated with G°>λ ought to "commute" with R. One may check
that R is formally skew symmetric with respect to the pairing asso-
ciated with the bilinear form ( , •) and the measure idzd~z . Using
this to express the fact that G O λ and R commute one finds:

Rak(z, λ) = ~(k + λ)ak(z,λ) Rβk(z, λ) = (k-λ)βk{z,λ)

and
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Thus the multivalued solutions to the Dirac equation that we seek are
all eigenfunctions for the infinitesimal rotation R. Clearly G2 suggests
the functions ak(z, λ) and βk(z, λ) ought to be square integrable at
oo and so we have:

ak(z, λ) = akiλwk+λ(z) and βk(z, λ) = βk^λw_k+λ{z)

for some constants akχ and βk^χ. The function γk(z, λ) need not
be square integrable at infinity but it must not be too singular at z = 0.
Thus Gl suggests:

γk(z,λ) = ak,λwk_λ(z) + bkAwl+λ(z)

for some constants akχ and bkχ which are zero for k < 0 . We now
assemble these observations into formulas for the Green function:

k>0

for all \zf\ < \z\ and

k>0

for all \z'\ > \z\. In each of these formulas the tensor product notation
is used to signify the usual matrix product of a column vector with a
row vector:

A2B2\-

I n o r d e r t o d e t e r m i n e t h e c o n s t a n t s akλ, βk,χ, akλ a n d bkλ in
these formulas we n o w enforce (2.11) a n d (2.12) m a k i n g use of t h e
W r o n s k i a n for modif ied Bessel funct ions :

T r \τ ί \ T / \τ / \ 2sin(/cπ)

One finds:

βk,λ = -βk,λ and bk^λ = -akλ

with:

Q -im{-\)k+χl2
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The expansions that result for the Green function are:

{wk+λ(z) <g> wk+λ(z') - w_k+λ(z) ® w*k_λ(z')}

for \z'\ < \z\ and

k>0

for |z' | > | z | . We will check that these formulas make sense (i.e.,
converge in the appropriate sense) and represent the Green func-
tion in just a moment. At this point we can do a calculation in the
one point case (at least formally) that is the fundamental result in
our version of the SMJ analysis. The Green function for Da A is
Ga>λ(z, zf) = G°>λ(z - a, z' - a) obtained from the Green func-
tion above by translation. Using either (2.13) or (2.14) one finds the
derivative of this Green function with respect to the parameter a is:

daG
a\z, z') = 8 S - a) .λ(z' - a)

7

daG
a>λ(z, z') = ^

7* Wl

-a)® w-ι,2-λ

The analogous result for the Green function with ft-branch points will
be a principal object in the third section of this paper.

FIGURE 1
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FIGURE 2

In order to discuss the convergence of the infinite series (2.13) and
(2.14) for the Green function and to prove that they do give a repre-
sentation for the kernel of the inverse of the appropriate operator it
will be very convenient to introduce contour integral representations
for the wave functions Wj(z) and wf(z). We first discuss the two
sorts of contours that will be important for us. Let b denote a non
zero point in C and write bR+ = {ab\a > 0} for the ray through
0 and b. We will write Cε(b) for the contour that surrounds £R+

in a counter-clockwise manner in the following fashion. The contour
Cε(b) follows the ray parallel to bR+ from oc to eιεb\ it then fol-
lows the circle of radius \b\ from eιεb counter-clockwise to e~ιεb\
finally it travels from e~ιεb along the ray parallel to bR+ out to oc
(see Figure 1). The contour C%(b) starts at 0 and follows the line
to eιεb it then makes a counter-clockwise circuit from eιεb to e~ιεb
along the circle of radius \b\; finally it returns to the origin along the
line which joins e~iεb to 0 (see Figure 2). Now suppose that f(v)
is a holomorphic function for v £ C\Z?R+ and define:

/ f(v)dv = lim / f(υ)dv
Jck(b) ε->°Jcε

k(b)
provided, of course, that the limit makes sense. We are exclusively
interested in the case where the function f(v) has boundary values on
the ray bR+ which depend, however, on the side the ray is approached
from. To describe these functions we introduce a logarithm,
with a branch cut on the ray Z?R+ by:

arg(ft) - 2π < lm(logb(z)) < arg(δ)

for z not in 6R+ and arg(Z?) chosen so that:

0 < arg(fc) < In.

Now define:
e(z, v) = e-(m/2)(Ίv+zv~ι)
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and let ΉP(b) denote the half plane in C consisting of those vectors,
z, with positive Euclidean inner product z b = z\b\+ z2b2 > 0 with
b. If b is chosen in the left half plane and z e HP(b) then:

(2.15) „,(*) = ,*«-•«/ dv^ υ)V'-"2([

and

(2.16) wf(z) = β-«('+>/2) ί dve{z>V)V ( l \
JC{(b) l π ι v \vJ

In each integral the fractional powers of v are defined by:

The restriction z b > 0 implies both that Re(zι ) > 0 and Re(zw *)
> 0 for all υ that lie on 6R + . This implies that the exponential
factor e(z, i;) controls the polynomial singularities in the integrands
at both 0 (for C2{b)) and oo (for Cx{b)). We restrict b to the left
half plane to single out a branch of the multivalued functions ιu/(z)
and wj(z). Only for points z on the positive real axis or for z = 0
is it not possible to find a b in the left half plane with z b > 0. We
leave it to the reader to check that this choice of a branch for W[ and
wj corresponds to restricting θ in (1.0) and (1.1) to values between
0 and In.

Cauchy's theorem implies that one may choose any b e HP(z) in
the contour representations for Wι(z) and wf(z) without changing
the values of the integrals. One obvious choice that will be useful for
us is to choose b = az for some a > 0. Thus:

(2.17) wΛz) =eιπ[l

Jc2{az) ϊπiv \-v

and

(2.18) wϊ(z) = e-^V ί
1 Jc -v

where in each of the two preceding representations z e C\R+ . These
representations of W[(z) and wf(z) allow us to obtain a useful repre-
sentation of wι(z) = wf(z)-w_ι(z) as well. Let C(b) = C2{b)-Cλ(b)
(strictly speaking, we ought to define C(b) as a limit just as Ck{b)
was defined). The circular arcs in C\{b) and Cι(b) cancel and we find
that C(b) consists of the difference of the two sides of the ray &R+ .
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The representation for i&/(z) that arises by subtracting the preceding
representations for wf(z) and w_ι(z) is then:

wl(z) = e~i^M^ / dv [ V ( .
Jc(az) 2πιv \-υJ

We may also write this last integral as:

/ / i \ \ r e(z v)y-ι~1/2

(2.19) wι(z) = 2ism(π[l+±)) / dv l ' ;

2πίv \-v

where it is understood in the last integral that the fractional power
of v which occurs is determined by the principal value 0 < arg(f) <
2π . We are now prepared to use these representations to establish the
convergence of the infinite series for the Green function given above.
For simplicity we will treat the case \z'\ < \z\ in detail and only
indicate the changes needed to handle the other case. Substituting
(2.19) into (2.13) one finds the two sums:

m v - Γ , e(z,u)u~λ ί 1 \ . k_ι/2

k_U2

and

/ 1 i n m v ^ f , e(z, u)u~λ ( 1

(2 21) y Σ / rf45ίϊiΓ (-u
2 tJ^

where once again the fractional powers of u in (2.20) and (2.21) are
determined by the principal value 0 < arg(w) < 2π of the argument.
If we truncate the k sum in (2.20) and interchange the finite sum and
the integral we encounter the sum:

FN(u):=
0<k<N

where N is a positive integer. Substituting the representation (2.15)
for wk+λ(z') into this last sum one finds:

c2(az ) 2πιυ u + v \-v

If we now pick the constant a so that \az'\ < \u\ then \υ/u\ < 1 for
all v E CI{OLZ') and it is clear that:

lim FN(u) =
N Λ VN-+OO Λ V JcJaz') 2πiV \-v
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With a slightly more careful choice of a we can estimate the conver-
gence of FN(U) to its limit so that dominated convergence applies in
the u integral. For this we will use the fact that \z'\ < \z\. Fix ε > 0
so that:

\z'\<(l-e)2\z\

and then choose:

α = (1 -ε)\u/z'\.
The very simplest estimates now show that the contribution to FN(u)
which arises from the integration over the circle in C^az') is domi-
nated by a constant multiple of:

where n = 2 or n = 1 depending on whether one looks at the first or
the second component of FN(ύ). The contribution to FN(u) which
arises from the line segments in Cι{oίZf) is even easier to bound since
the exponential term is always favorable and one finds it is dominated
by a constant times ε " 1 . These two estimates suffice to show that
Fjsf(u) is controlled by the decaying exponential factor e-(m/2)(zu+zu )
in the integrand; dominated convergence applies to interchange the
k sum with the u integral in (2.20) and one obtains for (2.20) the
iterated integral:

iπλ f e(zu)u~λ
meιπλ r

(2.22) ^ξ— \
2
 ΛR+

e(z, u)u
du-

2πiu
f e(z', v)vλ

 x Γ 1 -u
- / dv-^z—T1—(u + v)
Jc2(az') 2πιυ J [~v uv

where in this last formula a need only be chosen so that a\z'\ < \u\.
A similar formula results for the sum in (2.21) with the differ-

ence that the contour over which the interior integral must be done is
Cχ{βzf) with β\z'\ > \u\ and the overall sign is different. Combin-
ing these two results one finds that for \z'\ < \z\ the Green function
G°'A(z, z1) is given by:

jfr 2 /» / \ jt
γγtpUm I P[ V 7 7 ) 7 7

(2.23) — r — / du /
2 ,/zR+ 2π«w

I j eίz1, v)vλ . x i Γ 1 -u
ιc 2πιυ [-V uv

where the contour Caβ = Ci{azf) — Cχ(βz') subject to the condition:

a\z u\ < β\zf\

on a and β .
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This integral representation may be simplified somewhat by deform-
ing the contour C\(βzf) to Ci(αz') in the interior integral. One finds
a contribution from the pole at υ = -u and the contour Ciiμz1) -
Cι(βz') becomes C2{az') - Q(az') = C(azf) = C{zf). In the evalu-
ation of the residue term one must find the value of vλ/uλ at v — — u
for u on the contour zR+ . We will now describe this.

The appropriate choice of a branch for vλ on the curve C\(βzf) is
determined by the branch of the logarithm logz'(i>). Thus:

But Im(logz'(-tt)) = Im(logz'(-z)) and by definition:

arg(z') - 2π < Im(logz'(-z)) < arg(z')

where arg(z) denotes the branch of the argument function in the
complex plane chosen so that 0 < arg(z) < 2π. It is clear that for all
z, z Έ C which are not on the positive real axis or zero we have:

-2π < arg(z') - arg(z) < 2π.

The reader may now easily check that the following choices are
appropriate for Im(logz'(-z)).

{ arg(z) - 3π for arg(z') - arg(z) e (-2π, - π ) ,

arg(z) - π for arg(z') - arg(z) e (-π, π),

arg(z) + π for arg(z') - arg(z) e (π, 2π).

One finds:

{ e-3iπλ f o r a r g ( z ' ) _ a r g ( z ) € (_2ττ, -π),

e-iπλ for a r g ( z ' ) _ arg(z) G (-π, π),

eiπλ f o r arg(z') - arg(z) e (π, 2π).
These results can be used to calculate the residue that arises in deform-
ing the contour C\(βzr) to Ci(αz') in the inner integral of (2.23).
The case of principal interest to us is the case in which the arguments
of z and z' differ by less than π in absolute value (this is always
the case, for example, when z and z' are sufficiently close to one
another). In this case the residue contribution is:

m
2

ί ΛίίizίijOf-"-1 "'I
Λ R + 2πιu [I u \

Note that when \z'\ < \z\ it is true that z (z - zf) > 0 so that the
exponential factor in this last integrand is decaying at both 0 and
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oo. Thus the ray zR + can be deformed to the ray (z - z7)R+ in this
last integral and we find the representation (2.0) for the free Green
function in its modified form (2.2).

Thus for \z'\ < \z\ and -π < arg(z') - arg(z) < π we have:

(2.24) G°>\z, z') - G(z - zf) + Δ(z, z7)

where:

φ , u)u~λ

(2.25) Δ(z, z7) = - im sin(πλ) ί
JzR+

du-

Ίdv

2πiu

' , v ) v λ , ^ , __,_! Γ 1 -v

z R + 2πiv [~u uυ

and the fractional powers u~λ and ^A are determined by the prin-
cipal value arguments arg(w) and arg(v) each between 0 and 2π.
The only change in (2.24) needed to accommodate the cases where
arg(z7) - arg(z) is in the intervals ( - 2 π , —π) or (π, 2π) is that
G(z - z') on the right-hand side of (2.24) should be replaced by
e-2πiλG(z - zf) and e2πiλG{z - z1) respectively. Thus

( z - z 0 + Δ ( z , z1)

for arg(z;) - arg(z) e (-2π, - π ) ,

for arg(z;) - arg(z) e ( - π , π ) ,
(2.26)

for arg(z;) - arg(z) e (π, 2π).

We are now prepared to check that G°>λ(z, z7) is a Green function for
Do,λim) i n the sense of conditions G/, / = 1, 2, 3 . Perhaps the sim-
plest condition to check is G3. Formula (2.25) shows that G O λ ( z , zf)
differs from G(z - z') by Δ(z, z') for z sufficiently near z ; . When
z is near z7 it is a simple matter to fix both the contours in (2.24)
to z'R+ . One sees then that Δ(z, z1) is a smooth function of z for
all z sufficiently near z'. Our proof of the convergence of (2.13) for
\z\ > \z'\ shows that the columns of GQfλ(z, z') have a convergent ex-
pansion of type (1.11) for \z\ sufficiently large. Thus Proposition 1.2
implies that the columns of G°>λ(z, zf) are square integrable (in z) in
a neighborhood of oo . This confirms that G 0 A ( z , z1) satisfies condi-
tion G2. Finally we need to see that z —> G°>λ(z, z') is a multivalued
solution to the Dirac equation in R2\{0, z7} with monodromy e~2πιλ .
For definiteness fix z7 = z'o in the upper half plane. Then formula
(2.25) shows that G°>λ(z, z'o) is given by G(z- z[ ) )+Δ(z ? z'o) for all
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z with arg(z) e (0, axg(z'o) + π). For arg(z) e (arg(zό) + π, In) the
formula for G°>λ{z, z'o) is e-2πiλG(z-z'0)+A(z, z'Q). There is an ap-
parent "singularity" in G°'λ(z, z'Q) when arg(z) = arg(zό) + π that is
due to a genuine singularity in Δ(z, z'o). Formula (2.24) for Δ(z, z'o)
does not make sense when z lies along the ray — ZQR+ , since the ker-
nel (M + v)~ι will then have a singularity. To study what happens as
z approaches this ray from the side with smaller argument one can fix
the contour zR+ in (2.24) to -e~~ιδzf

0R+ for some small δ > 0. In a
similar fashion to study what happens for z near the ray - Z Q R + on
the side with larger argument one can fix the ray zR+ to —eiδz'0R+ .
A simple residue calculation allows one to compare the two different
expressions for G°'λ(z, z'o) by deforming the contour -e~iδZQR+ to
—eιSZoR+. One finds that G°"*(z, z'Q) is smooth across this appar-
ent singularity. It is clear from the formulas for G°'A(z, z'o) that
the upper and lower boundary values on the positive real axis extend
across the axis as smooth solutions to the Dirac equation. It remains
to check that the upper and lower boundary values differ by the factor

e-2πιλ jfas j s obvious for the terms involving the unperturbed Green
function G(z - z'o). For Δ(z, z'o) observe that as the contour zR+

approaches the positive real axis from below the principal value of the
integrand u~λ will pick up an additional factor of e~2πiλ compared
to its boundary value from above. This finishes the verification of
condition Gl for z'o in the upper half plane. The same calculations
can be done to check Gl when z'Q lies on the negative real axis or in
the lower half plane. We have then:

THEOREM 2.1. Formulas (2.26) and (2.13) and (2.14) represent
the Green function for Do λ(m) in the sense of conditions Gi, i =
1 , 2 , 3 .

3. Existence for the «-point Green function.

Reduction to a subspace problem. In this section we will prove the
existence of a Green function G Λ > λ (z, z') for Daλ{m) satisfying the
conditions Gi for / = 1,2,3 when a = {a\, . . . , an} and λ =
{λ\, . . . , λn} . For simplicity we will suppose that the branch cuts:

bj = {z G R 2: z 2 = (aj)2 and (z - aj)χ > 0}

are disjoint (or what is the same thing—no two branch points have
the same second coordinate). We believe that this restriction is not
essential, but the modifications needed in the method we use to treat
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the existence question for Ga>λ(z, z1) when there are coincidences
among the second coordinates of the α, are clumsy to describe and
so we will not consider this case further here.

Our strategy for constructing such a Green function is standard.
Suppose for the moment that such a Green function exists. Let φ{z)
denote a CQ°(R 2 ) test function which is identically 1 in a neighbor-
hood of 0 and which vanishes identically outside the ball of radius
1. Fix z' not on the branch cuts bj . Then for some ε > 0 the func-
tion φε(z) := φ((z - z')/ε) will vanish identically in a neighborhood
of the branch cuts bj. A simple calculation using G3 shows that for
z G R2\έ we have:

(3.0) D(m)z(Ga>λ(z, z') - φe(z)G(z - z'))

_ 0 dzΨe{
dzφε{z) 0

Because the derivatives of φe(z) vanish for z near z' it follows that
the columns of the matrix on the right-hand side of (3.0) are smooth
functions of compact support in z which vanish in a neighborhood
of the union of the branch cuts b. To construct the Green function
Ga>λ(z, z') we will show that it is always possible to solve:

(3.1) Da§λ(m)f=g

for / Έ & a , λ whenever g is a C™ function whose support is disjoint
from b. Let gi denote the /th column of the right-hand side of (3.0)
(thought of as a function of z depending on the parameter z'). Let
fi ^^a,λ denote the solution of:

(3.2) D

Then it is easy to check that the matrix F(z9 zf) defined by:

(3.3) F(z, z') = L/i(z, z'), / 2 (z, z')] + φε(z)G(z - z')

satisfies the conditions Gi for / = 1 , 2 , 3 . The construction of the
Green function Ga>λ(z, zf) is thus reduced to the solution of the
equation (3.1) for right-hand side g that vanishes in a neighborhood
of the branch cuts bj . We will use the following strategy to solve (3.1).
Each branch cut bj will be isolated in an open neighborhood Sj (bpc
Sj). We will solve the unperturbed Dirac equation D{m)f' = g in the
exterior of the union of the sets Sj and we will show that it is possible
to choose this solution so that the restriction of / to the boundary
[jj dSj has an extension into the interior of the sets Sj which is in
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the local null space of Da λ (m). This particular solution will be the
j> j

appropriate solution to (3.1). The focus on boundary subspaces for
solutions to the Dirac equation is the main technical device we employ.
For a reason related to our use of the transfer matrix formalism we
employ horizontal strips Sj to isolate the branch cuts bj (rather than
the tubular neighborhoods that would otherwise be natural). This
forces some preliminary complications in our treatment that we will
now deal with. We will say that S is a horizontal strip in R2 if S
consists of all points z in R2 whose second coordinates Z2 lie in an
open interval (a, b) with b > α. Suppose now that the branch cuts b3

are all disjoint and let Sj denote a horizontal strip containing bj for
j = 1, . . . , n. Since the bj are disjoint we can choose the strips Sj
so that their closures, Sj are pairwise disjoint as well. Suppose now
that g(z) is a C™ function on R2 with values in C 2 and that the
support of g(z) is disjoint from the branch cuts bj . The complication
mentioned above that attends the choice of strips to isolate the branch
cuts bj is that even though the function g(z) has support disjoint
from the bj it may not be possible to choose the strips Sj so that
the support of g(z) is disjoint from all the Sj. For example, if
the support of g(z) contains points on the horizontal line through
a branch point a^, then it is obvious that the support of g(z) will
always intersect S^. We will now address the problem this creates.
Let Sj denote a horizontal strip which contains the branch cut bj

and such that the closure, S'j is contained in the strip Sj . Define the
open set Sext by:

£et R

Then the sets Sj for j — 1, . . . , n and SQXX together provide an
open covering of R 2 . Let ψ} for j = 1, . . . , n and ψtxX denote
a C°° partition of unity subordinate to this covering. Thus ψj has
support in Sj and ψext has support in Sext and:

7=1

Now suppose that g e CQ°(R 2 ) and suppose that the support of g
is disjoint from the union of the branch cuts b. Define gj = ψjg
and gext = ^eχt£. To solve Daλ{m)f — g it would suffice to solve
Da,λ(m)fj = gj for j = l,...,n a n d DaΛ{m)ftxX = gcxX a n d t h e n
add the solutions together. We will not do this. Instead we use the
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one-point Green function to solve:

(3.4) D"rλ/i = gj f θ Γ J = l ' ' ' " ' Πβ

The functions fj(z) will have the right branching behavior at z = aj
to be locally in 9$aχ but for k Φ j they will not have branch cuts
at tffc and so will not be in 2ίa,λ globally. We fix this by multiplying
each solution fj to (3.4) by ψj . Then a little thought shows that for
each j = 1, . . . , n the functions ψjfj e^a,λ- It is now clear that to
solve Daλ(m)f = g it will suffice to solve:

(3.5) Da9λ(m)F = g- Da,λ{m)
7 = 1

for F (where each /} is the solution to (3.4)). But ψ3 is identically
1 on Sj and g = gy on S' while ^ is identically 0 on S^ for
k φ j . Thus, the right-hand side of (3.5) vanishes identically on Sj
for j = 1, . . . , 2̂. The use of the one-point Green function to solve
(3.4) presents no serious problems and so we will leave this to the
reader. We have reduced the existence of the n-point Green function
to the problem of solving Da^λ(m)f = g for / when g is a CQ°
function whose support is disjoint from the union of the strips Sj
containing the branch cuts bj . Since one family of horizontal strips
containing the branch cuts b} is like any other we will drop the prime
in Sj and write Sj = Sj henceforth, maintaining the assumption that
bj c Sj and the condition that the closures Sj are pairwise disjoint.
Let:

denote the union of the strips Sj and write dS for the boundary of
S. Let H denote the Hubert space Hχ/2(dS)—the Sobolev space of
order \ for functions defined on the boundary dS with values in C2 .
We will reduce the existence question for solutions to Daχ{m)f — g
with g e CQ°(R2\S) to a question of transversality for two subspaces
Wtxι, and Wint(a) of H. First we describe WQXt. Let Wext denote
the subspace of Hι(R2\S) (the Sobolev space of order 1 for functions
on R2\S with values in C2) which consists of functions w which
satisfy the Dirac equation D(m)w(z) = 0 for z e R2\S. The Sobolev
embedding theorem shows that each element of Wexi has a boundary
value in H. The subspace of H which one obtains by restricting the
elements w e WQXi to the boundary OS we will also denote by Wcxi.
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In a similar fashion we will identify the subspace WinX(a) first as a
space of functions on S and then we will pass to boundary values.
We will say that a function w(z) defined on Sj\bj with values in C2

is locally in the null space of Da^λ(m) provided that the following two
conditions are met:

Wl. The function w(z) is a multivalued solution to the Dirac
equation on Sj branched along bj with monodromy e~2πιλ and local
expansion near z = aj given by:

(3.6) w(z) = ̂ {ak{w)wk_λ{z - aj) + bk(w)w*k+λ(z - α,)}.
k>0

W2. For ε > 0 the function w(z) is in the Sobolev space
Hι(Sj\{B£(aj) U bj}) where Bε(aj) is the ball of radius ε about a}.

The Sobolev embedding theorem implies that any function w which
is locally in the null space of Da^(m) on Sj has boundary values in
Hχl2(dSj). Thus we make the following definition:

DEFINITION 3.0. We will say that w e W mX(a) c H provided that
for each j — 1, . . . , n the restriction ^ |^^ is the boundary value of
a function on Sj which is locally in the null space of Da^λ{m).

We are now prepared to state the main technical result of this sec-
tion.

THEOREM 3.1. The subspaces Wext and W[nt(a) are transverse in
H.

Before we turn to the proof of this result (which will occupy us
for some time) it is useful to see how it can be used to settle the
existence question for solutions to Da^(m)f — g where g vanishes
in a neighborhood of Sj for j = 1, . . . , n . First we solve D(m)fo =
g for /o G Hι(R2). The restriction of / 0 to dS is then in H.
The transversality result allows us to split fo\s = Text + Tint where
fext Ξ Wext and fint e Wini{a). The function fext may also be regarded
as a function defined in the exterior of the union of the strips Sj which
satisfies the Dirac equation there. Define:

f(z) = Mz) - fext(z) ίorz φS.

Then f(z) satisfies D(m)f(z) = g(z) for z φ S and the boundary
value of / on d S is equal to fmi which has a continuation into the
interior of S which is locally in the null space of Da^λ(m) Elliptic
regularity implies that / continues across dS as a local solution to
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the Dirac equation, Proposition 1.1 implies that the extension of /
to R2\\J bj (which we continue to denote by /) is in 2ta,λ

 a n d we
have:

Da9λ(m)f=g.

Thus Theorem 3.1 will imply the existence result for the Green func-
tion Ga>λ(z, z1) that we seek.

The transfer formalism. We will now turn to some preliminary de-
velopments for the proof of Theorem 3.1. What we require is the
transfer matrix characterization of the subspace Wmt(a). We begin
by describing a splitting of the Sobolev space Hχl2(L) for any hori-
zontal line L in R2 that will be convenient to work with in describing
the more elaborate splitting of Hχl2(dS) into H^xt and W-mX(a). Let
z = x + iy be represented in the usual fashion in terms of horizontal
and vertical coordinates x and y. If one solves the Dirac equation
D{m)ψ - 0 for the y derivative of ψ one finds:

(3.7) dyψ = Doψ

where:

[ if) /

4 -Let

g(ξ) = -^- ί g(x)e~ιxξdx

denote the Fourier transform. After Fourier transform the operator
DQ becomes multiplication by the matrix valued function Do(ξ) given
by:

(3.9) D0(ξ) = ω(ξ)(Q.(ξ) - Q

where ω(ξ) = [ξ2 + m 2 ] 1 / 2 and the functions Q±{ξ) are defined by:

im

2ω(ξ) J

The operators Q± on //1//2(R) induced by the matrix multiplication
operators Q±(ζ) in (3.10) are self-adjoint projections on //1/2(R)
with the property that £λ_ + Q+ = /, the identity on 771/2(R). We
define:

H± = β±// 1 / 2 (R).
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If L = {(x, y)\y ^constant} is a horizontal line in R2 then L can be
identified with R in an obvious fashion and H{I2(L) can be corre-
spondingly identified with // 1/ 2(R). Relative to this identification we
will write:

It is fairly clear from (3.7)-(3.10) that if g e //_ c HX'2{L) then g
will be the boundary value of a solution to the Dirac equation which
is well behaved in the half plane that lies below the line L, and if
g e H+ c Hλl2(L) then g will be the boundary value of a solution
to the Dirac equation which is well behaved in the half plane that lies
above the line L. Let L_ denote the half plane bounded above by L
and let L+ denote the half plane bounded below by L. The following
proposition makes this connection between the elements of H± and
solutions to the Dirac equation more precise:

PROPOSITION 3.2. Each element g e //_ c //1 / 2(L) is the bound-
ary value of a function g £ Hι(L_) which is a solution to the Dirac
equation in the lower half plane L_ . Each element g e //+ c Hχl2{L)
is the boundary value of a function g e // 1(L+) which is a solution to
the Dirac equation in the upper half plane L+ .

Proof. For the proof it will be very convenient to introduce a relative
of the rational parametrization for the curve (ξ, ω) that was used in
the Green function calculation in §2. Let

(3.1.) . : ! ϋ ± ί

so that

(3.12) v-i = ^
m

and one has the rational parametrizations ξ(υ) = γ(v - v~ι), and
co(v) = γ(v + v~ι). To avoid introducing extra notation we write
ω(ξ) = [ξ2 + m 2 ] 1 / 2 and also ω(v) = f(v + v~ι)—we hope that the
usage will be clear in context. A simple calculation shows that:

(3.13) \\Q±(ξ)g(ξ)\\2ω(ξ)dξ = ^ \g±(v)\2ω(v)^-

where:

(3.14) g+(v) = υχl2gx{ξ(υ)) + iv-χ/2g2(ξ(v))
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and

(3.15) g-(v) = iv-1'2gι(ξ(υ)) + vι'2g2(ζ(v)).

From (3.13) it follows that the map which takes g to y (g- ,
maps 7/1/2(R) isometrically onto the space £ 2 (R+, ω(υ)^1). The
square roots in (3.14) and (3.15) were chosen so that the relevant
measure ω{v)^ξ- is invariant under the map v —» v~ι—a property
that will be useful for us in a later calculation. The Fourier inversion
formula applied to g together with the change of variables ξ = ξ{υ)
gives:

g(x)= / g(ξ(v))eιxζ{υ)ζ'(v)dv.
Jo

Solving (3.14) and (3.15) for g(ξ(v)) in terms of g±(v) one finds:

(3.16) g(x)="

where:
Γ v ι / 2

Without loss of generality we may suppose that the line L is the "real
axis", that is L — {(x, 0)\x e R}. Suppose that g e //+ . Then
g-(v) = 0 and using (3.7) to solve the Dirac equation in the upper
half plane with "initial data" g on L one finds the solution:

(3.17) g(x? y) = ̂  / e-y°>WeixWM(v) g^V) —
1 Jo L υ J υ

where y > 0. We wish to show that the Hι norm of g in the upper
half plane is equal to the 7/1/2 norm of g on the real line. We
will do this by a Stokes' theorem calculation. Suppose that / is a
diίferentiable C2 valued function on an open subset U of R2 and
define a one form Ω(/) on U by:

(3.18) Ω(/) = i(fιdzfι+f2dzf2)dz-i(fιdzfι+f2d2f2)dz.

If / satisfies the Dirac equation D(m)f = 0 on U then a simple
calculation shows that:

(3.19) dΩ(f) = ̂ {\dxf\
2 4- \dyf\

2 + m2\f\2}idzd-z.

Now let Un denote the rectangle in the upper half plane with vertices
given by (~n, 0), (n , 0), (n , h) and (-n , h) for h > 0. We wish
to calculate:

L
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using Stokes' theorem and then pass to the limit n -* oo. To avoid
any subtlety in the last limit we will suppose to begin with that g+ e
C Q ° ( R + ) (thus g+(v) vanishes in neighborhoods of v = 0 and v =
oo). Stokes' theorem now implies:

(3.20) / </Ω(g) = / Ω(g).
JU JdU

n n

Since g+ e Q°(R + ) and

eixζ(v) =

 2 y 2 d

 cixξ(v)

imx{\ +v2) dv

we may integrate by parts repeatedly in (3.17) to see that g(x, j;) and
its derivatives tend uniformly to 0 for y e [0, oc) as x -> ±oc. Thus
the vertical pieces of the boundary of Un make no contribution in the
limit n —• oc. Let U denote the horizontal strip bounded above by
y — h and below by y = 0. Then since

we have

(3.21) fr(m /
l ] JdU

Now we wish to let h —• oc in (3.21). It is clear from (3.17) that the
i/1/2 norm of g( , h) tends to 0 as h -> oo. Since this dominates
the integral of Ω(g) over the upper boundary d+U oϊ U it follows
that in the limit h —• oo equation (3.21) becomes

(3.22)

Since dz = d~z = dx on R and ίdz - idz — -dy it follows that

ί Ω(g) = - ίgdygdx.
JR JR

But g is a solution to the Dirac equation so dyg = Z)og and since
g e /7+ we have Dog\R = Dog = -ωg. Thus

(3.23) ||g||^1(R2) = Jg.ωgdx = \\g\\2

H^(Ry

We proved (3.23) for g+ e C^°(R+). But the functions g which
have such coordinates g+ are clearly dense in H+ and (3.23) then
follows for all g e H+ by taking limits. The analogous result for //_



302 JOHN PALMER

may be proved along the same lines and this finishes the proof of the
proposition. D

Next we will give a simple formula for the projections Q- and Q+

in terms of the Green function for D(m).

PROPOSITION 3.2. Suppose that / G / / 1 / 2 ( R ) with values in C2 and
define:

(3.24) Qf(z) = ί GΛ{z- zf)fx{zf) dzf + G,2(z - .
JR

where z φ R and G ? z stands for the ith column of the matrix G.
Then the boundary value on R of the restriction of Qf{z) to the upper
half plane is Q+f and the boundary value on R of the restriction of
Qf(z) to the lower half plane is Q-f.

Proof. Suppose that z is in the upper half plane and z1 is on the
real axis. Recall formula (2.2) for G(z-z') in terms of G0(z-z;) and
formula (2.0) for G0(z-zr). In the formula for G(z-zf) that results
from substituting (2.0) in (2.2) we can choose the variable u to be on
the positive imaginary axis. Substitute u = iυ~ι where υ G (0, oo)
in this formula and use the result in (3.24). Letting z = x + iy one
finds:

^ = Ύ Jo

 e y M{^v) [ o J 7 '
If one compares this with (3.17) above then it is clear that the upper
boundary value of Qf(z) is Q+/. A precisely analogous calculation
identifies the boundary value of Qf(z) from below with Q-f. D

The following theorem is the principal tool that we will use in deal-
ing with the subspace Wint(a).

THEOREM 3.3. Suppose that S is a horizontal strip containing the
positive real axis in its interior. Suppose that g G Hιl2(dS), and
let G°>λ(z, z') denote the one-point Green function constructed in §2.
Then g —• Ps(λ)g defined by

(3.25) Ps(λ)g(z)= ί G°f(z , zf)gx{zf)dz> + G°'2

λ(z, z')g2(zf)dΎf

Jos

for z G S is a projection onto the functions locally in the domain of
A),/ί(m) The boundary dS in the circuit integral (3.25) is positively
oriented in the direction of increasing first coordinates on its bottom
portion and negatively oriented on its top portion. Functions locally
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in the domain of Do λ(m) have boundary values on dS in H{l2{dS)
and so by passing to boundary values (3.25) can also be interpreted as
a map on Hλl2(dS).

Proof. We will first show that Ps(λ)g(z) has a convergent local
expansion of type (3.6) near z = 0. We can use the formula (2.14) for
the Green function G°>λ to calculate the local expansion coefficients
for Ps(λ)g(z). Elementary estimates of these coefficients will show
that the local expansion for Ps(λ)g converges for z close enough to
0. Combining (3.16) and (2.14) one finds that the local expansion
coefficient ak(Ps(λ)g) in the expansion (3.6) of Ps(λ)g(z) near 0 is
given by:

(3.26) a

We estimate this using the representation (2.19) for the wave function
Wf. It will be enough to illustrate the idea for that portion of the
contour dS which lies in the upper half plane. Suppose the upper
part of dS is d+S = {(x, e)\x G R, with ε > 0 fixed}, then for
z1 E d+S we can fix the contour for the variable v in (2.19) so that
v = iu with W G R + . For z1 — x + iε one finds

where ω(u) = y(w + u~ι) and ξ(u) = y(« - u~ι). If we substitute
(2.19) into the part of the contour integral in (3.17) over d+S then
we find that the result is dominated by:

{327) m\coi(πλ)\ /V-(»)^-V(")|-
4π Jo u

Employing the Cauchy-Schwarz inequality in (3.27) with the measure
ω(u)^ and then using the inequality u2λ/ω(u) < 1 and the repre-
sentation:

Kk(x)= Γ e-W2*u+vΓ\ι —
Jo u

one finds that (3.27) is dominated by:

4 π [K2k{2me)yiz \J \g-{u)\zω{u)— I .

Consulting (3.13) we see that this is in turn dominated by

(3.28)
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Finally the representation for K[ given above makes the following
estimate trivial

for / > 0. Using this last estimate in (3.28) we find that (3.27) is
dominated by

A precisely similar estimate of the contribution to the expansion co-
efficient

that comes from the lower contour d-S shows that it is also domi-
nated by an expression of the form (3.29) (of course, e may change).
If we now use the estimate (3.29) for a^{Ps{λ)g) Stirling's asymptotic
estimate for the Γ function, and simple estimates for Bessel functions
that one may deduce from the formulas that follow (1.7) it is easy to
see that the local expansion (3.6) for Ps(λ)g(z) will converge abso-
lutely for all z with \z\ sufficiently small. Furthermore the radius
about 0 at which such convergence takes place can be fixed indepen-
dent of g E Hι/2(dS). Let p > 0 denote a fixed radius at which the
local expansion (3.6) converges for all g e H{l2(dS). To finish the
proof of this proposition it will be enough to show that Ps(λ)g(z) is
in Hι(S\{Bp(0) UR+}). We will do this by a Stokes' theorem calcula-
tion as in Proposition 3.1. For simplicity write /(z) = Ps(λ)g(z) and
define the one form Ω(/) as in (3.18). Of course, / is multivalued
across the branch cut R+ but because the monodromy is unitary it
is easy to see that Ω(/) is a smooth one form in S\{0}. Let Un

denote the subregion of S which lies outside the ball of radius p
about 0 and inside the vertical strip |x| < n . To remove any subtlety
in the application of Stokes' theorem suppose for the moment that
g± e Q°(R+) for both the restriction of g to Θ..S and d+S. Then
as in (3.20) one finds

(3.30) WffHUu) = ί
ι "' JdU

n

We wish to pass to the limit n —» oo in (3.30). Formula (2.25) for
the Green function G 0 ? / l (z, zr) and the same sort of estimates used
to pass to the limit n —> oc in (3.20) show that contribution to the
right-hand side of (3.30) which arises from the vertical line segments
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x = ±n tends to 0 in the limit n —» oc. Let U = S\Bp(0). Then
passing to the limit n —• oc in (3.30) one finds

The convergence of the local expansion for / renders the integral of
Ω(/) over dBp(0) finite. Thus we will know that the Hι(U) norm
of / will be finite provided that the Hιl2 norm of the restriction of
/ to dS is finite. We will now formulate a proposition which shows
this is true and in addition provides a useful formula for the interior
boundary value of Ps(λ)g(z) on dS.

Let S denote a horizontal strip whose upper boundary is the hor-
izontal line y = y+ and whose lower boundary is the horizontal line
y = y_ 9 with y_ < 0 < y+. Suppose that g e Hχl2{dS) and write
gu for the restriction of g to the upper boundary d+S and gL for
the restriction of g to the lower boundary dS. Write £± (w) and
g±(w) for the "coordinates" of gL given by (3.14) and (3.15). It will
be convenient to use the following representation for g:

< 3 3 2 >

The following proposition will provide the result needed to finish
the proof of Theorem 3.1 and will also be used to provide the one tech-
nical estimate needed in the proof of the main result of this section,
Theorem 3.1.

PROPOSITION 3.4. The boundary value of Ps(λ)g(z) on OS is given

by

in the coordinate representation (3.32) and the operators a, β, γ,
and δ are given by:

, , 3 4 ,

, , 3 5 ,
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(3.36) βg(u) = eixλcλe
(y--y+)ω{u)g(u)

kλ(u, -y+)k_λ(v,--Γ
π Jo

u — v

(3.37) γg(u) = e~»

where the kernel {u-v)~x is understood in the principal value sense,
Cχ = cos(πA), sχ = sin(πλ), and kμ(u, a) is defined by

Proof. This is a fairly routine but somewhat tedious calculation
involving the representation (2.25) for the Green function, and the
transform (3.14), (3.15) and its inverse (3.16). We will indicate how
it goes and leave the details to the reader. In the formula (3.25) sup-
pose that both z and z' both belong to d+S. Then G°' λ (z, z') =
G(z - z') + A(z, zf) and Proposition 3.2 shows that G(z - z') makes
a contribution to (3.25) given by the first term in the direct sum on
the right-hand side of (3.31). Now we concentrate on the contribution
that comes from Δ(z, z'). It is useful to notice that the matrix which
appears in the definition of Δ(z, z') factors as follows:

(3.38) \ l - V } = \ l 1[1 - t ; ] .

In formula (2.24) for Δ(z, z') one can choose both of the contours
to be /R+ parametrizing the integrals by iu and iv for u, v eR+ .
Once this is done and (2.24) is substituted into (3.25) the factorization
(3.38) makes it easy to recognize that the zf integration in (3.25)
produces a term involving gE(v). The u integration in the result
can be matched with the appropriate inversion formula (3.16) once the
substitution u —• u~ι is made. One finds that the contribution made
by Δ(z, z') is precisely given by the formula (3.34). The formula for
δ above can be confirmed in the same fashion with the difference that
the substitution υ -> v~ι allows one to identify the z' integral over
dS associated with Δ(z, zf) and g(zr) in (3.25) with the appropriate
multiple of g+(v).

To understand the contribution that the integral in (3.25) over d+S
makes to the boundary value of P$g on dS it is clear that we must
deal with G°>λ(z, z1) with z in the lower half plane and z1 in the up-
per half plane. Unfortunately the representation (2.25) for the Green
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function is rather clumsy on this score since it provides different look-
ing formulas for G°>λ(z, zf) depending on the difference of the argu-
ments for z and z'. We can get around this as follows. When z is
in the lower half plane and z' is in the upper half plane then it is pos-
sible to deform the t -contour in (2.24) to /R+ and the w-contour in
(2.24) to ~-/R+ . Depending on the disposition of z and zf one can
move either the w-contour first or the t>-contour first so that one does
not encounter a pole contribution from the singularity in (u + υ)~~x.
When this version of Δ(z, z') is used in (2.25) one finds two differ-
ent representations for G°>λ(z9 z1) with contributions from Δ(z, z1)
distinguished by the boundary values (u + v + 0)~ ι and (u + υ - 0)~ ι

which appear as singular integral kernels in the formula for Δ(z, zf).
The average of these two formulas gives:

(3.39) G°>λ(z, z') = e~iπλ cos(πλ)G(z - zr) + Apv(z, z')

where Apυ(z, z1) is given by formula (2.24) with the ^-contour along
the positive imaginary axis, the w-contour along the negative imagi-
nary axis and the singular kernel (u+υ)"1 understood in the principal
value sense. With formula (3.39) one may proceed as above to calcu-
late γ above using (3.14)—(3.16).

A formula similar to (3.39) is true for GOtλ(z, zf) when z is in the
upper half plane and z' is in the lower half plane. The only difference
is that the factor e~ιπλ should be replaced by eiπλ on the right-hand
side of (3.39) and the υ-contour should be -/R + and the w-contour
should be /R+ in the representation (2.24) for Apυ(z, z ; ) . The sub-
stitutions u -+ u~ι and v -> υ~ι should both be used in this final
case to make the application of (3.14)—(3.16) completely straightfor-
ward. This finishes our indication of the calculations needed to prove
(3.33). D

We will now use Proposition 3.4 to finish the proof of Theorem 3.3.
We need to show that the map which sends g e Hιl2{dS) into the
boundary value of Ps(λ)g on dS is continuous in the Hλl2 norm. In
view of (3.13) and (3.33) it is enough to show that the maps a, β, γ,
and δ are all continuous on L 2(R+ , ω(v)~ ) . To see that a is con-
tinuous we factor a as follows:

(3.40) a = e~yJ2ω{eyJ2ωaeyJ2ω}e-yJ2ω

and note the following easily confirmed observations about the
composition factors. First e~y+(2ω is a continuous map from
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L 2(R+, ω(v)&) to L 2(R+, dv). Second, the kernel of:

ey+/2ωaey+/2ω

is square integrable and so represents a Schmidt class operator on
L2(R+dv). Finally e~y^2ω is a continuous map from L 2(R+, dv) to
L 2 (R + , ω(v)&). Together, these three observations show that a is
a bounded operator on L 2(R+, ω{v)^~). In fact, it will be important
for us that we have also shown that a is compact. The same argument
shows that δ is a compact operator. To deal with β we factor it as
follows:

β = e~y+llω{ey+llωβe~y-llω}ey-llω.

The central factor in this representation of β is no longer in the
Schmidt class but because the principal value of (u - v)~ι is the
kernel of a bounded operator on L 2 (R + , dv) an obvious modifi-
cation of the argument above shows that β is a bounded operator
on L 2 (R + , ω(υ)& ) . This argument also works to show that γ is
bounded. To finish the proof of Theorem 3.3 it remains to show that
if g is the boundary value of a function locally in the domain of
Da,λ(m) then Psg = g. If g is locally in the domain of Da^λ(m)
then it is easy to see that the right-hand side of (3.25) is an exact one
form except at zι = z and zf = 0. Stokes' theorem allows one to de-
form the line integral on the right-hand side of (3.25) into the sum of
integrals over circles of radius ε about the points z' — z and z' = 0.
In the limit ε —• 0 no contribution comes from the point zf = 0 and
one finds g(z) for the contribution from the point z1 — z in this
limit. This finishes the proof of Theorem 3.3. D

Transversality. We are now prepared to prove the main technical
result of this section, the transversality of Wext and W-mX{a).

Proof {of Theorem 3.1). As at the beginning of this section let {Sj}
denote a disjoint collection of horizontal strips such that the 7th
branch cut bj is a subset of Sj. Suppose that branch cuts α, are
labeled so that the second coordinates of the aj increase as j in-
creases. Let d+Sj denote the upper boundary of Sj and let d-Sj
denote the lower boundary of Sj . For j = 2, . . . , n let Δy7 denote
the difference of the y-coordinate of the lower boundary d-Sj minus
the j -coordinate of the upper boundary d+Sj-\. Thus Ayj is always
positive for us. Suppose / € Hχl2(dS). We wish to show that there
exist functions g and h such that / = g + h with g e W mX(a) and
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h E Wext and that such a decomposition is unique. The uniqueness
is easily dealt with. Any function which is simultaneously in Wint(a)
and Wext is a multivalued solution to the Dirac equation globally in
L2(R2) and with local expansions of type (1.5) at each of the branch
points aj . Thus Proposition 1.4 implies that this function must be 0.
Our strategy in proving the existence of the decomposition g + h will
be to show that the problem of finding g reduces to the inversion of
a Fredholm operator with index 0 whose null space can be identified
with Wint(a) Π Wext. Since we have seen that the intersection of these
subspaces is trivial this Fredholm operator must be invertible because
it has index 0. This will complete the existence proof.

Write:

(3.41) + , ?

and:

(3.42) f\d_Sj = ff

for the restriction of / to the upper and lower boundaries of Sj.
Suppose f = g + h with g e W{nt(a) and h e WtxX and use the nota-
tion (3.41) and (3.42) for g and h as well as / . We will now write
down linear conditions on g which characterize the decomposition
/ = g + h. For this purpose it will be very convenient to introduce:

( 3 4 3 )

To understand why this is useful one should consult (3.32) and (3.33).
One sees that g\d$ will be locally in the domain oϊ Daλ(m) provided
that in the representation (3.32) for g\dS one has:

(3.44)

where:

(3-45) Ή 2 «
and aj , βj , y,, and δj are the translates of the operators defined in
(3.34)-(3.37) to the point α 7 . Suppose that aj = rrij + irij with nij
and Πj real. Then one obtains the translate α7 from a by multiplying
the kernel for a by eimj^u>j~^v^ and replacing y± in the formula
for a by y± — Πj where in this last expression y± refers to the y-
coordinates of d±Sj. The other translates are obtained in a similar
fashion. It is easy to check that α7 and δj remain compact and jj
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and βj remain bounded. Equation (3.44) shows that we may employ
gj as a "free coordinate" for g e W[ni(a). We will now express the
conditions on gj which are imposed by the requirement that h\d$ G
WQxX. The first condition is that h\ should be the boundary value of
an Hι solution to the Dirac equation in the lower half plane bounded
above by dS\. We can write this condition as Q+h[ = 0. Or since
h\ = fχ - g\ we obtain:

(3.46)

Next we express the condition that the functions hυ and h^χ must
be the boundary values of an Hι solution to the Dirac equation in
the strip bounded by d+Sj and dSj+\ for j — 1, ... , n — 1 . We
find the conditions:

and

Using the fact that hυ — fj1 - gj1 and hf = ff - gf one may
translate these last two conditions into:

(3.47) Q+gf+x - e - Δ ^ . ω β + S f - Q+fjL

+ι - e-^^Q+ff ,

(3.48) Q_gf - e-A^'ωQ^gf+ι = Q.ff - e^^Q^f^

for 7 = 1, . . . , w — 1. Finally h% should be the boundary value of an
Hι solution of the Dirac equation in the upper half plane bounded
below by d+Sn . Thus Q-h% = 0 or:

(3.49) Q.gϋ = Q.fn

u.

We will now use (3.44) to transform (3.46)-(3.49) into a system of
equations for g\, ... 9 gn- We need to eliminate Q+gj1 and Q-gf
in favor of gj using (3.44). One finds:

(3.50)

and

(3.5.)

We now wish to combine (3.47) with j = k-l and (3.48) with j = k
for k = 2, ... , n-l. It will not be important for us to keep track of
the right-hand side of the resulting equations and so to unburden the
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notation we will write Fk(f) to denote computable combinations of
the functions /} = f\gs One finds combining (3.46), (3.47), (3.50)
and (3.51):

(3.52)

where

(3.53)

and

(3.54)

+8k + Ukgk+X = Fk(f)

0

0 0

The reader should keep in mind that there is a difference in the ma-
trix decomposition of (3.50) and (3.51) compared with (3.52) that ac-
counts for the apparent switch in (3.53) and (3.54). Equations (3.52)
for k = 2, ... , n — I are to be supplemented by the combinations
that arise at the ends. Without difficulty the reader may verify that
(3.46) and (3.49) together with the endpoint cases of (3.47) and (3.48)
imply:

(3.55) gι + Uιg2 = Fι(f)

and:

(3.56) Lngtt-l + gn = Fn(f).

We now combine (3.52), (3.55), and (3.56) into the single matrix equa-
tion:

(3.57)
L2 I

0
0

0

u2

0
0

Ln-X I Un-X
Ln I

gx

ίgnl

Fχ{f)

.Fn{f)\

We will now show that the operator on the left-hand side of (3.57) is
Fredholm with index 0. To see this it is useful to introduce:

(3.58)

and

(3.59)

0

k~ o
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The matrix one obtains from the left-hand side of (3.57) by replacing
Lk by L°k and Uk by Uξ is:

(3.60)

Γ /

0
0

0

0 Z°

0
0

But it is easy to check that this matrix is the product of the invertible
lower triangular matrix:

/ 0 0"
L? / 0 0

0 L°n_{ I 0

0 1° /

and the invertible upper triangular matrix:

7 ί/f 0 0
0 /

0
0

0 /
0

0

u°

Thus (3.60) is invertible and since ak and δ^ are compact the oper-
ator on the left-hand side of (3.57) is a compact perturbation of an
invertible operator and hence Fredholm with index 0. It is clear that
if the operator:

(3.61)

had a non trivial null vector this null vector could be used to con-
struct a non trivial g e W[nt(a) Π WQXi. Thus (3.61) has only a trivial
null space and being a Fredholm operator with index 0 it must be
invertible. This finishes the proof of Theorem (3.0). π

The derivative of Ga>λ(z, z'). As a prelude to the calculation of the
derivative of the n-point Green function Ga>λ(z, z') with respect to
the parameter a we will next do a calculation that will permit us
to identify the lowest order coefficients a\,2 z(z) and β\,2 t{z) in

/ u
L2 I

0 •

0

l 0

u2

Ln-l I
Ln

0
0

un.
I
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the expansions (2.6) of the /i-point Green function (the idea for this
calculation can be found in SMJ III, see (3.2.11) in [14-111]). Let f(zf)
denote a multivalued solution to the Dirac equation square integrable
at infinity and with local expansions:

K{z' - av) + bv

kw*k_λy - av)}

where we suppose that only a finite number of the coefficients {av

k , bv

k }
with half integers k < 0 are non zero.

Suppose that w and u are two branched solutions to the Euclidean
Dirac equation with the same (unitary) monodromy at the points av .
Then away from the branch points the functions wjΰ^ are smooth
functions and one may easily check that for z1 Φ av\

w(z') u(z')idz'dz' = dl—w2(z')ΰι(z')i, d

(see (1.12)). Now let De(a) denote the disk of radius ε about the
point a and let Cε(a) denote the circle of radius ε about the point
a. Let Dε denote the union of the disks Dε(av) for v — 1, ... , n
and the disk Dε(z). Then Stokes' theorem implies that the integral:

™ ί ra.λ, ,λ/ Gf'λ(z,z')-f(z>)idz'dz'
R2\D

is given by:

- Σ ^ a

 G*(z> JΪMϊJidt-J z Gi2(z, z>)J(P)idΊ>

and also by:

Gn(z9 z')MΪ)idz'+ I Gn(z9
JCe^

Next we will use the local expansions for the Green function and
f(z') near the branch cuts and the asymptotics of the Green function
near the diagonal z = z1 to evaluate each of the last two expressions
in the limit ε —• 0. Equating the two results will give us what we
desire. Using the fact that 4(ms) is O(εk) and

hmεlic_ι(mε)l_ic(mε) = — -
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one finds that:

linkΈ ί
4

m

and

• ^ /l m ϊ > . /
limnΣ ί Gn(z,z')f2(z')idz'
«-+° , JC (a )

4

Each of the k summations is finite because of our assumptions re-
garding the local expansions for f(z').

Now one may use the fact that KQ(Z) is asymptotic to -log(z) and
KQ(Z) is asymptotic to — | as z —> 0 to calculate:

im / Gi2(z, z'
-+0JC(z)

lim

and

lim / Gn(z, z'ϊf&jidz1 = iδnf2(z).

Combining these results one finds:

v=lk>0

We may now isolate the lowest order coefficients in the local ex-
pansion of the Green function by choosing the functions f(z) appro-
priately. Let Wj(z, λ) denote the multivalued solution to the Dirac
equation which is square integrable at infinity and whose local expan-
sion at z — av is:

Wj{z,λ) = Svjw_l/2+K + 2^{av

kj{λ)wk+κ + bv

kj(λ)wl_λ]
k>0

where we have used the abbreviation wk+λ = tu/t+A ( z ~ α^) e ΐ c

Define W*(z,λ) by:
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so that the local expansion for W?(z, λ) at z — av is:

k>0

The existence of these "wave functions" is guaranteed by the SMJ
results for the existence of a "canonical basis" of L2 wave functions,
even though Wj{z, λ) and W*{z,λ) are not always locally in L2

near α 7. We will spell out the connection between Wj(z, λ) and the
canonical basis of SMJ III in the final section of this paper which
deals with the deformation analysis of the τ-function. Substituting
Wf(z9 -λ) for f(z) one finds:

V \ - i m IV ( 2)
a{ (z) I 4sin(πA, ) J '

Substituting Wj(z, λ) for f(z) one finds:

'βJi.(*Y

We can use this result to calculate the derivative of the Green function
with respect to the parameters a} . Let da := d/daj denote the
holomorphic and da ."= d/dΰj the antiholomorphic derivative with
respect to a,j. Differentiating the local expansions (2.6) for the Green
function using:

m
dwi = yW/-i,

and

a^; = y^; + 1 ?

one finds:

dajG";λ(z, z') = -—δjj,a^2(z)w_ι/2+^ + higher order terms.

The higher order terms all involve wk+λ and w£_λ with k > 0.
In these circumstances Proposition 1.4 shows that the single lead-
ing coefficient suffices to determine the (multivalued) solution z' —>
da G

a

i'
λ{z, z') to the Dirac equation and we find:

daG
a

i:\z, z') = -^a{/
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Putting this together with the previous result for a\ (z) one finds:
VV

(3.62) dajG*'λ(z9 z') = ̂ J™^Wj(z, -A) ® Wj{zf, λ).

An analogous argument shows that:

(3.63) daG^λ{z,zf) ^

The reader might want to compare this result with (3.3.53) in SMJ III.
In our formulation these derivative formulas for the Green function
will provide the connection between the τ-function and the local ex-
pansion coefficients for the wave functions Wj{z, ±λ) and W*(z, ±λ)
(see (4.3)). Thus (3.62) and (3.63) are the fundamental link which re-
lates the τ-functions with the deformation theory in our version of
the SMJ analysis.

4. The tau function for Da^λ(m). In this section we will define the
tau function for Da^λ{m) by localizing this operator away from the
singularities on the branch cuts. This localized family of operators is
associated with a family of subspaces in a Grassmannian affiliated with
the Hubert space of the boundary of the localization. We trivialize the
det* bundle over this family of subspaces to define the determinant of
Da,λ(m) which will be the τ-function. We then establish the formula
which expressed the logarithmic derivative of the τ-function in terms
of the local expansion coefficients of the wave functions Wj(λ) and
Wj*(λ). This is the main result of this paper. The reason for regarding
the procedure we have just described as defining a determinant for
Da,λ(m) is described in some detail in the first section of [8] (for the
case of Cauchy-Riemann operators rather than Dirac operators but the
result connecting determinant bundles with det* bundles remains the
same). We will briefly recall this in the subsection below which deals
with the det* formalism. Before we do this however we will motivate
the definition of the τ-function with a heuristic calculation of the
determinant of Da^λ(m) that we hope the reader will find instructive.
After presenting this "derivation" we will show that the Grassmannian
formulatiom can be used to give a rigorous definition of the τ-function
which leads to the same result.

A heuristic calculation of det(Da>λ(m)). In order to define the tau
function for Daχ{m) we wish to "regularize" the logarithmic deriva-
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tive:

da\o%άt\Daiλ{m) = ι

Let G α ' A (z, z') denote the Green function for Da^λ(m). Then we
have seen that:

V^ WO = yg^(z ,-A) ® »-,<;', Λ)

and

where Wv is characterized by the local expansions:

JVu(λ) = δjuW-l/2+λj + Σ{αlu(λ)wk+λj + b{u(λ)w*k_λ}
J0Jc>0

about the points z = α,j. Composing the operator dαvG
α^λ with

Dα^{m) one finds the operator:

/ Wv(z'9X).JDα9λ(m)f(z)idz'dz'.
R2

We will make sense of this operator and of the tau function trace by
"localizing" the calculation away from the singularities at αv . Let e
denote a positive real number and for simplicity suppose that the sec-
ond coordinates of the αv are distinct for distinct values of v . Let Sv

denote the horizontal strip containing αv with boundary dSv consist-
ing of the horizontal lines with second coordinates ±β away from the
second coordinate of αv . Choose ε sufficiently small so that the strips
Su do not intersect. In what follows one can permit the αυ to have
coincident second coordinates. In such circumstances one should fix
branch cuts emanating from the points αv so that they do not inter-
sect and the strips Sv should be replaced by tubular neighborhoods
of the branch cuts that do not intersect one another. We write

To localize away from the branch cuts consider a function / e 9$a ̂ λ

with Daχ(m)f(z) = 0 for z G S. The map (4.0) induces a map on
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the boundary values of such functions on S in the following manner.
Let S' denote the complement of the union of the strips S^ . Then:

/ Wv(z',λ).JDa9λ(m)f{z')idz'dΊ'

= ί Wv{z', λ) JDa λ{m)f{z')idzf dΊf

Js'
and Stokes' theorem (see (2.7)) implies that this last integral is:

(4.1) £ ί {WvΛ{z\λ)fx{zι)dzf + Wva{zf,λ)f2{z')d-z'}
UJdS'

where the boundaries of the strips Sj are positively oriented on the
bottom and negatively oriented on the top. If we now compare (4.0)
wth (4.1) we see that the map (4.0) induces a map on functions defined
on dS obtained by restricting the output of (4.0) to dS. In order to
define a trace for this map (we ignore the behavior in the interior since
the "differential operator" we are looking at does not change there) we
first make the observation that the boundary values of the functions /
on the upper d+Sv and the lower dSv boundaries of the strip Su are
not independent of one another. Since Da^λ{m)f(z) = 0 inside the
strip Su these upper and lower boundary values are the restriction to
the boundary of a single function defined in the strip and locally in the
null space of Da λ(m). One may define a projection on this family of
functions in the following way. Let Gu{z, zf) = Ga»>λ»(z, z1) denote
the Green function for Da χ (m), the Dirac operator with a single
branch point at av and monodromy parameter λv . Suppose / e
Hχl2{dSp). Let Gv

ik{z, zf) denote the matrix of the one-point Green
function defined in §2. For z in the interior of the strip S^ define:

= f
Jdsu

Then as shown in Theorem 3.3 the map:

is a projection onto the family of functions on the boundary of the
strip Sy which continue across the strip as elements of the null
space of Dfl λ (m) (and hence also as elements of the null space of
Da,λ(m)) To make sense of the trace of (4.0) we thus compose the
induced map on the boundary with the direct sum of the projections
Pv before taking the trace. I do not claim that the trace one gets is
independent of the choice of this projection. The particular choice we
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make here is related to the business of "factoring out the one-point
functions" that one finds in the representation theoretic version of
the τ-function in SMJ IV and SMJ V. The trace we wish to compute
becomes:

(4.2) ~ ~

where

sv = sin(πλu)

and PjWvk denotes the kth component of the vector valued function
PjWv . The local expansion for Wv(z, -λ) in a neighborhood of z =
dj with j φ v shows that with the obvious restriction to ΘSj one
has:

PjWu(.,-λ) = WΛ,-λ) ϊor jφv.

Because the one forms we are integrating are locally exact away from
the branch points and the functions Wv are exponentially small at
infinity the contour integral over dSj we wish to compute for jφv
immediately collapses to a contour integral over a circle of small radius
about dj. A simple calculation using local expansions shows that all
these integrals vanish. It remains to compute:

-TΓ f {WvΛ{z,λ)PvWvΛ{z9-λ)dz

Once again one is integrating a locally exact one form which is well
behaved at oc and so the integral collapses to a circuit integral about
av which one can evaluate using the local expansions for Wv(z, λ)
and PvWv(z, -λ). Suppose the local expansion for PVWV is

k>0

Note that only expansion coefficients with k > 0 can appear since
Pv Wv is locally in the null space of Dv . One finds

/
dSv
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where

Using the formula for the projection Pv and the formula for the one-
point Green function we compute the expansion coefficient /i/2 to
find:

2(*, -λ)dz.

Again one may collapse this contour to a small circle about the point
av and do the resulting integral using local expansions. One finds:

Putting these results together one finds:

y</2,,M)

for the trace of interest.
A precisely analogous calculation gives one:

for the da derivative of the log determinant of Da^(m). Our heuris-
tic version of the tau function is thus:

(4.3) dalog(τ) = y
y

One could, perhaps, take (4.3) as the definition of the τ-function but
there are a number of objections to doing so. First one must check
that the right-hand side is indeed a closed one form. The deformation
theory in §5 can be used to do this (this is done in SMJ III). Secondly
one would like to know that τ defined by (4.3) is a regular function
of a with no zeros. This is not obvious from the purely deformation
theoretic point of view but it will follow from the formula for τ which
we find below. Finally, (4.3) does not give any indication that the
function τ(α) is the Schwinger function for a quantum field theory.
This will not be evident from the formula we obtain below either but
because of the link with the transfer formalism in §3 it is possible to
connect simply with the scaled lattice formalism in [7] and so establish
Osterwalder-Schrader positivity.
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The det* interpretation for τ. Fix a choice of branch points a®
for v = 1, . . . , n without coincident second coordinates. As above
let Sv denote the horizontal strip of width 2ε centered on the branch
cut emanating from the point a® . Write S = (J*^ a n c * l e t 9S denote
the boundary of S oriented so that S lies to the left of dS. Now
suppose that for each v — 1 , . . . , n the point ay e Bε(a®), the open
ball of radius e about a% . Let W mX{a) denote the subspace of H :=
Hχl2(dS) given by boundary values of functions / e 3fa,λ

 s u c ^ that
Da,λ(m)f(z) = 0 for z in the interior of the set S (see conditions Wl
and W2 in §3 and Definition 3.1). Let &a^(R2\S) denote the space
of Hι functions defined in the exterior of S with boundary values on
dS in the subspace Wint(a). The restriction of D(m) to the domain
3ίa ^(R2\iS) is then a natural localization of the operator Da^(m) to
the complement of S in the sense that the kernel and the cokernel of
the localization can be identified with the kernel and cokernel of the
full operator Da^χ(m). In fact, since the "differential operator part"
of this localization of Da^{m) is independent of a\, . . . , an (it is
just D{m)) all the variation in this family of operators is captured
by the subspaces W[nt(a). To define the τ-function we will embed
the subspaces W{ni(a) in an infinite dimensional Grassmannian of
subspaces of H and then trivialize the det* bundle over the family
a —> W{nX{a). The τ-function will be obtained by comparing this
trivialization with the "canonical section" of det*.

To see that this is a reasonable way to define a determinant for
the family of operators Όaλ{m) it will be useful to make an analogy
with a somewhat less singular situation. Let X denote a differential
operator which is a perturbation of D(m) by a CQ° multiplication
operator with support in the set S. Let & denote the family of
all such differential operators X. Let W denote the subspace of H
which consists of boundary values of functions mapped to 0 in S by
D(m) and let V(X) denote the space of boundary values of functions
mapped to 0 by X in S. Let Gr( W) denote the Grassmannian of
subspaces, V, of H which are close to W in the sense that the or-
thogonal projection on W differs from the orthogonal projection on
V by a compact operator. The space Gτ{W) is not connected and we
let Gr$(W) denote the connected component of Gr(W) which con-
tains W. It is not difficult to see that each subspace V(X) e GVQ(W) .
Now each X G & is a Fredholm map of index 0 from the domain
of D(m) to L2(R2) and sitting over the space of all such Fredholm
maps is the determinant line bundle first defined by D. Quillen [12].
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We will briefly describe this holomorphic line bundle. If X is a Fred-
holm map of index 0 then there exists an invertible map q such that
q~ιX is a compact perturbation of the identity. In fact it is always
possible to find invertible maps q such that q~ιX is a trace class
perturbation of the identity—if q is such a map we will say that q
is an admissible parametrix for the operator X. The fiber in the de-
terminant bundle over X can be identified with equivalence classes
of pairs (q, a) where q is an admissible parametrix for X and a
is a complex number. Two such pairs (q^, a^) for k = 1,2 are
equivalent if

ctx = α f

The multiplicative property of determinants makes it possible to check
that this is indeed an equivalence relation. The map which sends X
into the "relative determinant", (q, άe\(q~xX)), is easily seen to be
a section of the determinant bundle. This section is called the canon-
ical section and we denote it by a. For our family S^ of Fredholm
operators making a choice of a relative determinant for each element
of the family is intuitively the same as finding a trivialization of the
determinant bundle. If δ is a nonvanishing section of det —> SF, then
we can define a determinant for the family & by

σ(X)
det(X) =

δ(xy
What has this to do with Grassmannians? G. Segal and G. Wilson

[15] have defined a determinant bundle over the infinite dimensional
Grassmannian Gr(W). The fiber is a natural analogue of the highest
exterior power of a subspace in finite dimensions. We write det*
for the dual of this determinant bundle over Gr( W). A connection
between the determinant bundle and the det* bundle is provided by
the following result. The map X —> V(X) lifts to a map V: det —•
det* which is an isomorphism on the fibers. One may understand this
lift in the following way. The fiber in the det* bundle over a subspace
V can be characterized using maps which invert the projection of
V on W up to a trace class perturbation. Such maps are called
admissible frames for V. The natural lift V for the map V can
be understood by seeing that it is possible to use an admissible franie
for V(X) to construct an admissible parametrix for X (see [8] for
more details). In any case one can use the map V to show that a
trivialization of the bundle det* —• V{^) leads to a trivialization
of the bundle det —• & (or corresponding sub-bundles if the bundle
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over V(JF) is not trivial). Furthermore det* has a natural canonical
section which pulls back to σ under V. A trivialization in det* pulls
back to a trivialization in det and since the canonical sections are also
so related one can work exclusively in det* if this proves desirable.
Unfortunately, localizing the operator Da^(m) in the complement of
S produces subspaces Wint(a) on the boundary which are too far from
W to be in the Grassmannian Gr( W). However, it turns out that for
a\, . . . , an in S the subspaces W{a) are in a Grassmannian Gr0

with reference subspace Wo := W{a\, . . . , a%) that we will presently
describe. It is still reasonable to define a determinant for Da^λ(m) by
first obtaining a trivialization of the det* bundle over the family of
subspaces W^nX{a) in Gro and then dividing the trivializing section
by the canonical section. However, because both the domain and the
range of the operator Da^λ(m) depend on the parameters a\, . . . , an

it is difficult to define a suitable determinant bundle over the family
of operators Daiλ(m). We believe that this could be done; one could,
for example, define the determinant bundle as the det* bundle of a
localization—the appropriate transfer formalism could then be used
to show that the result was independent of the choice of localization.
For the present we will not attempt this and we simply regard the det*
formalism as an alternative which captures the essential information
in our application to the Dirac operators Da^λ{m).

We will now describe the Grassmannian G r 0 . Recall that Wexi

denotes the subspace of H which consists of boundary values of
Hι(R2\S) solutions, / , to the Dirac equation D{m)f(z) = 0 for
z in the exterior of the region S. Theorem 3.1 tells us that W$ and
Wext are transverse subspaces in H and we let PQ denote the projec-
tion on WQ relative to the splitting:

(4.4) H=WQ + Wcxt.

We are interested in the Grassmannian, GΓQ , of closed subspaces of
H which are close to WQ in the following sense. A closed subspace
W is in Gr 0 provided that the map

(4.5) po:W-*Wo

is Fredholm with index 0, and the map

(4.6) (I-Po): W-*WtΎX

is compact. Without the specification of the index for the map in (4.5)
this is essentially the definition of the Grassmannian that Segal and
Wilson consider in [15] and the reader can find a detailed theory of
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such Grassmannians in the book by Segal and Pressley. The restric-
tion to index 0 in (4.5) just means that we confine our attention to
the connected component of the Grassmannian containing WQ . It is
simpler to discuss the det* bundle over the connected component of
the Grassmannian and it will suffice for our purposes. The first result
we require is that:

THEOREM 4.1. // av e Bε(a$) for v = 1, . . . , n then W mX(a) e
Gr 0 .

Proof. In what follows we suppose that av e Bε(a%) for v =
1, . . . , n. Let P(a) denote the projection of H on W mX(a) rela-
tive to the splitting H = W mX(a) ® WQxX (which is a continuous direct
sum as a consequence of Theorem 3.1). What we require for the proof
is the analogue of the formula (3.25) in Theorem 3.3. Let G^λ(z, z')
denote the ikth matrix element of the Green function for
introduced in §3. For / e H we claim that:

(4.7) (P(a)f)j(z)= f G«;λ(z, zf)Mzf)dz' + G«i\z,
Jos J J

for z G S. To avoid introducing extra notation we will temporarily
use P(a) to denote the operator defined by (4.7). The result we wish to
prove is simpler than Theorem 3.3 since we can use the transversality
of WinX{a) and WexX in H. We will first evaluate (4.7) on fe WinX{a)
and then on / e WexX. To begin suppose / is in the subspace WinX(a).
Then it is easy to see that the one form in (4.7) which is integrated
to give P(ά)f{z) is exact in S except for the places where z' — z
or z1 — aυ for some v = 1, . . . , n. Using the local asymptotics for
Ga>λ(z, zf) one sees that Stokes' theorem generates a contribution
only from the singularity at z' — z in the calculation of P(a)f(z)
and one finds:

P(a)f(z) = f(z) for z e S and f eWmX{a).

Next I claim that:

To see this suppose that / e WcxX. Then the one form which one
integrates to get P(a)f is easily seen to be exact in the exterior of the
set S. Thus the contour integral in the definition of P(a)f on the
portion of the boundary dS which lies between two adjacent branch
points av and av+\ is seen to be zero by Stokes'theorem. The integral
over the portion of the contour dS which lies above the highest branch
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cut can be closed at oo to give zero as can the integral over the portion
of the contour ΘS which lies below the lowest branch cut. Thus
P(a)f = 0 for / e WcxX. Since H = WinX(a) + WexX is a direct
sum decomposition we have shown that P(a) given by (4.7) is the
projection of H on WinX(a) along the subspace WexX. To see that
^int(tf) € Gr0 we differentiate (4.7) in the variable a using formulas
(3.62) and (3.63) for the derivative of the Green function. One finds
that daP(a) is a finite rank operator. Integrating along a path which
joins a0 to a while staying inside \JBe(a$) one sees immediately
that:

P(a)-PQ = P(a)-P(a°)

is compact. From this fact, and the fact that WinX(a) is joined to
Wjntia0) by a continuous path it is easy to see that WinX(a) is in the
Grassmannian Gr0. •

Recall that an invertible linear map F: WQ -» W is an admissible
frame for the subspace W e Gr0 provided that PQF : WQ —> Wo is
a trace class perturbation of the identity. We will now introduce two
different admissible frames for the subspace WinX(a). The first such
frame will define the canonical section of the det* bundle over Gr0

and the second will be used to provide the trivialization of det* over
the family of subspaces a —> WinX(a) in Gr0 .

First we show that the restriction P(a): WQ —> WinX(a) inverts the
projection Po: WinX(a) —• WQ . From this it follows that the restriction
of P(a) to WQ is an admissible frame for WinX(a) which defines the
canonical section of the det* bundle. The argument is a simple one.
Suppose that w e WQ and w = wa + weχt with wa G WinX(a) and
^ext € WQxX. Then P(a)w = it^ and writing wa — w — wexX we see
that Po^tf = w .

The second frame for W{nt(a) arises from considering the direct
sum of "one point" projections in the following manner. Suppose for
the moment that % is the only branch point and write W^a^) for
the corresponding subspace of Hk := Hχl2{dSk) and WexXk for the
boundary values on dSk of Hι solutions to D(m)f(z) = 0 for z in
the exterior of Sk . Now let P{ak) denote the projection of Hιl2(dSk)
onto Wmt(tffc) relative to the splitting Hk — W mX(ak) ® WQxXk . Write
F(a) = P{a\) Θ Θ P(an) for the direct sum of these projections
acting on H = H\@ Θ Hn.

PROPOSITION 4.2. The restriction of F(a) to the subspace WQ is an
admissible frame for WinX(a).
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Proof. The first thing to check is that the restriction of F(a) to the
subspace Wo is an isomorphism onto Wint(a). When there is just
one branch point (say av) then, as has already been observed, the
restriction of P{av) to the subspace Wini(au) inverts the projection

(4.8) P(<ξ):W]saM-+W-Άt(a°)

which is an isomorphism since the complementary subspace WexUk

is transverse to both subspaces Winl(a^) and Wint(a®). Since WQ —
Σv ^int(^) and W^a) = Σv W{nX{av) the map F(a) (which acts
diagonally with respect to these direct sum decompositions) is clearly
an isomorphism in the rc-point case as well. Thus to prove that F(a)
is an admissible frame it will suffice to show that the restriction of
PoF(a) to the subspace Wo is a trace class perturbation of the identity
on WQ . Since the restriction of PQF(CI0) to WQ is the identity it is
enough to show that the difference F(a) - F(a°) is trace class. Using
the formula for the derivative of the one-point Green function found
in §2 one sees that daF(a) is finite rank. The operator F(a)-F(a°) is
recovered from this derivative by integrating along a path, γ , from a0

to a which stays inside the union of the balls B£(a®). The resulting
integral clearly converges in the Schmidt norm since the kernel of the
finite rank operator daF(a) is square integrable on dS with a uniform
bound for the integral of the square when av e Bε> (a®) for any e' < ε .
Thus the integral along γ of the squares of the eigenvalues of daF(a)
are finite. Since Lι(γ) c L2(γ) and daF(a) has rank 2n it follows
that the Lι(γ) norms of the eigenvalues for daF(a) are summable.
This shows that integral of daF(a) along γ converges in trace norm
and finishes the proof of the proposition. D

We now recall that the fiber in the det* bundle over a subspace
V E Gro can be identified with equivalence classes of pairs (v, a)
where v: WQ —• V is an admissible frame and a is a complex number.
The equivalence relation which defines the fiber is (v\, a\) = (V2 , oti)
if and only if:

In this representation the canonical section of the det* bundle is given
by V —• (υ, det^o^)) where the determinant is understood to be
the determinant of PQV regarded as a map from WQ to WQ . Since
PQP(O) is the identity on WQ it follows that we may regard W[nX(a) —>
(P{ά), 1) as a representation of the canonical section σ(Wint(a)). We
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now use F(a) to define a trivialization of the det* bundle over the
family of subspaces Wint(a). Define:

We may then define a determinant τ(a ? a$) for the Dirac operator

Da,λ(m) as follows:

( 4 ' 9 ) τ(a

where we have included the second version of the tau function as a
reciprocal since in this form it will be slightly simpler to relate it to
the formula (4.2) for the logarithmic derivative that appears above.
The principal result of this paper can now be stated.

THEOREM 4.3. The τ-function defined by (4.9) has the logarithmic
derivative:

(4.10) dlog(τ) = y

Proof. For simplicity write F = F(a)\w0 in the following calcu-
lation. Let d denote exterior differentiation with respect to the pa-
rameters {a\, . . . , an}. To start with, the well known rule for dif-
ferentiating determinants gives (for the second determinant in (4.9)
above):

dlogτ(a, a0) = -TrWo(d(F~lP(a))P(a)-lF)

where the trace is calculated on Wo and it is also understood that
P(a) is restricted to WQ SO that it has an inverse. But now we know
that PQ inverts P(a) restricted to Wo. Thus

P{a)-ιF = P0F.

In a similar fashion FQ := 0 ^ P(a®) inverts F restricted to Wo.
Thus we find:

dlogτ(a, a0) = -ΊrWo(Fod(P(a))PoF).

But P(a)(I - Po) = 0 so that d(P(a))P0 = dP{a) now regarded as
maps on all of H and the range of FQ is WQ SO we can remove the
subspace restriction on the trace to find:

d\ogτ(a, OQ) = -Ύτ(d(P(a))FF0).
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But now for the same reason that P(a)Po = P(a) on H we have that
FFQ = F on H. Finally then we see that:

d\ogτ(a, ao) = -ττ(d(P(a))F).

Consulting the representation for P(a) in terms of the Green function
we see that this is precsely the representation for d log τ that one finds
in (4.2) above. One may follow the arguments leading to (4.3) to
obtain (4.10) above. D

The reader might note that although τ(a, ao) certainly depends on
#o as well as a the logarithmic derivative of τ(a, OQ) does not depend
on ao . This will be explained more fully in the next subsection where
an explicit formula for τ(a, ao) as a Fredholm determinant will be
obtained.

A transfer matrix calculation of τ . Here we will use the transfer
formalism of §3 to obtain a more explicit formula for the determinant
which defines the τ-function. The formula we wish to make more
explicit is:

given in (4.9) above. To begin we recall the splitting of the Hubert
space on the boundary given by (3.32). If g e W(a) then we have (in
the notation of (3.44)):

(4.11) g\dSj = g j ® j j

and in a similar fashion for / e W(OQ) we have:

(4.12) f\dSj=fj®Nj(ao)fj

A little calculation now shows that F(a) maps the element / e W(ao)
given by (4.12) into the element in W(ά) with jth boundary value:

Thus in terms of the coordinates (f\9 ft, •-• , fn) and (g\, g2, . . . ,
gn) for W(a0) and W(a) defined by (4.12) and (4.11) above the
map F(a): W(ao) —• W{a) is represented by the identity transforma-
tion. Next we wish to find the representation of the transformation
P(a): W(ao) -* W(a) in these same coordinates. For this purpose
suppose that / e W(OQ) and that one wants to obtain a splitting
/ = g + h where g e W{a) and h e WQxX (so that g = P(a)f).
Following the calculation from (3.41) to (3.57) but this time keeping
track of what happens to / on the right-hand side and making use of
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the fact that / e W(ao) in the same way that the calculation uses the
fact that g e W(a) we find:

(4.13) (I + M(a))g = (I + M(ao))f

where g denotes the column vector with 7th entry gj, / denotes
the column vector with jth entry fj and:

" 0 Ux(a) . 0 0
L 2 ( a ) 0 U2(a) 0

( 4 . 1 4 ) M { a ) = . . . . .
0 Ln_x{a) 0 Un.x{a)

. 0 Ln(a) 0 .

Thus we find that:

τ(a, a0) = det{(/ + M(ao))-ι(I

= det{(7 + Af(α))(7

Now in the notation of (3.58) and (3.59) let M(a) denote the matrix
M(a) with Uj(a) replaced by Uj{a) and Lj(a) replaced by L°(α).

We have seen above that the matrix elements of M(α0) and M(a)
differ by trace class operators. Thus the determinant

(4.15) det{(7 + M(ao))(I + M(a)y1}

converges in the usual sense. Indeed the upper triangular-lower tri-
angular factorization that is described following (3.60) shows that the
determinant defined in (4.15) is equal to 1. We now multiply the
formula for τ(a, αo) that we found above by (4.15) and use the mul-
tiplicative property of determinants to obtain:

τ(a, flo) = det{(7 + M(ao))(I + M{a))~\l + M(a))(I + M(a0))-1}

= det{(7 + M(a))-\I + M{a))(I + M(ao))-ι{I + M(a0))}.

We would like to use the multiplicative property of determinants again
to write:

where: _
τ(a) = det{(7 + M{a))~\l

This is almost legitimate except that M(a) and M(a) differ by an
operator which is clearly Schmidt class but not so obviously trace
class. One can get around this by defining:

(4.17) τ(a) = det2{(7 1
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where det2(/ + K) = det(e~κ(I + K)) is the regularized determinant.
The regularized determinant is not multiplicative in general so this
might seem to have defeated the desired factorization in (4.16). How-
ever, using the explicit inverse of (/ + M(a)) that can be computed
from the upper-lower factorzation described above we will see that:

K(a) := (/ + M(a))-\M(a) - M(a))

is the Schmidt norm limit of finite rank operators, Km(a), which are
manifestly trace 0. Suppose that this is the case for the moment.
Then since:

det(eF) = exp(Tr(F))

when F is finite rank, it follows that:

Thus

τ(a, oo) = det((/ + K(a))(I + K(ao)Γι

When we construct the sequence Km{a) we will see that it is simple
to arrange that Km(a) - Km(ao) converges to K{a) - K(ao) in trace
norm. Thus in the limit m —» oo we can replace Km(ao) - Km(a)
in the preceding equation by K(ao) — K(a). Take this limit in the
preceding equation, make the obvious similarity transformation by

eκ{a0) ^ a n ( j u s e ^ e multiplicative property of determinants to obtain:

, v det(e~κ(a\l + K(a))) τ(a)
T{U , <2Q) — -rη r = — -

d e t ( £ ~ A ( ί v ( / + K(ao))) ^(^o)
where τ(α) is defined by (4.17) above. It only remains to confirm
the existence of an appropriate approximating sequence Km(a). First
we calculate the inverse for the operator (/ + M(a)) by using the
N e u m a n n series for the upper and lower diagonal pieces of the fac-
torization described following (3.60). One finds:

Un Ul3 Uln

I U23 ' U2n

(4.18)

where:

(4 10) T .. — (__ 1 \J-kτO . . . r θ χ̂ Ω
\ / j rv \ / 1 fζ — 1
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(4.20)

Next we

(4.21)

UJ

calculate

M(a)-

* = (-

M(a)

-M(a)
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\)k~Wj

-M(a)

• o

ΔL2

0
0

•••*?-
to get:

ΔC/i

0

! forfc

0
ΔC/2

0
0

ΔL«

0
0

AUr

0
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where:

(4.22)

and

(4.23,

Now multiplying (4.21) on the left by (4.18) one and making note
of the fact that the upper triangular part of (/ + M(a))~ι kills the
lowerjriangular part of M(a)-M(a) and the lower triangular part of
(/ + M(a))~ι kills the upper triangular part of M(a) — M(a), one sees
that the product, K{ά), has zeros on the diagonal. Now let Pm denote
any sequence of orthgonal projections on H which tends strongly to
the identity as m —> oo and write:

?m = Pm®Pm®' '®Pm (n Copies).

Then the finite rank operator Km{ά) := K(a)Pm also has zeros on the
diagonal and so has trace 0. The operator Km{ά) tends to K(a) in
Schmidt norm since K{a) is Schmidt class, and Km{ά) - Km(ao) =
(K(a)-K(ao))Pm tends to K(a)-K(ao) in trace norm since this last
operator is trace class. This finishes the proof of (4.16) and (4.17).
Notice that the formula for the logarithmic derivative of τ(a, OQ) ob-
tained above also gives the same formula for da log(τ(α)) since:

dalog(τ(a)) =

In this form the result can be used to make a conection between the
lattice scaling results of [7] and the deformation theory described in
the next section.

Specializing to the two-point case and using the formulas (3.34)-
(3.37) we can obtain an even more explicit representation. Suppose
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that a\ and aι differ only in their second coordinate by r > 0 and
that λ\ and λi are the associated exponents of monodromy. Then we
write τ(r) for τ(a\, #2) (in the last section we will see that τ(a\, ai)
does indeed only depend on \a\ - 021) and one finds after a little
calculation that:

where K[ λ is the integral operator on L 2(0, oo) with kernel

' e-(r/2)ω(s)-rω(u)-(r/2)ω(t)

(s + u)(t + ύ)

Such an explicit formula is, finally, the payoff for the labor that went
into the demonstration of Proposition 3.4 and the calculation of the
one-point Green function.

Note added in proof. See [21] for an analysis of the asymptotics of
this τ-function for small r.

5. The deformation equations.

Existence results for Wj and WJ. In this section we will deduce
the SMJ deformation equations for the "low order expansion" coef-
ficients of the wave functions Wj and W* and the formulas which
relate the tau function to these expansion coefficients. We begin by
explaining some existence results derived in SMJ III and the bearing
that these results have on the existence of the wave function Wj(λ)
and Wj*(λ). In SMJ III it is proved that the space of solutions to the

Dirac equation branched at {a\, . . . , an} with monodromy e~2πιλj
at aj (with 0 < \λj\ < \) and globally in L2(R2) is ^-dimensional.
They construct a canonical basis {Wj(L)} for this space (see Theorem
3.2.8 and equation (3.2.19)). In their work the parameter L is a di-
agonal matrix with jth entry lj . The // are related to our parameter
λj in the following manner:

f λj + \ for λj < 0 ,
7 { λj- j for λj > 0.

We will write W(A, L) for the n-dimensional space spanned by the
{Wj(L)} . In the notation of §1 following (1.12) the basis {WJ(L)} is
characterized by the condition:

(5.2) cAu
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on the local expansion coefficients. Proposition 1.3 shows that these
wave functions are uniquely characterized by condition (5.2).

We will now use this existence result to deduce existence results for
the wave functions Wj(-λ) each of which is square integrable at oo
and characterized by the local expansions:

k>0

Recall that N is the subset of {1, . . . , n} characterized by the con-
dition that λj < 0 iϊ j e N and P is the subset of {1, . . . , n}
characterized by the condition that λ}> 0 if j G P. If j G N then
it is easy to see that Wj(-λ) must be globally in L2 and so ought to
be expressible in terms of the SMJ basis {wv(L)}. Without difficulty
one may verify:

(5.4)

and

(5.5) c;(Wj(-λ)) = 0 f o r i / e P , a n d j e N .

These conditions characterize the expansion (5.3) for Wj(-λ) when
j G N. Thus to show that Wj(-λ) exists for j G N it is enough to
show that there is an element of W(A, L) which satisfies (5.4) and
(5.5). But Proposition 1.3 shows that if w G W{A, L) and cy{w) = 0
for Ϊ / E N and c*(w) — 0 for v EP then w = 0. Thus the n linear
functional {cι/}ue^ U {c*}>ep are linearly independent on W(A, L)
and it follows that it is possible to satisfy (5.4) and (5.5) with an
element from W(A, L). Now suppose that J G P . Then using (1.2)
and (1.3) to differentiate the local expansions for Wj(L) one sees that
^dzWj(L) has a local expansion which fails to be of type (5.3) only
at points av with I / G N , At these points we can subtract a suitable
multiple of wv{L) to insure that the expansion has the correct form
(5.3). Thus for the right choice of constants dk with k e N (these
constants are just certain expansion coefficients of Wj(L)) one finds
that:

has an expansion of type (5.3) at each of the points av. This fin-
ishes the translation of the existence results for the canonical basis
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Wj(L) into existence results for Wj(-λ). The solutions W*(-λ) are
obtained from Wj(-λ) by the conjugation:

'/I . \f(5-6) UJ - L7
and this completes our discussion of existence results for Wj(-λ) and
Wf{-λ).

Algebraic relations among the expansion coefficients. Following SMJ
III we will now deduce relations among the low order expansion co-
efficients of Wj and WJ by differentiating the local expansions for
Wj and WJ with respect to z and using the uniqueness result of
Proposition 1.4. The simplest of these relations is:

(5.7) dWj(-λ) - f £>f/2?j(-λ)W;(λ) = 0.

This is obtained by simply noting that the local expansion of the left-
hand side is of type (1.5) at each point au .

Now write bo(λ) for the n x n matrix whose ^Vth entry is:

Then the fact that the local expansion coefficient for Wiβ-x m ust
vanish at av in (5.7) implies:

(5.8) bo(-λ)bo(λ) = I

where / is the n x n identity matrix. Setting the local expansion
coefficient of w^2_λ at av to 0 in (5.7) one finds:

(5.9) " b^-λ) = bo(-λ)άo(λ)

where b\(λ) is the nxn matrix whose jv entry is by2 j(λ) and #oW

is the nxn matrix whose jv entry is a\,2 -(λ) (we have shifted the

indices down 1/2 to avoid half integer indices).
A slightly more complicated relation is obtained by noting the ac-

tion of the infinitesimal rotation R = Rv + avd -Ίxv~d on the local
expansions of Wj(λ). One finds that subtracting ajdWj(-λ) from
RWj(-λ) kills the lowest local expansion coefficient at level k -
-3/2. The remaining local expansion coefficients at level k = -1/2
can all be canceled by the suitable subtraction of a linear combination
of the wave functions Wμ(-λ) and W*(λ). One finds:

(5.10) (R - ajd)Wj(-λ) + Σ(fjμ + \δjμ)Wμ{-λ)
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where we have written:

μ '~~ 2 '
Writing A for the diagonal matrix with μμ entry Aμ and Λ for the
diagonal matrix with μμ matrix element λμ, the matrix / which
appears in (5.10) is defined by:

(5.11) / : = A + μ , f l o M ) ]

where [A, B] := AB — BA denotes the usual commutator.
There is interesting non-trivial information concerning the low or-

der expansion coefficients ao(λ) and bo(λ) for Wj and W* at level
k — 2 in local expansions for (5.10). Calculating the coefficient of
Wχ/2-χ one finds:

(5.12) [A,aλ{-λ)] = αo(-λ) + [A, ao(-λ)] + [A, ao(-λ)]ao(-λ)

+ bo(-λ)Abo(λ)-A.

A further relation is obtained by calculating the coefficient of

in the local expansions of (5.10) at av :

(5.13) fbo(-λ) = bo(-λ)(A + [aoW, A])

where (5.9) has been used to eliminate the appearance of bγ{-λ) in
this relation.

Deformation equations. We now follow SMJ and deduce deforma-
tion equations (in the variables av) for the matrices / and (a slight
modification of) bo(—λ). The reason for choosing these matrices has
to do with the observation that the wave functions Wj(—λ) and Wj{λ)
satisfy a linear holonomic system in the a variables with the entries
of / and bo(-λ) as coefficients. This is worked out in detail in SMJ
III for the canonical case and we could follow a similar course here
using the uniqueness result to express a derivatives of Wj(-λ) and
Wj{λ) in terms of z derivatives and the wave functions themselves.

Instead we will deduce the deformation equations from the obser-
vation that the one form:

(5.14) ΣsJιWj(-λ) ® Wj(λ)daj + sJιW*(λ) ® Wf(-λ)dάj
j

is closed, being proportional to the derivative of the Green's function
Gaλ with respect to the a variables. There is not any real advantage
to this but in some respect it is more straightforward to arrive at the
full collection of identities which SMJ employ to deduce the deforma-
tion equations. I believe it is also conceptually interesting to realize
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that the information in the deformation equations is contained in the
equation d2Ga>λ = 0, where d denotes the exterior derivative:

dj + dajdj

with respect to the a parameters. Our strategy in determining the
deformation equations will be to calculate the local expansion coeffi-
cients in the exterior derivative of the one form (5.14) at site aμ in
the first variable and av in the second. The following formulas for
the leading terms in the local expansions for dWj(λ) and dW*{λ) are
useful in doing the calculations which follow:

- a\/2j{λ)

+ (da\/2,j(λ) ~ a3/2,j(λ)

+ (db\/2J(λ) - bfojλ) d~Av)w\β_κ +

and

dWf(λ) = - δjv

+ {da\/2j{λ) - au

3/2J(λ) dAv - Sjv dAu)w*ι/2+^
—v —v

+ \db\j2 AX) — #3/2 j\Λ) ^^fj^X/l—k + ' ' '

We will now list the relations which one may deduce by calculating
the lowest order expansion coefficients for the exterior derivative of
(5.14). Computing the coefficient of w_χ/2_λ ®w_\/2+χ one finds
that:

(5.15) s~ιao(-λ) - ao(λ)τs-1 = diagonal

where s is the diagonal matrix whose μμ entry is sμ and aτ denotes
the transpose of a. We write c = diagonal to express the fact that
the off diagonal elements of the matrix c vanish. Computing the
coefficient of w^ι,2+λ ® w_χ/2+λ one finds that:

(5.16) s-ιb0(-λ)-b0(-λ)τs-1 =0.

Computing the coefficient of Wχj2_λ ® w_χ/2+λ one finds that:

(5.17) dao(-λ) = aχ{-λ)dA + dAX - ao(-λ)dAao(-λ)

-bo{-λ)dAbo(λ) + dA
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where the matrix X is not determined by this relation but using (5.15)
and (5.17) one can say that:

(5.18) X-sax{λ)τs-χ = diagonal

which determines the off diagonal elements of X. Computing the

coefficient of w*n+χ ® w-\/2+λ o n e finds that:

(5.19) dbo(-λ) = dAY + s-ιb{(-λ) dA - ao(λ)τs-ιdAbo{-λ)

-bo(-λ)τs-ιdAΰo(λ).

Once again the matrix Y is not determined by this relation but com-
bining (5.16) and (5.19) one finds that:

(5.20) Y = bx{-λ)τs-χ.

We are ready now to obtain the SMJ deformation equations. In
addition to the matrix / already introduced we define:

g = s-ιb0(λ)

and the matrix of one forms θ :

θ = [ao(-λ),dA].

The matrices / , g and θ are the analogues of the matrices F, G
and θ introduced by SMJ in [14-111]. Since they will not be exactly
the same except in the event that the local exponent of monodromy λj
is positive for all j we have altered the notation slightly. First note
that the matrix elements of θ are determined by / :

_ dAμ - dAv

Vμv - Jμv
Uμ av

Using the definition of / one finds immediately:

df=[A9dao(-λ)] = θ.

Now substitute (5.17) and (5.18) in this last expression. Use (5.12)
and (5.15) to eliminate a\(—λ) and a\(λ)τ from the result. One finds
after a little calculation:

(5.21) df=[f9θ] + [g-ιAg,dA] + [g-ιdAg9A].

To get the second deformation equation we calculate dg using
(5.19) and (5.20). Eliminating b\(λ) from the result using (5.9) one
finds after some calculation:

(5.22) dg = gθ + θ*g.
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The condition (5.16) translates directly into Hermitian symmetry for

g'

(5.23) g* = g.

We can also translate (5.13) using (5.8) and (5.15) into the following
algebraic relation between / and g:

(5.24)

We now come to the only formal difference between the SMJ anal-
ysis and the analysis based on the wave functions Wj(-λ) and W*(λ)
above. Suppose that j and k are both in N. Then both Wj(-λ) and
Wk{-λ) are in L2 and one finds the L2 inner product using (5.2) is
(note: sk(λ) = sin(πλk) = -sk{-λ)):

(Wj(-λ), wh{-λ)) = ~ H

and in a similar fashion if j , k £ P then:

(Wf(λ), W

It follows from these relations that the |P| x |P| submatrix of g asso-
ciated with the indices in P is negative definite and that the |N| x |N|
submatrix of g~ι associated with the indices in N is positive definite.
In the SMJ scheme the matrix G is always positive definite because
of its association with the canonical basis.

The two-point case. We are now able to imitate the SMJ analysis of
the deformation equations in the case of two branch points. There
are essentially four different cases that we must analyse. If the local
exponents of monodromy λ\ and λ2 have the same sign then we have
seen that the matrix g above is either positive or negative definite.
In either of these two cases the analysis of the deformation equations
follows the analysis in SMJ III from (3.3.42) to (3.3.47) without es-
sential change. If the local exponents of monodromy have opposite
signs then the ansatz (3.3.42) in SMJ III is not right for the matrix g
we have defined. We will illustrate the analysis in the case λ\ > 0 and
λ2 < 0. Write dj for d/dcij and 97 for d/dάj. Then:

and it is easy to see from this and the deformation equations (5.21)
and (5.22) that:
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and

The same results are found for the complex conjugate vector field d \ +
#2 and it follows that as a consequence of the deformation equations
/ and g are functions of the difference variable a2 — a\ only. We
write:

a2 - ax = reiφ

for the polar representation of this difference with φ taken between
0 and 2π . Next we observe that:

d/dφ = / ( M i + a2d2 - a\di - a2d2)

so that:
dA(d/dφ) = iA, dl(d/dφ) = -ΪΆ

and
θ(d/dφ) = /(Λ - / ) , θ*(d/dφ) = -/(Λ - /*).

One now calculates without difficulty that:

*i a n d s ? =
It follows from these last two results that:

(5.25) g{r9φ) = eiA*

and

(5.26) /(r,^) =

Since ^logdet^ = T r ^ " 1 ^ ) and the trace of both θ and θ* are 0
one sees that the determinant of g is a constant independent of both
a\ and a2.

The Hermitian symmetry of g, the positive definite character of
the N part of g~ι, and the negative definite character of the P part
of g are easily seen to imply that det(<§

r) < 0 and g\\ < 0. By
comparing the g matrix in our formalism with the G matrix in the
SMJ formalism one also finds that g22 > 0 (I did not see a way to
obtain this relation directly). In any case these observations and (5.25)
show that we can parametrize g in the following manner:

(5.27)

where -c2 is the determinant of g, λ := λ2 - λ\, the functions K ,
ε, and ψ are all functions of r alone, and K and ψ are real while
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εε = 1. Also cos(^) > 0. The reader might want to compare this
with the ansatz for G in SMJ III which is (see (3.3.42)):

ώ\-c( KSh{ψ) ™h

Making use of (5.26) and the relation (5.24) between / and g one
finds:

<s 28> ' = ( * / _ ; - « • t
where f± is a function of r alone and making use of (5.24) we find
that there is a function ψ such that:

(5.29)

and

(5.30)

We now calculate the r derivatives for / and g making use of the
deformation equations and:

§ r dι) + (a2 - aι)(d2 - dx)

from which it follows that

Thus:

(5.31)

and

(5.32) | ^

To obtain this last result we used the fact that A and the matrix A'
obtained from A by interchanging λ\ and λ2 on the diagonal have
the same commutator with an arbitrary 2 x 2 matrix except for a
change in sign.

After a little calculation (5.31) simplifies to the following:

(5.33) £-0,

(5.34)
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and
fire

(5.35) rκ'1^ = λχan
2(ψ).

Making use of (5.35) in (5.32) one finds:

(5.36) r | ^ = -λ2 sec2{ψ) tan(^) - ^ ~ s

and finally combining (5.36) with (5.34) one has:

(5.37) rj-r [r^j = λ2 stc2(ψ) tan(^) + ^

This equation is remarkably similar to equation (5.3.46) in SMJ III ex-
cept that the hyperbolic functions have been replaced by trigonometric
functions reflecting the change in the ansatz for g above.

This similarity persists if we evaluate the logarithmic derivative of
the τ-function in terms of the deformation data. Recall that:

(5.38) rflog(τ) =

Next observe that the diagonal part of (5.12) gives an equation for the
diagonal part of α$ in terms of the off diagonal part of α$ and the
matrix bo. The off diagonal part of α$ is in turn determined by /
and bo is determined by g. These observations and the equations
(5.27) and (5.28) for / and g can be used in (5.38) to give:

(2 λ 2 t 2 ( ) 2r2(5.39) rflog(τ) = -γr(<P2 -λ 2tan 2(y/) - rn2r2ύn2{ψ))dr.

Or making use of (5.34) one finds:

(5.40) ^ log(τ) = - 1 (r2 { ^ - λ2tan2(ψ) - m2r2sxn2(ψ)\

which the reader might want to compare with 4.5.42 in SMJ IV.
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