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Abstract
In this note we study lower bounds of energy growth for sohasito wave equa-
tions which arecompact in spac@erturbations of the wave equatiéfu — Au = 0.
Assuming that there exists a null bicharacteristit),&(t)), parametrized by the time
t, such thatx(t) remains inside a ball ang(t) outside a ball fot > 0 we prove that

the solution operatoR(t) is bounded from below by constant time,és(t)|/|s(0)| in
the operator norm. We apply this result to examples corstduby the same idea as
in Colombini and Rauch [1] and show that there exist compasipiace perturbations
which cause exg(®) growth of the energy for any given ® o < 1.

1. Introduction

In this note we are interested in lower bounds of energy drdat solutions to

(1.1) U — Y 9 (@ (t, X)ax u) = 0
ij=1

where &; (t, X) = a;i (t, x) are smooth with bounded derivatives of all orders such that

aj(t, x) = 8j, [x] > Ry,
2 AR <Y gt 0EE < AP, (%) € RMT
ij=1

with someR; > 0, A> 0, that is, (1.1) is a&ompact in space perturbatioof the wave
equationd?u — Au = 0.

There are many detailed studies about upper and lower bafrat®ergy of solutions
to wave equations;; (t, X) = &j(x) with lower order terms. We refer to [8] for compact
manifolds without boundary case and [6] for compact madgaokith boundary case.

In the case tha#(t, x) depends only ort, and hence not compact in space per-
turbation, there are also many results about lower boundsnefgy, see for example
[3], [10], [2], [9].
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In compact in space perturbation case, in Colombini and R#licthey have stud-
ied an example which would give exponentially growing solus. Unfortunately the
proof there is not complete because there is no null bickeniatic which is periodic
and amplifying at the same time (see Remark below). Nevedheessentially the same
type examples gives not only exponentially but also &xf0 < « < 1) growing solu-
tions. To prove this we first formulate a result, in terms ofufl bicharacteristic, which
gives a lower bound of energy (Theorem 1.1). Then we apply tbsult to these ex-
amples to get the desired growth of energy (Theorems 1.2 &8)d 1

In what follows we put

a(t! X, E) = Z gjj (t1 X)Slé]
i,j=1

Denote by# the Hilbert space which is the completion G§°(R") with respect to
the norm

n
Iulf, = [ Yolulax= [ [vuiox
R =1 RO

Let R(t, 0) be the solution operator defined by

00 MmN 00 MmN U(O,') U(t,-) 00 MmN 00 MmN
CER™ x C3 (]R)a(atu(o, ‘))H(atu(t, _))eco R") x CF(R")

which extends uniquely to bounded operatorHnx L?. We first give a simple upper
bound on the possible growth ¢fR(t, O)l|HomxL2);

Proposition 1.1. We have

1 t |8ta(‘L’, X, g)l
IR(t, O)lHomext2) < C exp(§ /O [iﬁpm] d’)

with some C> 0.

We now investigate lower bounds giR(t, O)l|homzxL2). We assume that there is a
bicharacteristic X(t), £(t)) of J/a(t, x, &) or —/a(t, X, &) with &(t) # 0O;

dx  d dé i
(13) a = :t% a(t, X, é), a = :Fax VvV a(t, X, %_)
such that
(1.4) x@®) =C* [EM)] ="

with someC* > 0, ¢c* > 0 for t > 0. Then we have
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Theorem 1.1. Assume that there is a bicharacteristic verifyi(g4). Then there
is a positive constant C such that

t
IR(, O)lom@ext?y = C ex.o(§1 /0 %8, x(x), £ df)

_cat O

HOR

REMARK. It will be observed in the remark in section 4 thatx(t)| remains in
a bounded set fot > 0 then we have

t a a(t, x(t), &(t)
/0 (e (), 62 o = log TS
and hence

t
/ X8 0 X(0), £(@) dr — 00, t— o0
o a

is equivalent to lim.|&(t)] = oo. In particular, if £(t) is periodic int then The-
orem 1.1 gives no information about energy growth.

We now construct examples following Colombini and Rauchtfljvhich one can
apply Theorem 1.1 to get lower bounds BR(t, 0)[lHom@xL2). Our construction works
in all dimensionsn > 2 though we present only the case= 2 for simplicity. Consider
the wave equation

2
(1.5) 32U — Y 3 (alt, X)axu) = 0
i=1

that is,a;» = ap; = 0 anda;; = ay = a(t,x) which is smooth with bounded derivatives
of all orders and

(1.6) Cl<a(t,x)<C, (@t x)eR¥™ at,x)=1 when |x|>2

with someC > 0.

Theorem 1.2. For any non-negative bounded measurable functiiy on [0, oc)
and for anye > 0O there exists &,x) satisfying(1.6) such that for the associate solution
operator R to (1.5) we have

t
c exp( [ s dr) < IR, O)lompencsy
0

<C; exp((2 +€) /Ot 5(1) dl’)
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with some ¢€ > 0 independent ot.

If we impose some conditions aift) the upper bound of energy growth in Theorem 1.2
can be improved. Denote hbiyi! the usual Sobolev spadé'(R") then

Theorem 1.3. Leté(t) be a smooth non-negative bounded functiorf@mx) such

that §'(t) < 0, §”(t) > 0. Then there exists(f x) verifying (1.6) such that for the asso-
ciate solution operatofR(t, 0) to (1.5) we have

t
C1 EXP(/O (s) ds) < [[R(t, O)lHom(H1xL2:74xL2)

<C; exp(/t 3(s) ds)
0

Let us taked(t) = (1—«)(1+1t)™, 0 <k < 1. Then Theorem 1.3 shows that there is
an a(t, x) satisfying (1.6) such that the solution operafd(t, 0) verifies

with some constants;CG> 0.

-k 1-«
C M0 < IR(t, O)llHom(H1xL2:2x1L2) =< CoelH0™",

If we chooses(t) = m(1+t)~%, m> 0 then from Theorem 1.3 one can find aft, x)
with (1.6) such that the associafe(t, 0) satisfies

Ci(+ )™ < R, O)llHomm1xL2mxL2) < Co(L + )™,
2. Preliminaries
Let c(x, y, £) € C*(R3") verify for any| € N
(2.1) |08 0L 87 (X, ¥, &)| < Cupyt (E)™ 1 (x = )P (y) ' (x), Ve, B, y.

We define Opg) by
OpEU(X) = / UV (x, y, £)uly) de dy.

Let us denoteg = |dx|? + (£)7?|d&|? and by S(w, ) the set of alla(x, §) € C*(R™")
verifying
|Bgafa(x- ‘é:-:)| < Caﬂw(X, é‘)(%‘)*“’d, Va

(see [4]). We assume that a positive functiefx, &) is g continuous andr, g tem-
perate (see [4]). Foa(x, &) € S(w, g) we define

op @u(x) = / & Vea((L — t)x + ty, £)u(y) dé dy.
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Lemma 2.1. Let c verify(2.1) and letOp(c) = Op¥?(b) = Op”(b). Then we have
b e S((§)™(x)7X, g) for any ke N. If b € S((€)™(x)™, g) with m < 0, m" < 0 then
Op“(b) is compact in B(R").

Proof. Let us write Omf) = Op”(b) = B. Recall thatb(x, &) is given by
b(x, &) = / ei<"¥)9c(x + % X — g n) dn do

(see for example [7]). We first show that

(2.2) b(x, £) € S((E)™(x)™, 9)

for any k € N. To see this we consider

! . o 0 0
3¢ ofb = Z ﬂ—/e'ﬂﬁagafaﬁ c(x+—,x——,n+§) dn do

ANl
ﬁ/+ﬂ”=ﬁ ﬁ * ﬁ * 2 2
B! i _ _
= Z B B /elﬂG(Dn)N(e) N (D)™ ()™
ppr=p "
anp op’ 4 4
x 959y 9y € x+§,x—§,n+$ dn deé.
Noting that
(n+ é)m—\a\ < C|m|+\a|(§)m—|a\(,7)|m|+\a|
we see that

|0g9fb| < Capin /(é)mf'“'(e)*Nﬂl(n)fMHmma\

o\~ o\~
X<X—§> <X+§> dnd9

Since C/(x)™" > (x —0/2)7(x + 6/2)~' we get the desired assertion choosikiy>
Nn+1+im+laf, N>n+1+2.

We turn to the second assertion. Assume thét, £) € S((£)™(x)™, g). Since
B*B = Op”(bb) and bb € S((£)2(x)2™, g) we see

(B*B)N = Op”(by), b € S((g)2N™(x)2N™, g).

We remark that the kernefy(x, y) of Op”(by) is in L?(R?") taking N large. Indeed

Kt =| [ €=yt ou o (<5 Y. ) e

< CLix+ y)2N(x —y) b / (£)2Nm d
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which provesKy(x, y) € L2(R?") choosingN, L so that Nm < —n/2, L > n/2,
2Nm < —n. Thus B*B)N is compact inL?(R") and henceB is also compact i ?(R").
]

Lemma 2.2. Let a(x,£) € S((§)™,g) and assume thai$a; (x,&) =0 for |x] > R
if @ # 0. Then we have

1)l o _ _
atap= ) (2I)(0t+ﬁ)|al B! alfhasey + . T € S(E™ ™ N () g)
jatBI<N

where zé;‘; = agafa(x, ). In particular for & = a; = a € S((¢§)™, g) we have
a#ta=a’+r, reS(&)22(x)7L g).

Proof. Recall that one has Ofa;) Op”(az) = Op” (a1 #ap) = Op”(b) with
b(x, §) = 22" / A2 (x + 7, & + n)ag(X + 2, & + 77) dz dy dZ df.

Applying the Taylor formula and making integration by paitssuffices to estimate
terms such as

/ezi B-22150 988 (x + 2, & + 611)
2.3)

x 9 3%ap(X + z, & + 6,7) dz dy dZ diy

where|a + 8| = N and |6;] < 1. Since we havdx) < C(2) if 8 # 0 and(x) < C(z)
if @ # 0 on the support of the integrand then the oscillatory irgkeg?.3) defines a
symbol in §((g)M+m=N(x)=1 q). O

3. Reduction
We are concerned with the Cauchy problem
n
DZu— Y Dy (aj(t, x)Dyu) = 0,

ij=1
u(0, x) = x(x) f(x), Du(0, x) = x(x)g(x)

(3.1)

where f € HY(R"), g € L2(R") and x(x) € C°(R") with x(x) = 1 on |x| < C*. We
assume thady; (t,x) verifies (1.2) and henc@&;‘ajj (t,x) are bounded iR x{|X| < Rq}.
Let us set

h(t, x, &) = \/2 a;(t, &€ + V()

i
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where 0< y/(£) € C°(R") with /(§) = 1 near the origin ands(£§) = 0 for |&] > c*.
Since

Opw <Z aij (t! X)sl %‘J) = Z DXi aI] (tl X) DXJ + 471 Z axi axi aI] (ty X)
i i
we have withH = Op”(h) that

> Dyaij(t, )Dy, = H? +b” — (D), be CYR: S((x) ", g))
N

by Lemma 2.2. Writingb = (b/h) #h +r’ with r’ € S((£)~%(x)~1, g) one has

E:Q@MmeN:ﬂﬂHm+BHU+RM—¢®N
ij

where B/, R € CY(R; S((£)~1(x)~%, g)). On the other hand one can write
_ Dth /7 ” /o 1. -1 -1
Dih = S #h4+b"#h+r", b r" e CH(R; S(&)(x)™, 9)

from Lemma 2.2 and hence

Di(Hu) = HDu + (Tt) Hu+ B"Hu+ R"u

with B”, R” € CY(R; S({¢)71(x)~%, g)). Thus the equation (3.1) can be written with
U = (Hu, Dtu) (whereu is the solution to (3.1)) as

(3.2) mu:(ﬁ E)U+BU+&U+&m

with R; € CY(R; S((£)~(x)™1, g)) where
Dih\"
B= ( (T) 0) + B_1, B_; e CYR: §((£) '(x) 9)
0 0

and R, = Ry(§) vanishes outside a neighborhood of the origin. Fix- 0 and con-
sider the Cauchy problem in the strip [D] x R". From the finite propagation speed,
choosingy € C{°(R") so that

suppu(t, -) C{x | x(x) =1}, 0=t=T

we haveR,u = Ryju and note thatR,x € C([0, T]; S((£)~1(x)~1, 9)).
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Lemma 3.1. Let k(t,x,&) € C1([0,T]: S((¢)~1(x)~,9)) and K(t) = Op”(k). Then
the mapping

H®x L? 5 (f, g) — K(t)u(t) € C°(0, T]; L?)
is compact.

Proof. Let (f,, gn) € H! x L? be bounded inH! x L2. Then it is clear from the
energy inequality for the wave equation (3.1) that

[{D)un®Il + IDtun] =C, 0=t =T

with C independent ofi. From this we haveu,(t)—un(t)|| < C|t’—t|. Since|K(")—

K (t)||Homz) < C'|t' —t| for t’, t € [0, T] by the assumption it is clear th@K (t)u,(t)}

is an equi-continuous sequence. It is also clear fiat)un(t)} is uniformly bounded
in C°([0, T]; L?). Since for eacht € [0, T], {K(t)un(t)} contains a convergent (in
L?) subsequence, then Ascoli-Arzela theorem implies that are take a subsequence
{K(t)un, (t)} which converges irC°([0, T]; L?). O]

Let us consider the solutio¥ (t) to the Cauchy problem

(0 H e [ HOU(O)
(3.3) DV = ( Hoo )v+ BV, V(0)= U(o)—( D) )

Then from the energy inequality for the hyperbolic systen8)3t follows that with
R=R+R

t
||U(t)—V(t)||sc/0 IRz ds, t <o, Tl

Thanks to Lemma 3.1 this proves that the mappikid:x L? > (f, g) — U(t) = V(t) €
L? x L? is compact.
Let us denote byR(t, 0) the solution operator;
R(t, 0): (u(0), Du(0)) = (u(t), Dru(t))
of the Cauchy problem
n
D2u — Z Dy (aj (t, X) Dy, u) = 0,

i,j=1
40, %) = F(¥), D0, X) = g(x)

so thatU(t) = (Hg‘) (1)>R(t, 0))(( 5 ) Then we conclude that

(1) (%) SJsoon(})-vo
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is compact in Homid* x L2;L?x L?). Denoting by7(t,0) the solution operator to (3.3)
T(t, 0): V(0) > V(t)

we see that

Ht) O H@©) O
(0 1)R(t,0)x—T(t,0)( ! 1))(

is compact. Let us set

H4 (1) = Op“(h (¢, %, £))
and note thaH ~1(t) is bounded in Homi(?; H1) with a bound independent &f From
Lemma 2.2 we se#l~*H = 14r* with r € C1(R; S((£)7%(x)~1,g)), which is compact
in Hom(L?; H1) by Lemma 2.1, and hence we see that

(3.4) R(t, O — ( H_Ol(t) 2)T(t, 0)( H(()O) (1’);(

is compact inH! x L2,
We diagonalize the system (3.3) up to zero-th order term.useset

—l Dth w
o ()
where D;h/2h? € S((£)71(x)71, g). Let us put

oesen(d )@
then, noting thaff_; € CY(R; S((£)~1(x)~%, g)), it is easy to check that
(3.5) D(TV)= ATV + RV, ReCYR; (&) 1(x)1 g).
Let W(t) be the solution to
(3.6) DW = AW

with W(0) = T(0)V(0). Then from the energy inequality we have

t
ITOVE®) -WO) = C/O IR(S)V(9)] ds.
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From the same arguments proving Lemma 3.1 it follows thatojherator
V(0) — T(t)V(t) — W(t)
is compact inL2xL2. Let us denote by5(t,0) the solution operator of the system (3.6)
S(t, 0): W(0) > W(t)

then we conclude that
T(t)7(t, 0)— S(t, 0)T(0)

is compact inL2x L2. SinceTy'T(t) =1 + R, Re CY{R; ((¢)~*(x)~, g)) and hence
we see that

T(t, 0)— Ty 1S(t, 0)T(0)

is compact. Inserting this into (3.4) we get
Proposition 3.1. Let x € C3°(R"). Then

R(t, O) — ( H_;(t) 2)T018(t, O)T(O)( H(()O) (1’);(

is compact in H x L2.

4. Lower bounds (proof of Theorem 1.1)

In this section we essentially follow the arguments in [8]ecBll that the sys-
tem (3.6) consists of uncoupled two single equations so &fgt0) is diagonal. Let
us consider

(4.1) DU = AU
and denote by/(t, s) the solution operator
U, s): U(s) — U(t).
Note thati((t, s) is unitary becauséd* = H. Let us put
P(t) = S(t, 0)x (X)U(0, t) = diag(Py(t), Pa(t)).
SincelU(t, s) satisfiesD/(0,t) = —U/(0,t)A(t) it is easy to see

DiPy(t) =[H, P1] + (Z_th) P, Pu(0) = x(x),
(4.2)

DiPo(t) = —[H, P2] + (2—thh) P2, P2(0) = x(x).



LOWER BOUNDS OF ENERGY GROWTH 1075

Since the arguments is the same for the second equation, we&eo the first equation.
Writing P, = P it yields

Dih)"”
43) {DtP(t)z[H, Pl + (E) P,
P(0) = x ().

Following [11] we look for Q(t) = Op”(q), q(t, X, &) € (1, g) solving the equation
(4.3). Thenqg must satisfy

ah

(4.4) %o ={ha} + 50 a0 x &) = x(x).

Lemma 4.1. There is a solution @, x, &) € CY{(R; (1, g)) to (4.4) such that
q(t, x, &) vanishes outside some compact set in x and hence

q(t, x, §) € CH([0, T]: S((x) ™, 9))
for any T> 0.

Proof. Let (X(t), E(t)) be a bicharacteristic ofh(t, x, &), that is

d oh o _ _
X0 = _ﬁ(t’ X, E), X(s) = x,

(4.5)
d oh
—E2(@) = —(t, X, &), E(s) =¢&.
GEO =5 X8, E9=¢
Then from the ellipticity ofh it is not difficult to check that

X(t:x,8) € §(1,9), E(t:x,§) € (§), 9).

From
d o Bh : .
2 at, X, 20) = 20, X0, Z0)ac, X0, 50)
we have
S 4th
@6 atsx, &) = exp{ [ (6 X(0), B0 de ) 1(x(0),

From this we conclude thag(t, x, &) € CY(R; S(1, g)). Since |dX(t)/dt| =
[(dh/9&)(t, X, E)] < C and x(x) has compact support it is clear that for eatch
q(t, x,&) vanishes outside some compact $et< C;. This proves the assertion[]
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Let us set
Q(t) = Op”(q(t, x, §)).

Then by Lemma 2.2 we have

h w
DQ=[H Q+ () Q+ R ReCi® S(e1700 o)
We remark that
d h
4.7 a log h(t, X(t), &(t)) = atT('{, X(t), E(t))

which follows from (4.5). Sincé):h/h = d;a/2a for |§| > ¢* and x(x) =1 for |x| < C*
it follows from (4.6) and (4.7) that

t
alt, X (1), E(0) = exp( [ 2 xo. 50 dr)

(4.8)
_ ot X(@), E) _ A-L |E(t)
a(0, X(0), E(0)) |2(0)

provided | X(t)] < C* and|E(t)] > c* for t > 0.

REMARK. From (4.7) it follows that

t ora - _ a(tr X(t)! E(t))
/0 ?(T, X(r), u(f)) dr = |Og m

With S(t, s) = diag(Si(t, ), Sa(t, S)), U(t, s) = diag(t, ), Ua(t, S)) we recall that
P(t) = Si(t, 0)x (X)1£1(0, t). Following [11] we estimate the differencB(t) — Q(t).
Since P(t) — Qb)) (t, 0) = Si(t, O)x (x) — Q(t)l4(t, 0) setting with f € L2

ut) = Si(t, Ox () £, w(t) = Qt)eh f
we have

(4.9) De(U— v) = (H + (Dth/2h)")(u — v) — RA)A(L, O)f .

From the energy inequality (see for example Theorem 234.4)) for any T > 0
there isC > 0 such that

t
Ju(t) = vl = C/O IR(s)ta(s, 0)f [ ds, t [0, T].
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Since || (D)1 (t,0)f — (D)4 (t’,0)f || < Clt—t'[| ||, from the proof of Lemma 3.1
it follows that L2 5 f — R(t)U(t, 0)f € CO([0, T]; L?) is compact. Sincéfy(t, 0) is

unitary we conclude thaP(t) — Q(t) is compact inL2. Since¢(D)Q(t) is compact in
L? if

(4.10) #E) € CFR™, $(6)=0, I§]= >

and hencep(D)P(t) is also compact irL?.

Assume that there is a bicharacteristiqt], £(t)) of —h(t, x, &) satisfying (1.4).
Since h(t, x, &) = Ja(t, x, &) for |£] > c* then from the homogeneity i it is easy
to see thatX(t), 2&(t)), A > 1 is also a bicharacteristic ofh(t, X, £&).

Let t > O be fixed. SincdAré(t)] > R if c*A > R then we have

sup supq(t, x, §)[ = suplq(t, x(t), £)| = [qt, x(t), 25 (1))

[E[=R X [E]=R
= exp(fot E%ﬂl(r, X(1), A&(7)) dr) = exp(/ot Zit—‘«;jl(r, x(1), &(7)) dr)
1 [EOI
A Vieor
Let us set

exp(/ot it—:(r, X(7), &(1)) d‘L’) = G(t).

Noting Og’(q(t, x, £)) = Op°(q(t, x, £)) + K where K is compact inL? we apply
Theorem 3.3 in [5] to conclude

QM) IHome2/x = G(1)

which proves that
[P () lHom@2)/c = G(1).

Recalling thatl/(0, t) is unitary we conclude that
(4.11) [S(t, 0)x llHom@2)c = G(t).
To prove Theorem 1.1 it suffices to show

Proposition 4.1. Let ®(¢) = 1—¢(&) with ¢(¢) = 1 near & = 0 verifying (4.10)
Then there is a G 0 such that

(4.12) [ ®(D)R(t, O)x lHom(HxL2:H1xL2) = CG(t).
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Proof. Let us set
-1
M(t) = ( H o(t) 2)T01, L= T(O)( Héo) 2)

so that
R(t, 0)x — M(t)S(t, O)L x

is compact inH! x L2, Since

S((x)7t9) 0

La=( g o

) S0 g)

and hence compact fro! x L2 to L? x L2 then M(t)S(t, O)[L, x] is compact in
H x L2. Thus we see thaR(t, 0)x — M(t)S(t, 0)xL is compact inH! x L2, Hence
one can write

®(D)R(t, 0)x = ®(D)M(t)S(t, O)xL + K
where K is compact inH! x L2. Since (D), M(t)] € S((¢)72(x)™%, g) we get

®(D)R(t, 0)x — M(t)®(D)S(t, 0)xL is compact inH! x L2. Since ¢(D)S(t, 0)x is
compact inL? we conclude that

®(D)R(t, 0)x = M(t)S(t, O)xL + K

whereK is compact inH! x L2. We denote

PP H(@t) O 1 (H0) 0)._
Ml(t)_To( 0 1), Ll_( 0 1)T01

so that we have
MTEOM@M) =1 + Ky, LL™ =1+ Ky, Ki € (&) Hx)™, g).
Thanks to Lemma 2.1 we see thi§t are compact inL2. Consider
M L[M®)S(t, O)xL + KJL ™t
= (I + K)S(t, 0)x (I + Kp) + Kz = S(t, O)x + Ky
where K3 and K4 are compact inL?. From (4.11) it follows that

G(t) = IS(t, 0)x + KallHom2xL?)
= [M2OIM©)S(, 0)xL + KIL ™ HomzxL2)
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< IM72) lHomxLz2x12) I MES(E, 0)x L + Klom@HixLz;HixL2)
X IL ™ lHom(zxLz:H1xL2)
< CIM®)S(t, 0)xL + K [HomHixLzH1xL2)

where we note tha€ is independent of. This proves (4.12). []

To prove Theorem 1.1 note thédt(¢) vanishes neag = 0 and hencd ®(D)u|/y: <
C|lull%. Thus it follows from (4.12)

IRAt, 0)x lHom(zexL2) = C'G(t)

which proves Theorem 1.1.

REMARK. Let a(t) be any positive function such thaft)/G(t) — 0 ast — co.
Then from (4.12) and the uniform boundedness principle liofes that there exists
(f, g) € H x L? such that

lim supa(t) [ R(t, 0)x' (f, @)Lz = oo.
t—o00

Note that the initial datax!(f, g) = '(x f, xg) has compact support which is a main
difference from Theorem 1 in [10].

5. Proof of Theorems 1.2 and 1.3

In this section we construct examples to which one can appigoiem 1.1 and
we prove Theorems 1.2 and 1.3. We follow the constructiorrgikty Colombini and
Rauch in [1] and generalize it a little bit. We first check Rosition 1.1.

Let E(t) denote the standard energy;

E(t) = /}Rn{latul2 + Z a (t, x)axiuaxju} dx.

ihj=1

Then for any initial data irC§°(R") it is easy to see

d " _
aE(t) = /Rn Z draij (t, X)dy, udy, 0 dx

i,j=1

<

|8ta(t1 X, $)|
X,& a(t! X, %-) RN

[da(t, x, &)
sy

n
> at, x)axuaxjﬂ} dx
=1

<

}E(t)
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because
o1 da (t X)G g Yooy ded (t X)&E]
sup /1 —— = sup ==}
cecn Zi,j:l aj (t, X)&i ¢ £€RN Zi,j:l aij (t, X)&&;

which proves the assertion since

n
A2 | |Vu2dx < > aij(t, X)ox ud Gy dx < A? | [Vul?dx
RN RN I ! RN

ij=1

for all t € R.

In what follows we taken = 2 while the same argument works in the generat
2. To apply Theorem 1.1 we look faa(t, x) such that the hamiltoniarr+/a(t, x)|£|
admits a bicharacteristicx(t), £(t)) such that|é(t)| is away from zero whilgx(t)| re-
mains to be bounded when— +oo;

gx(t) _ ]Fa(\/a(t, X)|§|),
6.0 dt 9E

gé(t) B ia(\/a(t, x)|&])

dt N ax '

Using the standard identificatiofl 3 u+iv — (u,v) € R? of R? with the complex
plane we write

x=re'?, &= pée?.

Let 5(t) be a smooth function oR with bounded derivatives of all order. Motivated
by [1] we choosea(t, x) = a(t, r, ) so that

(5.2) Ja@,r, 0) = exp(x(r)(r —1-25(t)f (9 —t- %))

where x(r) € C°(R), 0 < x(r) <1 which is zero near = 0 and identically equal to
1 on a small neighborhood af = 1. Here f(t) € C*(R) is 2r periodic verifying

(5.3) f(0)=0, f'(0)=1.

To simplify notations let us writén(t, r, 8) = J/a(t, r, #) then the Hamilton equation
(5.1) with the hamiltonian-./al&| = —h(t, r, 8)p yields

d
ar = —hcos f — ¢),

d h .
d oh . 10h
&(b:—ysm@ﬁ—g)—i—r—%cos@—e)
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and

d oh 1oh |
(5.5) ap=p[§cos@—9)+F£sm(¢—9)].

Lemma 5.1. Let aft, r, 8) be given by(5.2). Thend(t) =t + 7/2, ¢(t) = t,
r(t) = 1 solve(5.4). Moreover we have

o) = p(0) exp(z /Ot 3(s) ds).

Proof. Since gh/ar)(t,1,0(t)) = h(t,1,0(t)) the first assertion is clear from (5.3).
Note that wherd(t) =t + /2, ¢(t) =t, r(t) = 1 we have from (5.5) that

o =020t 1,60 = 20}

which proves the assertion. []

We now prove Theorem 1.2. Suppose théj is given. Takeyxi(t) € C°(R) such
that 0< x1(t) < 1 verifying [ x1(t)dt = 1, xa(t) = 1 for |t| < 1/4 and x41(t) = O for
|t| > 3/4. Defined(t) by

5(t) = / x1(t —s)8(s) ds

then it is easy to see that

C1+/t8(s)ds§/t5(s)ds§ Cl—}—/t(S(s)ds
(5.6) 0 0 0

t t
/|S’(s)|d55 CZ/ 8(s)ds+ Cz
0 0

with some constant€; independent ot > 0. For any giveno > 0 small it is clear
that one can find as2 periodic f (t) verifying (5.3) such that

(5.7) supf'(t)) <1, supgf(t) <o.
We define/a(t, r, 6) by (5.2) with this f(t) and §(t) = §(t). Choosingp(0) = 1, for

example, from Lemma 5.1 there exists a solutiat), £(t)) to the Hamilton system
(5.1) with a(t, x) such that

IX() =1, VteR, % = exp(2 /Ot S(s)ds),
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which clearly verifies (1.4). Applying Theorem 1.1, togethéth (5.6) we obtain the
lower bound of Theorem 1.2.
To get the upper bound we note that

|3ta(t1 X)|

a(t, X) < 4|S/(t)| SUH f | —+ 45(]:) Sun f/| < 40’|g/(t)| n 4g(t)

Thus we have

‘ |dta(s, X)| f e ‘s
(5.8) /O (sgpm) ds =< 4/0 a(s)ds+4a/0 [8'(s)| ds.

On the other hand from Proposition 1.1 it follows that

1/t da(r, x
IR, Olamoiiy = Crexp( 5 [ |sup 2™ )
0 X

a(r, x)

which, together with (5.6) and (5.8), proves the upper baakéhg o > 0 small enough.
We turn to the proof of Theorem 1.3. Assume thiasolves (1.5) with initial data
(u(0), 9:u(0)) = (¢, ¥) wherea(t, x) is given by (5.2) withf verifying (5.7). We con-
sider a modified energy;
E(t) = E(t) + B)Re(@:u, u) + y()ul®

where
E(t) = / (|8ul? + a(t, X)|Vul?) dx, (u,v) = / uvdx, |ull?= (u,u).
R2 R?
Real valued functiong(t) and y (t) will be determined later. Noting
d , 2
aE(t) <4(=8'(t)o + 8(t))/ a(t, x)|Vu|© dx
Rﬂ

we puta(t) = 4(=8'(t)o + §(t)). Sinced?u = Zizzl dx (a(t, x)ay u) we see

d = ’ ’
SE s/s||atu||2+(a—ﬂ)/ alVu? dx + (8' + 2v) Re(au, u) + ¥l
Rn

= PE+(@=20) [ alVuldx+ (8 + 29 — ) Re(hu, u) + O = pp)lul’

We chooseg = 28 and 2y = B2 — B’. Sincey > p?/2 we have

(5.9) E(t) < 2E(t).
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Taking (5.9) into account we obtain

d - .
aE < (—88'c + 25)E + (858" — 8" — 48%)||u|)?

where we remark that > 0, §' <0, §” > 0 and hence
%E(t) < (—88'(t)o + 25(t))E(t).
Thus we obtain

E(t) < E(0)e*?© exp(2 / t 5(s) ds)
0
t
< Cllé, V), exp(z /0 5(9) ds)

for E(0) < C'||(¢, 1//)||ﬁ|le2 with someC’ > 0. Thanks to (5.9) one obtains

t
(510)  [RE 0Y@ W)l < Cal @ W)lles exp( [ 50 ds).

On the other hand, from Proposition 4.1 it follows that

t
c exp( /0 5(9) ds) < IR, O Iomritzriety

which together with (5.10) proves the assertion.
We finally give a little bit more general examples than we taokthe proof of
Theorems 1.2 and 1.3. Lei(t), p(t), r(t) € C*(R) satisfy the followings;
(i) r, p are strictly positive orR,
@iy ¢',r, p'/p have bounded derivatives of all orders,

(iii) we have
t
su%/ re'?ds
teR |JO

at, X1, X2) = r(t)*{sin( (t) ?pa(t)(xa — xa(t))) + 2}
x {sin( (t) 72 pa(t) (X2 — X2(t))) + 2}

< Q.

We put

where, with the standard identification @f and R?,
t
X(©) = () (V) = -2 | re s+ x(0),
0

2r . . L
(p1, p2) = ?(p’e”’ +ipgp'e?).
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Then {x(t); t € R} is contained in a compact set by the assumption (iii) a¢tdx) is
smooth and inf: a(t, x) > 0.

Lemma 5.2. x(t) and&(t) = p(t)€? solve the Hamilton equation with the hamilton-

ian —/al|.

Proof. Sincéi(t, x(t)) = 4r (t)? the first equation of (5.1) follows easily. To check
the second equation of (5.1) it suffices to n®tg(t,x(t)) = 2(ps(t), p2(t)) anddé /dt =
p/(2r)(P1, Pa2). o

We definea(t, x) by
a(t, x) = x(¥a(t, x) + (1 — x(x))
where x (x) € C°(R?), 0 < x(x) < 1 which is identically equal to 1 on a small neigh-
borhood of {x(t); t € R}, for which one can apply Theorem 1.1 witR({), £(t)).

If we taker(t) = 1+ et (t > 0), ¢(t) =t andx(0) = (1, 3) for instance, then we
see easily that

Ix(t) — 2ie"| = v2et

and hence the orbitx(t); t > 0} is not closed.
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